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Abstract. In this paper we study multivariate integration for a weighted Korobov space for which the Fourier coefficients of the functions decay exponentially fast. This implies that the functions of this space are infinitely times differentiable. Weights of the Korobov space monitor the influence of each variable and each group of variables. We show that there are numerical integration rules which achieve an exponential convergence of the worst-case integration error. We also investigate the dependence of the worst-case error on the number of variables s, and show various tractability results under certain conditions on weights of the Korobov space. Tractability means that the dependence on s is never exponential, and sometimes the dependence on s is polynomial or there is no dependence on s at all.

1. Introduction

Multivariate integration of s-variate functions is a popular research subject especially the case when the number of variables s is large. We usually want to find the best possible rate of convergence as well as to control the dependence on s. The latter problem is related to tractability when we want to guarantee that there is no exponential dependence on s.

In this paper we study the numerical approximation of integrals

$$\int_{[0,1]^s} f(x) \, dx$$

using quasi-Monte Carlo rules

$$\frac{1}{n} \sum_{m=1}^{n} f(t_m).$$

Here, the quadrature points $$t_1, t_2, \ldots, t_n \in [0,1]^s$$ are chosen in some deterministic way. In our case, $$t_i$$ will be defined by lattice rules of rank one or will be from grids with varying mesh-sizes. For more information on such quadrature rules see e.g., [10, 14].
We assume that the integrands $f$ are periodic and have a Fourier series representation

$$f(x) = \sum_{h \in \mathbb{Z}^s} \hat{f}(h) \exp(2\pi i h \cdot x),$$

where the Fourier coefficients $\hat{f}$ are given by

$$\hat{f}(h) = \int_{[0,1]^r} f(x) \exp(-2\pi i h \cdot x) \, dx.$$

The smoothness of the integrand $f$ is regulated by the decay of its Fourier coefficients. Here we assume that the Fourier coefficients decay exponentially fast, i.e.,

$$\hat{f}(h) = O(\omega^{\lvert h_1 \rvert + \cdots + \lvert h_s \rvert}),$$

where $h = (h_1, \ldots, h_s) \in \mathbb{Z}^s$ and $0 < \omega < 1$.

This corresponds to the Korobov space of infinitely times differentiable functions. This is a reproducing kernel Hilbert space with the explicitly known kernel. We study the unweighted case for which all variables and groups of variables are equally important, as well as the weighted case for which the influence of each variable and each group of variables is moderated by a suitable weight. We show that the rate of convergence is independent of weights whereas tractability results are possible only for properly decaying weights.

Previously, numerical integration of periodic functions has been analyzed for functions which are $\alpha$ times differentiable in each variable with $\alpha < \infty$; see for example [6, 7, 12, 15, 18]. Our approach for infinitely times differentiable functions is similar to the approach in those papers. Indeed, we also define a suitable reproducing kernel Hilbert space, although the analysis of the worst-case integration error turns out to be somewhat different than in the papers cited above.

We show the existence of lattice rules which achieve an exponential convergence (Theorems 2 and 4). This is done by defining a suitable figure of merit and proving results on the existence of lattice rules with a large figure of merit (Lemma 2). A lower bound on the worst-case error reveals that this rate of convergence is essentially best possible. The upper bound is nonconstructive, as the proof only shows the existence of suitable lattice rules. We do, however, provide “more” constructive results. To be more precise, we show how a suitable generating vector can be found explicitly in some sense (Remark 1). We also show that a quasi-Monte Carlo rule with the quadrature points from a grid with suitable varying mesh-sizes achieves an exponential rate of convergence (Theorem 6).

We show that the trigonometric degree of a lattice rule [3, 4, 8, 13] plays an important role in our study. Indeed, for the unweighted case, the figure of merit which is used for proving existence results for lattice rules achieving an exponential convergence coincides with their enhanced trigonometric degree. Hence, lattice rules with high trigonometric degree are needed for achieving exponential rates of convergence for integration in the Korobov space.

We also study how the worst-case error depends on the number of variables $s$. For the unweighted case, despite the fact that the functions are infinitely times differentiable, we still get an exponential increase of the worst-case error with growing $s$ (Theorem 3). This situation can only be remedied by changing to the weighted case (Theorems 5 and 6 and Corollary 1). This is done by introducing a weighted
version of the Korobov space, an idea which stems from [17]. It is, however, necessary to change the dependence on the different coordinate directions in a different way compared to [17] if one wants to have both, independence of the dimension and an exponential convergence of the worst-case error. Only if one is satisfied with a polynomial rate of convergence of the form \( n^{-\alpha} \), where \( \alpha > 0 \) can be arbitrarily large, the weights defined as in [17] suffice to guarantee strong polynomial tractability (which is the technical term for the worst-case error being bounded independent of the dimension, see below for details) (Remark 3). If one wants both, an exponential convergence and strong polynomial tractability, then we need to weight the variables in a different way. We also investigate under which conditions on the weights we obtain polynomial tractability.

2. Definition of the problem

We consider a Korobov space \( H(K) \) of complex-valued periodic functions defined on \([0, 1]^s\). The space \( H(K) \) is a reproducing kernel Hilbert space with the kernel

\[
K(x, y) = \sum_{h \in \mathbb{Z}^s} \omega_h \exp(2\pi i h \cdot (x - y)) \quad \text{for all} \quad x, y \in [0, 1]^s,
\]

with the usual inner product \( h \cdot (x - y) = \sum_{j=1}^s h_j (x_j - y_j) \), where \( h_j, x_j, y_j \) are the \( j \)-th components of the vectors \( h, x, y \), correspondingly. (For information about reproducing kernel Hilbert spaces we refer to [1].)

We assume that \( \omega_0 = 1 \) and \( \omega_h \) may also depend on \( s \), i.e., \( \omega_h = \omega_{s,h} \), and is nonnegative for all \( h \in \mathbb{Z}^s \). The kernel \( K \) is well defined if we choose \( \omega_h \) such that

\[
|K(x, y)| \leq K(x, x) = \sum_{h \in \mathbb{Z}^s} \omega_h < \infty.
\]

For \( f \in H(K) \) we have

\[
f(x) = \sum_{h \in \mathbb{Z}^s} \hat{f}(h) \exp(2\pi i h \cdot x) \quad \text{for all} \quad x \in [0, 1]^s,
\]

and the norm of \( f \) from \( H(K) \) is given in terms of its Fourier coefficients \( \hat{f} \) by

\[
\|f\|^2 = \sum_{h \in \mathbb{Z}^s} |\hat{f}(h)|^2 \omega_h^{-1} < \infty.
\]

The inner product of \( f \) and \( g \) from \( H(K) \) is

\[
\langle f, g \rangle = \sum_{h \in \mathbb{Z}^s} \hat{f}(h) \bar{\hat{g}}(h) \omega_h^{-1}.
\]

Smoothness of functions \( f \) from \( H(K) \) is controlled by how fast \( \omega_h \) goes to zero as \( |h| := \sum_{j=1}^s |h_j| \) goes to infinity. We assume that there exists \( \omega \in (0, 1) \) such that

\[
\omega_h = O(\omega^{|h|}) \quad \text{for all} \quad h = (h_1, h_2, \ldots, h_s) \in \mathbb{Z}^s.
\]

Then functions from \( H(K) \) are infinitely times differentiable. Indeed, for \( f \in H(K) \), let \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_s) \) be an arbitrary vector with integers \( \alpha_j \geq 0 \). Denote by

\[
D^\alpha f = \frac{\partial^{|\alpha|}}{\partial x_1^{\alpha_1} \partial x_2^{\alpha_2} \cdots \partial x_s^{\alpha_s}} f.
\]
the operator of partial differentiation. Then
\[ D^\alpha f(x) = \sum_{h \in \mathbb{Z}^s} \left[ \hat{f}(h) (2\pi i)^{\alpha_1} \prod_{j=1}^s h_j^{\alpha_j} \right] \exp(2\pi i h \cdot x), \]
where, by convention, we take \( 0^0 = 1 \). The last series is convergent. Indeed, for any \( \omega_1 \in (\omega, 1) \) there is a number \( C \) depending on \( \omega, \omega_1 \) and \( |\alpha| \) such that
\[ x^\alpha \omega^x \leq C \omega_1^x \text{ for all } a \in [0, 2|\alpha|] \text{ and } x \in [0, \infty). \]
Then \( \omega_h = O(\omega|h|) \) implies
\[ |D^\alpha f(x)| = \left| \sum_{h \in \mathbb{Z}^s} \left[ \hat{f}(h)\omega_h^{-1/2} \right] \left[ \omega_h^{1/2} (2\pi i)^{\alpha_1} \prod_{j=1}^s h_j^{\alpha_j} \right] \exp(2\pi i h \cdot x) \right| \]
\[ = O \left( \|f\| \left| \sum_{h \in \mathbb{Z}^s} (2\pi i)^{2|\alpha_1|} \prod_{j=1}^s |h_j|^{2\alpha_j} \omega_h^{|h|} \right|^{1/2} \right) \]
\[ = O \left( \|f\| \left[ \sum_{h \in \mathbb{Z}^s} \omega_h^{1/2} \right] \right) \]
\[ = O \left( \|f\| \left( 1 + \frac{2}{1 - \omega_1} \right)^{s/2} \right) < \infty, \]
as claimed.

Consider multivariate integration,
\[ I(f) = \int_{[0,1]^s} f(x) \, dx \text{ for all } f \in H(K). \]
The problem is well normalized since
\[ \|I\| = \sup_{f \in H(K), \|f\| \leq 1} \left| \int_{[0,1]^s} f(x) \, dx \right| = 1. \]

We approximate \( I(f) \) by algorithms that use finitely many function values. It is known that we can restrict ourselves to linear algorithms and approximate \( I(f) \) by
\[ A_{n,s}(f) = \sum_{m=1}^n a_m f(t_m) \]
for some complex numbers \( a_m \) and sample points \( t_m \in [0,1]^s \). For \( a_m = n^{-1} \), we obtain popular quasi-Monte Carlo (QMC) algorithms that are often used in computational practice, especially for large \( s \). By
\[ e_{\text{wor}}(A_{n,s}) = \sup_{f \in H(K), \|f\| \leq 1} |I(f) - A_{n,s}(f)| \]
we mean the worst-case error of \( A_{n,s} \). Since \( I(f) = \langle f, 1 \rangle \), then
\[ I(f) - A_{n,s}(f) = \left\langle f, 1 - \sum_{m=1}^n a_m K(\cdot, t_m) \right\rangle. \]
Therefore,
\[ e_{\text{wor}}(A_{n,s}) = \left\| 1 - \sum_{m=1}^{n} a_m K(t_m) \right\|. \]

This can be easily computed to be
\[ [e_{\text{wor}}(A_{n,s})]^2 = 1 - 2 \sum_{m=1}^{n} a_m + \sum_{k,m=1}^{n} a_k a_m K(t_k, t_m). \]

For QMC algorithms, \( a_m = n^{-1} \), the last formula simplifies to
\[ [e_{\text{wor}}(A_{n,s})]^2 = -1 + \frac{1}{n^2} \sum_{k,m=1}^{n} K(t_k, t_m). \]

Let \( e(n,s) \) be the nth minimal worst-case error,
\[ e(n,s) = \inf_{a_j, t_j, j=1,2,\ldots,n} \sup_{f \in H(K), \|f\| \leq 1} \left| I(f) - \sum_{m=1}^{n} a_m f(t_m) \right|. \]

For \( n = 0 \) we approximate \( I(f) \) simply by zero, and \( e(0,s) = \|I\| = 1 \) for all \( s \).

What do we want to demand on the behavior of \( e(n,s) \) to capture the notion of exponential convergence and tractability?

By exponential convergence we mean that there exist numbers \( q \in (0,1) \), \( p > 0 \) and a function \( C : \mathbb{N} \to (0, \infty) \) such that
\[ e(n,s) \leq C(s) q^{np} \quad \text{for all } s, n \in \mathbb{N}. \]
Let
\[ n(\varepsilon,s) = \min \{ n : e(n,s) \leq \varepsilon \} \]
be the minimal number of function values needed to obtain an \( \varepsilon \) approximation.

If (3) holds, then
\[ n(\varepsilon,s) \leq \left\lceil \left( \frac{\ln C(s) + \ln \varepsilon^{-1}}{\ln q^{-1}} \right)^{1/p} \right\rceil \quad \text{for all } s \in \mathbb{N}, \varepsilon \in (0,1). \]

Observe that if (3) holds, then
\[ e(n+1,s) \leq C(s) q^{np} \quad \text{for all } s, n \in \mathbb{N}. \]
This means that (3) and (4) are essentially equivalent.

Hence, exponential convergence implies that asymptotically with respect to \( \varepsilon \), we need to perform \( O\left(\left[\ln \varepsilon^{-1}\right]^{1/p}\right) \) function values to compute an \( \varepsilon \) approximation to multivariate integrals. However, it is not clear how long we have to wait to see this nice asymptotic behavior especially for large \( s \). This, of course, depends on \( C(s) \) and is the subject of tractability. Tractability means that we control the behavior of \( C(s) \) and rule out the cases for which \( n(\varepsilon,s) \) depends exponentially on \( s \). Since there are many ways of controlling the lack of exponential dependence, we have many notions of tractability. We restrict ourselves to two such notions in this paper; for more on tractability see [11].

We say that we have exponential convergence with polynomial tractability iff there exist nonnegative numbers \( A, p_1, p_2 \) such that
\[ n(\varepsilon,s) \leq A \left( s^{p_1} + \left[\ln \varepsilon^{-1}\right]^{p_2}\right) \quad \text{for all } s \in \mathbb{N}, \varepsilon \in (0,1). \]
If \( p_1 = 0 \), we say that we have \emph{exponential convergence with strong polynomial tractability}.

We say that we have \emph{exponential convergence with weak tractability} iff

\[
\lim_{\varepsilon^{-1} + s \to \infty} \frac{\ln n(\varepsilon, s)}{\ln \varepsilon^{-1} + s} = 0.
\]

In this paper we always consider exponential convergence, and therefore if we say (strong) polynomial tractability or weak tractability we always mean exponential convergence with (strong) polynomial tractability or with weak tractability. Obviously, polynomial tractability implies weak tractability.

Assume that (3) is satisfied. Then (strong) polynomial tractability holds if

\[
\sup_{s \in \mathbb{N}} s^{-\tau} \ln (1 + C(s)) < \infty \quad \text{for some} \quad \tau \geq 0.
\]

If so, then we have (strong) polynomial tractability with \( p_1 = \tau/p \) and \( p_2 = 1/p \).

Weak tractability holds if

\[
\lim_{s \to \infty} \frac{\ln (1 + \ln (1 + C(s)))}{s} = 0.
\]

Hence, strong polynomial tractability holds if \( C(s) \) are uniformly bounded in \( s \), polynomial tractability holds if there exist nonnegative numbers \( A \) and \( \tau \) such that

\[
C(s) \leq \exp (A s^\tau) \quad \text{for all} \quad s \in \mathbb{N},
\]

and weak tractability holds if

\[
C(s) = \exp (\exp (o(s))) \quad \text{as} \quad s \to \infty.
\]

The conditions on \( C(s) \) seem to be quite weak since even for singly exponential \( C(s) \) we have polynomial tractability, and for “almost” doubly exponential \( C(s) \) we have weak tractability. We shall see later for which \( \omega_h \) we can indeed guarantee (strong) polynomial and weak tractability.

We also add that if (3) is sharp, i.e., there exists a positive number \( C \) independent of \( n \) and \( s \) such that

\[
e(n, s) \geq C C(s) q^n s^\tau \quad \text{for all} \quad s, n \in \mathbb{N},
\]

then the conditions on \( C(s) \) presented above are also necessary.

3. Lower bound

We study multivariate integration for Korobov spaces for different choices of \( \omega_h \). All of our choices of \( \omega_h \) will lead to the exponential convergence or to an almost exponential convergence. However, tractability will hold only for some choices of \( \omega_h \). In this short section we establish a lower bound on \( e(n, s) \) in terms of \( \omega_h \) that will allow us later to verify tractability for specific choices of \( \omega_h \). The idea of the proof of this lower bound is adopted from [16].

Let \( k \) and \( t \) be positive integers. For \( s \geq k \), define the set

\[
\mathcal{A}_{s, k, t} = \{ h \in \mathbb{Z}^s : s - k \text{ of } h_j \text{ are } 0 \text{ and } k \text{ of } h_j \text{ are from } \{1, 2, \ldots, t\} \}.
\]

1Weak tractability without specifying the rate of convergence is defined as

\[
\lim_{\varepsilon^{-1} + s \to \infty} \frac{\ln n(\varepsilon, s)}{\varepsilon^{-1} + s} = 0.
\]

Hence, exponential convergence with weak tractability differs from weak tractability in the role of \( \varepsilon \).
The cardinality of $A_{s,k,t}$ is clearly $\binom{s}{k}t^k$.

**Theorem 1.** Let $k$ and $t$ be positive integers. With the notation from above, the $n$th minimal worst-case error satisfies

$$e(n, s) \geq \left[ \max_{h^* \in A_{s,k,t}} \sum_{h \in A_{s,k,t}} \frac{1}{\omega_h - h^*} \right]^{-1/2} \quad \text{for all } n < \binom{s}{k}t^k.$$  

**Proof.** Take an arbitrary algorithm $A_{n,s}(f) = \sum_{m=1}^{n/a} a_m f(t_m)$. Define $g(x) = \sum_{h \in A_{s,k,t}} b_h \exp(2\pi i h \cdot x)$ for all $x \in [0,1]^d$ such that $g(t_m) = 0$ for all $m = 1, 2, \ldots, n$. Since we have $n$ homogeneous linear equations and $|A_{s,k,t}| > n$ unknowns $b_h$, there exists a nonzero vector of such $b_h$'s, and we can normalize the $b_h$'s by assuming that $\max_{h \in A_{s,k,t}} |b_h| = b_{h^*} = 1$ for some $h^* \in A_{s,k,t}$.

Define the function

$$f(x) = c \exp(-2\pi i h^* \cdot x) g(x) = c \sum_{h \in A_{s,k,t}} b_h \exp(2\pi i (h - h^*) \cdot x),$$

where a positive $c$ is chosen such that $\|f\| \leq 1$. More precisely, we have

$$\|f\|^2 = c^2 \sum_{h \in A_{s,k,t}} |b_h|^2 \frac{1}{\omega_h - h^*} \leq c^2 \sum_{h \in A_{s,k,t}} \frac{1}{\omega_h - h^*} \leq c^2 \max_{h^* \in A_{s,k,t}} \sum_{h \in A_{s,k,t}} \frac{1}{\omega_h - h^*}. $$

Hence, we can take

$$c = \left[ \max_{h^* \in A_{s,k,t}} \sum_{h \in A_{s,k,t}} \frac{1}{\omega_h - h^*} \right]^{-1/2}.$$ 

Note that $f(t_m) = 0$ and this implies that $A_{n,s}(f) = 0$. Furthermore, $I(f) = c b_{h^*} = c$. Hence, 

$$e_{\text{wor}}(A_{n,s}) \geq |I(f) - A_{n,s}(f)| = I(f) = c.$$ 

Since this holds for all $a_m$ and $t_m$, we conclude that $e(n, s) \geq c$, as claimed. $\square$

4. **Lattice rules**

In this section we choose our linear algorithms for approximating multivariate integrals as *lattice rules* of rank one. They are a special case of quasi-Monte Carlo algorithms for which the sample points $t_m = \{(m-1)g/n\}$, where $\{x\}$ denotes the fractional parts (componentwisely) of the vector $x$, and $g \in \{0,1,\ldots,n-1\}^s$ is called a *generator* of a lattice rule with $n$ assumed to be prime. Hence, lattice rules are given by

$$A_{n,s}(f) = \frac{1}{n} \sum_{m=1}^{n} f(\{(m-1)g/n\})$$

with $g \in \{0,1,\ldots,n-1\}^s$ and $n$ is prime.
4.1. **Unweighted case.** In this subsection we consider probably the most natural choice of $\omega_h$ for which the Korobov space consists of infinitely times differentiable functions. Namely, we take

$$\omega_h = \omega |h|$$

for some $\omega \in (0, 1)$. Note that for all vectors $h \in \mathbb{Z}^s$ for which $|h| = v$ for some positive integer $v$, we have $\omega_h = \omega^v$. In particular, if we permute components of $h$, then we do not change the coefficient $\omega_h$. Hence, if we permute variables of $f \in H(K)$ and obtain the function

$$g(x) = f(x_{j_1}, x_{j_2}, \ldots, x_{j_s})$$

for some permutation $(j_1, j_2, \ldots, j_s)$ of $(1, 2, \ldots, s)$, then $g \in H(K)$ and $\|g\| = \|f\|$. In this sense the choice of $\omega_h = \omega |h|$ does not distinguish successive variables and that is why it is called *unweighted*.

The reproducing kernel now takes the form

$$K(x, y) = \sum_{h \in \mathbb{Z}^s} \omega^{|h|} \exp(2\pi i h \cdot (x - y))$$

for all $x, y \in [0, 1]^s$.

To stress the role of the generator $g$, we denote the worst-case error of the lattice rule $A_{n,s}$ by $e_{n,s}(g) := e_{\text{wor}}(A_{n,s})$. It is known that ([7])

$$e_{n,s}^2(g) = \sum_{h \in \mathcal{L}_g \setminus \{0\}} \omega^{|h|},$$

where the dual lattice is given by

$$\mathcal{L}_g = \{ h \in \mathbb{Z}^s : h \cdot g \equiv 0 \pmod{n}\}.$$

We define a suitable figure of merit by

$$\rho(g) = \min_{h \in \mathcal{L}_g \setminus \{0\}} |h|.$$

Note that this figure of merit is the same as the enhanced trigonometric degree of a lattice rule; see [3, 4, 8, 13].

We bound the worst-case error using the figure of merit in the following lemma.

**Lemma 1.** Let $n$ be a prime. Then for any $g \in \{0, 1, \ldots, n-1\}^s$ we have

$$\omega^{\rho(g)} \leq e_{n,s}^2(g) \leq \omega^{\rho(g)} 2^s (1 - \omega)^{-s} \left( \frac{\rho(g) + s - 1}{s - 1} \right).$$

**Proof.** We have

$$e_{n,s}^2(g) = \sum_{h \in \mathcal{L}_g \setminus \{0\}} \omega^{|h|} = \sum_{k=\rho(g)}^{\infty} \sum_{h \in \mathcal{L}_g \setminus \{0\} : |h| = k} \omega^{|h|}$$

$$= \sum_{k=\rho(g)}^{\infty} \omega^k \sum_{h \in \mathcal{L}_g \setminus \{0\} : |h| = k} 1 \leq \sum_{k=\rho(g)}^{\infty} \omega^k 2^s \left( \frac{k + s - 1}{s - 1} \right)$$

$$\leq \omega^{\rho(g)} 2^s (1 - \omega)^{-s} \left( \frac{\rho(g) + s - 1}{s - 1} \right),$$
Therefore, note that the total number of possible generators \( 1 \) for some positive \( \beta \) is given by
\[
\sum_{k=\rho}^{\infty} \binom{k + r - 1}{r - 1} \omega^k \leq \omega^{\rho} \binom{\rho + r - 1}{r - 1} (1 - \omega)^{-r},
\]
which can be shown using the binomial theorem; see [92] Lemma 2.18 or [52] Lemma 6. On the other hand, from the first line above we also have \( e^{2+\epsilon}(g) \geq \omega^{\rho(g)} \). □

We now prove an existence result of generators \( g \) with a large figure of merit.

**Lemma 2.** For a prime number \( n \), there exists a \( g \in \{0, 1, \ldots, n-1\}^s \) such that
\[
\rho(g) \geq \left[ 2^{-1} (s/n)^{1/s} \right] - s.
\]

**Proof.** For a given \( h = (h_1, \ldots, h_s) \in \mathbb{Z}^s \setminus \{0\} \) with \( |h_i| < n \) for \( 1 \leq i \leq s \), there are \( n^{s-1} \) choices of \( g \in \{0, 1, \ldots, n-1\}^s \) such that \( g \cdot h \equiv 0 (\text{mod } n) \). Furthermore,
\[
|\{h \in \mathbb{Z}^s : |h| = \ell\}| \leq 2^s \binom{\ell + s - 1}{s - 1}.
\]
Let \( \rho < n \) be a given positive integer (note that \( \rho(g) < n \) always). Then
\[
|\{h \in \mathbb{Z}^s : |h| \leq \rho\}| \leq 2^s \sum_{\ell=0}^{\rho} \binom{\ell + s - 1}{s - 1} = 2^s \binom{\rho + s}{s}.
\]
Therefore,
\[
|\{g \in \{0, 1, \ldots, n-1\}^s : \rho(g) \leq \rho\}| \leq n^{s-1} 2^s \binom{\rho + s}{s}.
\]
Note that the total number of possible generators \( g \in \{0, 1, \ldots, n-1\}^s \) is \( n^s \). Thus, if
\[
\frac{n^{s-1} 2^s \binom{\rho + s}{s}}{n^s} < n^s,
\]
then there exists a \( g \in \{0, 1, \ldots, n-1\}^s \) such that \( \rho(g) > \rho \). We estimate
\[
2^s \binom{\rho + s}{s} \leq 2^s (\rho + s)^{(s!)^{-1}}.
\]
Thus (7) is satisfied if \( 2^s (\rho + s)^{(s!)^{-1}} < n \), i.e., for \( \rho = \left[ 2^{-1} (s/n)^{1/s} \right] - s - 1 \). □

An upper bound on the figure of merit is presented in [83] Section 5.

**Lemma 3.** For any \( n \in \mathbb{N} \) and any \( g \in \{0, 1, \ldots, n-1\}^s \) we have
\[
\rho(g) \leq (s/n)^{1/s}.
\]

**Remark 1.** It is possible to give in some sense explicit examples of “good lattice points” satisfying
\[
\rho(g) \geq c(s)n^{1/s}
\]
for some positive \( c(s) \). But it seems to be not so easy to obtain \( c(s) \) as large as in the existence proof of Lemma 2.

For example, consider an algebraic number field \( F \) of degree \( s + 1 \) and let \( 1, \delta_1, \ldots, \delta_s \) be algebraic integers forming a basis of \( F \). Let \( \delta_j^{(1)}, \ldots, \delta_j^{(s)} \) be the conjugates of \( \delta_j \), \( 1 \leq j \leq s \).
For an integer \( n \geq 1 \), let \( g_j = g_j(n) \) be the nearest integer to \( \delta_j n \). Then by Dirichlet’s theorem [2, p. 23], for any integer \( N \geq 1 \) there exists an \( n, 1 \leq n \leq N \), such that

\[
\max_{1 \leq j \leq s} \left| \delta_j - \frac{g_j(n)}{n} \right| \leq \frac{1}{nN^{1/s}}.
\]

Now let \( h = (h_1, \ldots, h_s) \in \mathbb{Z}^s \setminus \{0\} \) be such that \( g_1 h_1 + \cdots + g_s h_s \equiv 0 \pmod{n} \). For \( 1 \leq j \leq s \) define

\[
x_j = h_1 \delta_1^{(j)} + \cdots + h_s \delta_s^{(j)} - \frac{h_1 g_1 + \cdots + h_s g_s}{n},
\]

and

\[
x_{s+1} = h_1 \delta_1 + \cdots + h_s \delta_s - \frac{h_1 g_1 + \cdots + h_s g_s}{n}.
\]

Then we have

\[
|x_{s+1}| = \left| h_1 \delta_1 + \cdots + h_s \delta_s - \frac{h_1 g_1 + \cdots + h_s g_s}{n} \right| \leq \sum_{j=1}^s |h_j| \left| \delta_j - \frac{g_j}{n} \right| \leq \frac{|h|}{nN^{1/s}}.
\]

Furthermore, for \( 1 \leq j \leq s \), we have

\[
|x_j| \leq |x_j - x_{s+1}| + |x_{s+1}| \leq \sum_{i=1}^s |h_i| |\delta_i^{(j)} - \delta_i| + \frac{|h|}{nN^{1/s}} \leq |h| \left( \max_{1 \leq i \leq s} |\delta_i^{(j)} - \delta_i| + \frac{1}{nN^{1/s}} \right).
\]

By the definition of the \( x_j \), the product \( x_1 \cdots x_{s+1} \) is a nonzero integer, and, therefore,

\[
1 \leq |x_1 \cdots x_{s+1}| \leq \frac{|h|^{s+1}}{nN^{1/s}} \prod_{j=1}^s \left( \max_{1 \leq i \leq s} |\delta_i^{(j)} - \delta_i| + \frac{1}{nN^{1/s}} \right).
\]

Let \( \kappa = \prod_{j=1}^s \left( \max_{1 \leq i \leq s} |\delta_i^{(j)} - \delta_i| + \frac{1}{nN^{1/s}} \right) \). Then

\[
|h| \geq \frac{n^{1/(s+1)} N^{1/(s(s+1))}}{\kappa^{1/(s+1)}}
\]

and, therefore, for \( g(n) = (g_1(n), \ldots, g_s(n)) \) we have

\[
(8) \quad \rho(g(n)) \geq \frac{n^{1/(s+1)} N^{1/(s(s+1))}}{\kappa^{1/(s+1)}}.
\]

Using the fact that \( 1 \leq n \leq N \), the last inequality implies that

\[
\rho(g(n)) \geq \frac{n^{1/s}}{\kappa^{1/(s+1)}}.
\]

If, we take, for example, \( \delta_j = 2^{j/(s+1)} \), \( 1 \leq j \leq s \), then \( \max_{1 \leq i \leq s} |\delta_i^{(j)} - \delta_i| \leq 4 \) for all \( j \), i.e., \( \kappa \leq 5^s \). Hence,

\[
\rho(g(n)) \geq \frac{n^{1/s}}{5}.
\]
Note that the generating vectors \( g = g(n) \) can easily be computed. By calculating \( g = g(n) \) for \( n = 1, 2, \ldots \) and calculating \( \rho(g(n)) \) to check the figure of merit, one must find infinitely many “good” generating vectors for which

\[
\frac{\rho(g(n))}{n^{1/s}} \geq \kappa^{-1/(s+1)}.
\]

Indeed, inequality [8] is effective in obtaining an upper bound on the number of points needed to increase the figure of merit by one in the following way: Assume that for some \( n^* > 1 \) we found a generating vector \( g^* = g(n^*) \) with figure of merit \( \rho^* = \rho(g^*) \) such that \( \rho(g(n)) < \rho^* \) for all \( 1 \leq n < n^* \). Then, from (8), we know that there exists an \( n \) with \( n^* < n \leq N^* \) and a vector \( g(n) \) with figure of merit \( \rho(g(n)) = \rho^* + 1 \), where

\[
N^* = \left\lfloor \left( \frac{\kappa(\rho^*)^{s+1}}{n^* + 1} \right)^s \right\rfloor + 1.
\]

Thus, \( N^* - n^* \) is the maximum waiting period till the next increase of the figure of merit must occur. In particular, this shows that there exists a sequence of integers \( n_1, n_2, \ldots \) with \( 1 \leq n_1 < n_2 < n_3 < \cdots, \rho(g(n_1)) < \rho(g(n_2)) < \rho(g(n_3)) < \cdots, \) and \( \rho(g(n_k)) \geq n_k^{1/s} \kappa^{-1/(s+1)} \) for \( k = 1, 2, 3, \ldots \).

This search method may also be interesting in the context of finding lattice rules with a moderately large trigonometric degree for parameters \( s \) and \( n \), where an (or nearly) exhaustive computer search for good lattice rules cannot be undertaken. □

Combining Lemmas 1, 2 and 3 we obtain the following theorem.

**Theorem 2.** Let \( e_{n,s}(g) \) denote the worst-case error of the lattice rule with generator \( g \) and with \( n \) points in dimension \( s \).

- For a prime number \( n \), there exists a generator \( g \in \{0, 1, \ldots, n-1\}^s \) such that
  \[
e_{n,s}(g) \leq \omega^{-1}(s!n)^{1/s} \left( \frac{4e}{\omega - \omega^2} \right)^n.
  \]

- For any \( n \in \mathbb{N} \) and any \( g \in \{0, 1, \ldots, n-1\}^s \) we have
  \[
e_{n,s}(g) \geq \omega^{(s!n)^{1/s}}.
  \]

**Proof.** From Lemma 1 we have

\[
e_{n,s}(g) \leq \omega^{\rho(g)/2^s(1-\omega)^{-s}} \left( \frac{\rho(g) + s - 1}{s - 1} \right) \leq \omega^{\rho(g)/2^s(1-\omega)^{-s}} \frac{(\rho(g) + s - 1)^{s-1}}{(s-1)!}.
\]

From Lemma 2 we know that there exists a generator \( g \in \{0, 1, \ldots, n-1\}^s \) with

\[
\rho(g) \geq 2^{-1}(s!n)^{1/s} - s.
\]
and from Lemma 3 we know that \( \rho(g) \leq (s! n)^{1/s} \). Inserting these estimates into (2), we have
\[
e^2_{n,s}(g) \leq \omega^{2-1(s! n)^{1/s} - s} 2^s (1 - \omega)^s \frac{((s! n)^{1/s} + s - 1)^{s-1}}{(s - 1)!}
\leq \omega^{2-1(s! n)^{1/s}} 2^s (\omega - \omega^2)^s s^{s-1} (n^{1/s} + 1)^{s-1} \frac{1}{(s - 1)!}
\leq \omega^{2-1(s! n)^{1/s}} (2e)^s (\omega - \omega^2)^s (n^{1/s} + 1)^{s-1}
\leq \omega^{2-1(s! n)^{1/s}} (4e)^s (\omega - \omega^2)^s n.
\]
This proves the first estimate.

The second estimate easily follows from Lemmas 1 and 3. \(\square\)

It is natural to ask how good are the error bounds presented in Theorem 2 for lattice rules. First of all, it is easy to see that the upper bound on \(e_{n,s}(g)\) converges faster than any power of \(n\) as \(n\) goes to infinity. That is, for arbitrarily large \(r\) we have
\[
\lim_{n \text{ prime, } n \to \infty} \frac{e_{n,s}(g)}{n^r} = 0 \quad \text{for all } s \in \mathbb{N}.
\]
Indeed, \(e_{n,s}(g)/n^r \leq x_n\), where
\[
2 \ln x_n = \frac{1}{2} (s! n)^{1/s} \ln \omega + s \ln (4e/\omega - \omega^2)) + \ln n - r \ln n \to -\infty,
\]
so that \(x_n\) goes to zero, as claimed.

Does it mean that we have exponential convergence? Assume for a moment that the dimension \(s\) cannot go to infinity, say, \(s \in [1, s^*]\) for an arbitrary integer \(s^*\). Then there exists a positive \(C\) such that
\[
e_{n,s}(g) \leq C \omega^{n^{1/(1+s^*)}} \quad \text{for all primes } n \text{ and } s \in [1, s^*].
\]
Indeed, since \((s! n)^{1/s} \geq s/e\), and this inequality is asymptotically sharp due to Stirling’s formula, we have
\[
\sup_{n \text{ primes, } s \in [1, s^*]} \frac{e_{n,s}(g)}{\omega^{n^{1/(1+s^*)}}}
\leq C := \left( \frac{4e}{\omega - \omega^2} \right)^{s^*/2} \sup_{n \in \mathbb{N}, s \in [1, s^*]} \sqrt{n} \omega^{s/(4e) n^{1/s} - n^{1/(1+s^*)}} < \infty.
\]
This means exponential convergence for a restricted range of \(s\). In this case, we want to find a prime \(n\) for which \(e_{n,s} \leq \varepsilon\). It is enough to find an integer \(n\) that is not necessarily prime for which \(C \omega^{n^{1/(1+s^*)}} \leq \varepsilon\), and then use the fact that we can find a prime in the interval \([n, 2n]\). This yields the bound
\[
n(\varepsilon, s) \leq 2 \left( \frac{\ln C + \ln \varepsilon^{-1}}{\ln \omega} \right)^{1+s^*} \quad \text{for all } s \in [1, s^*], \varepsilon \in (0, 1).
\]
Hence, we obtain exponential convergence with strong polynomial tractability for a restricted range of \(s\). However, we stress that the exponent of \(\ln \varepsilon^{-1}\) is \(1 + s^*\) and for large \(s^*\) it can be quite harmful.

Consider now the case when \(s\) can go to infinity. Then the lower bound on \(e_{n,s}(g)\) in Theorem 2 implies that exponential convergence does not hold. Indeed,
for any \( q \in (0, 1) \) and \( p > 0 \), we estimate \((s!)^{1/s} \leq s\), take \( s > 1/p \) so that \( p > 1/s \), and then
\[
\limsup_{n \to \infty} \frac{e_{n,s}(g)}{q^{np}} \geq \limsup_{n \to \infty} \exp \left(-\frac{1}{2} s n^{1/s} \ln \omega^{-1} + n^p \ln q^{-1}\right) = \infty.
\]

This means that we cannot achieve exponential convergence as long as we use lattice rules. But maybe it is possible to achieve exponential convergence and at least weak tractability if we use different algorithms. Unfortunately, it is not the case as shown in the next theorem.

**Theorem 3.** Exponential convergence with weak tractability of multivariate integration for the Korobov space with \( \omega_h = \omega^{|h|} \), where \( \omega \in (0, 1) \), does not hold.

**Proof.** We use Theorem 1. For all \( h \in A_{s,k,t} \), we have \( \omega_h \geq \omega^{tk} \). Furthermore, note that \( h - h^* \) has at most \( 2k \) nonzero components and these nonzero components are from \([-t, -t + 1, \ldots, t]\). Therefore,
\[
\omega_{h-h^*} \geq \omega^{2tk} \quad \text{for all} \quad h, h^* \in A_{s,k,t}.
\]

Hence,
\[
\max_{h^* \in A_{s,k,t}} \sum_{h \in A_{s,k,t}} \frac{1}{\omega_{h-h^*}} \leq \frac{|A_{s,k,t}|}{\omega^{2tk}} = \frac{(s)}{k} \frac{t^k}{\omega^{2tk}}.
\]

Theorem 1 yields that
\[
e^2(n,s) \geq \frac{\omega^{2tk}}{(s)} \frac{t^k}{k} \quad \text{for all} \quad n < \frac{(s)}{t^k}.
\]

Suppose that we have exponential convergence and weak tractability. Then
\[
e(n,s) \leq C(s) q^{np} \quad \text{for all} \quad s, n \in \mathbb{N},
\]
with \( \ln C(s) = \exp(o(s)) \) as well as \( q \in (0, 1) \) and \( p > 0 \).

Now take \( t = s \) and \( k = \lfloor s/2 \rfloor \) with
\[
n = \frac{(s)}{k} t^k - 1 = 2^{\frac{k}{s}} \frac{s^{[s/2]}}{s^{1/2}}.
\]

Then for large \( s \), we have \( n > s^{s/2} \) and
\[
1 \leq \left(\frac{s}{k}\right)^{1/2} t^{k/2} \omega^{-tk} C(s) q^{sp/2}.
\]

Taking the logarithms we conclude that
\[
0 \leq \frac{1}{2} (1 + o(1)) s^2 \ln \omega^{-1} + \exp(o(s)) - s^{sp/2} \ln q^{-1}.
\]

For large \( s \), the last inequality is not true since the right-hand side tends to \(-\infty\). This completes the proof.

In summary, the choice of \( \omega_h = \omega^{|h|} \) yields exponential convergence with strong polynomial tractability for a restricted range of \( s \), and this can be achieved by using lattice rules. We think it is quite a positive result as long as the range of \( s \) is restricted to \([1, s^*]\) with a relatively small \( s^* \). However, if we allow \( s \) to be arbitrarily large, the choice of \( \omega_h = \omega^{|h|} \) does not yield exponential convergence and weak tractability. We need to consider smaller coefficients \( \omega_h \) to achieve our goal of exponential convergence and at least weak tractability.
4.2. Weighted case. In this section we consider the Korobov space for which successive variables and groups of variables may play a different role. This is achieved by introducing three sequences of nonnegative weights

\[ \gamma = \{\gamma_{s,u}\}_{s\in\mathbb{N}, u\subseteq[s]}, \quad c = \{c_{s,u}\}_{s\in\mathbb{N}, u\subseteq[s]}, \quad \beta = \{\beta_{s,u}\}_{s\in\mathbb{N}, u\subseteq[s]}, \]

where

\[ [s] := \{1, 2, \ldots, s\}. \]

If \( s \) is clear from the context, we will be using the shorthand notation \( \gamma_u = \gamma_{s,u} \), \( c_u = c_{s,u} \) and \( \beta_u = \beta_{s,u} \). We always assume that \( \gamma_0 = 1 \) and \( c_0 = 0 \) as well as that \( \beta_u \geq 1 \) and \( c_u \geq 0 \) for all nonempty \( u \subseteq [s] \).

For \( h \in \mathbb{Z}^s \) we denote \( u_h = \{j \in [s] : h_j \neq 0\} \). We choose the coefficients

\[ \omega_h = \gamma_{u_h} \omega^{|u_h|} \beta_u \quad \text{for all} \quad h \in \mathbb{Z}^s, \]

where \( \omega \in (0, 1) \). Note that \( \omega_0 = 1 \) and

\[ \sum_{h \in \mathbb{Z}^s} \omega_h \leq \max_{u \subseteq [s]} \gamma_u \sum_{h \in \mathbb{Z}^s} \omega^{|u_h|} = \max_{u \subseteq [s]} \gamma_u \left(1 + \frac{2}{1 - \omega^{|u_0|}}\right)^s < \infty, \]

as needed in (1).

This corresponds to the reproducing kernel given by

\[ K(x, y) = \sum_{u \subseteq [s]} \gamma_u \sum_{h_u \in (\mathbb{Z} \setminus \{0\})^{|u|}} \omega^{c_u |h_u|^u} \exp(2\pi i (h_u, 0) \cdot (x - y)) \]

for all \( x, y \in [0, 1]^s \). Here, for \( h_u \in (\mathbb{Z} \setminus \{0\})^{|u|} \), the \( j \)th component of the vector \( (h_u, 0) \in \mathbb{Z}^s \) is \( h_j \) if \( j \in u \) and \( 0 \) if \( j \notin u \).

The worst-case error \( e_{n,s}(g) \) of the lattice rule with generator \( g \in \{0, 1, \ldots, n - 1\}^s \) is now

\[ e_{n,s}^2(g) = \sum_{\emptyset \neq u \subseteq [s]} \gamma_u \sum_{h_u \in \mathcal{L}_{u,g}} \omega^{c_u |h_u|^u}, \]

where the dual lattice is given by

\[ \mathcal{L}_{u,g} = \{h_u \in (\mathbb{Z} \setminus \{0\})^{|u|} : (h_u, 0) \cdot g \equiv 0 \pmod{n}\}. \]

We define a suitable figure of merit by

\[ \rho_u(g) = \min_{h_u \in \mathcal{L}_{u,g}} |h_u|. \]

Note that \( \rho_u(g) \geq |u| \). Furthermore, we set

\[ \rho(g) = \min_{\emptyset \neq u \subseteq [s]} \rho_u(g). \]

Lemma 4. For \( 0 < \omega < 1 \) and integers \( \rho \geq r \geq 1 \) and \( \sigma \geq 1 \), we have

\[ \sum_{k=\rho}^{\infty} \binom{k-1}{r-1} \omega^k \leq \omega^\rho \binom{\rho-1}{r-1} (1 - \omega)^{-r}. \]
Proof. We transform
\[ \sum_{k=\rho}^{\infty} \frac{(k-1)}{r-1} \omega^{k^*} = \omega^{\rho^*} \sum_{k=\rho}^{\infty} \frac{(k-1)}{r-1} \omega^{k^*-\rho^*} \leq \omega^{\rho^*} \sum_{k=\rho}^{\infty} \frac{(k-1)}{r-1} \omega^{k^* - \rho^*} \]
\[ = \omega^{\rho^* - \rho} \sum_{k=\rho}^{\infty} \frac{(k-r+r-1)}{r-1} \omega^{k^* - \rho^* + r} \]
\[ = \omega^{\rho^* - \rho + r} \sum_{k=\rho-r}^{\infty} \frac{(k+r-1)}{r-1} \omega^{k^*}. \]

Using (10) we conclude
\[ \sum_{k=\rho}^{\infty} \frac{(k-1)}{r-1} \omega^{k^*} \leq \omega^{\rho^* - \rho + r} \omega^{\rho^* - \rho} \left( \frac{\rho^* - 1}{r-1} \right) (1-\omega)^{-r}. \]

We bound the worst-case error using the figure of merit in the following lemma.

**Lemma 5.** The worst-case error \( e_{n,s}(g) \) of the lattice rule with generator \( g \) and with \( n \) points in dimension \( s \) is bounded by
\[ \sum_{\emptyset \neq u \subseteq [s]} \frac{\gamma_u \omega^{c_{u,g}(g)^{\beta_u}}}{\omega^{\beta_u}} \leq e_{n,s}^2(g) \leq \sum_{\emptyset \neq u \subseteq [s]} \frac{\gamma_u |u|}{(1-\omega^{c_u})|u|} \left( \frac{\rho_u(g) - 1}{|u| - 1} \right). \]

**Proof.** We have
\[ e_{n,s}^2(g) = \sum_{\emptyset \neq u \subseteq [s]} \gamma_u \sum_{h_u \in L_{u,g}} \omega^{c_u |h_u|^{\beta_u}} \]
\[ = \sum_{\emptyset \neq u \subseteq [s]} \gamma_u \sum_{k=\rho_u(g)}^{\infty} \sum_{h_u \in L_{u,g}} |h_u|^{\beta_u} k^{c_u} \]
\[ \leq \sum_{\emptyset \neq u \subseteq [s]} \gamma_u \sum_{k=\rho_u(g)}^{\infty} \omega^{c_u k^{\beta_u}} \frac{2|u|}{|u| - 1} \left( k - 1 \right) \]
\[ \leq \sum_{\emptyset \neq u \subseteq [s]} \omega^{c_u \rho_u(g)^{\beta_u}} \frac{\gamma_u |u|}{(1-\omega^{c_u})|u|} \left( \frac{\rho_u(g) - 1}{|u| - 1} \right), \]
which is the upper bound. To prove the lower bound, we use (10)
\[ e_{n,s}(g) = \sum_{\emptyset \neq u \subseteq [s]} \gamma_u \sum_{k=\rho_u(g)}^{\infty} \omega^{c_u k^{\beta_u}} \sum_{h_u \in L_{u,g}} 1 \geq \sum_{\emptyset \neq u \subseteq [s]} \gamma_u \omega^{c_u \rho_u(g)^{\beta_u}}. \]

Next we prove an existence result for generators \( g \) with a large figure of merit.

**Lemma 6.** For a prime number \( n \) and arbitrary positive real numbers \( d_u \) with
\[ \sum_{\emptyset \neq u \subseteq [s]} d_u \leq 1, \]
there exists a generator \( g \in \{0, 1, \ldots, n-1\}^s \) such that
\[
\rho_u(g) \geq \left\lfloor 2^{-1}(|u|! d_u n)^{1/|u|} \right\rfloor - 1 \quad \text{for all nonempty } u \subseteq [s].
\]

**Proof.** For each given \( h \in \mathbb{Z}^s \setminus \{0\} \) there are \( n^s \) choices of \( g \in \{0, 1, \ldots, n-1\}^s \) such that \( g \cdot h \equiv 0 \pmod{n} \). For \( \emptyset \neq u \subseteq [s] \) and for \( \ell \geq |u| \), we have
\[
|\{h_u \in (\mathbb{Z} \setminus \{0\})^{|u|} : |h_u| = \ell\}| = 2^{|u|} \left( \frac{\ell - 1}{|u| - 1} \right).
\]

Take an integer \( \rho_u \) such that \( \rho_u \geq |u| \). Then
\[
|\{h_u \in (\mathbb{Z} \setminus \{0\})^{|u|} : |h_u| \leq \rho_u\}| = 2^{|u|} \sum_{\ell = |u|}^{\rho_u} \left( \frac{\ell - 1}{|u| - 1} \right) = 2^{|u|} \left( \frac{\rho_u}{|u|} \right).
\]

Therefore,
\[
|\{g \in \{0, 1, \ldots, n-1\}^s : \rho_u(g) \leq \rho_u\}| \leq n^{s-1} 2^{|u|} \left( \frac{\rho_u}{|u|} \right).
\]

Thus, if
\[
(11) \quad n^{s-1} 2^{|u|} \left( \frac{\rho_u}{|u|} \right) < d_u n^s,
\]
where \( n^s \) is the total number of possible generators, there exist more than \( (1 - d_u)n^s \) generators \( g \in \{0, 1, \ldots, n-1\}^s \) such that \( \rho_u(g) > \rho_u \). We have
\[
2^{|u|} \left( \frac{\rho_u}{|u|} \right) \leq \frac{2^{|u|}}{|u|!} \rho_u.
\]

Thus (11) is satisfied for \( \rho_u \) for which \( 2^{|u|}(|u|!)^{-1} \rho_u < d_u n^s \), that is, for
\[
\rho_u = \left[ 2^{-1}(|u|! d_u n)^{1/|u|} \right] - 1.
\]

For \( \emptyset \neq u \subseteq [s] \), let
\[
A_u = \{g \in \{0, 1, \ldots, n-1\}^s : \rho_u(g) > \rho_u\}
\]
and \( A = \bigcap_{\emptyset \neq u \subseteq [s]} A_u \). Let \( A' = \{0, 1, \ldots, n-1\}^s \setminus A \), similarly define \( A'_u \). Then we have
\[
|A'| = \left| \bigcup_{\emptyset \neq u \subseteq [s]} A'_u \right| \leq \sum_{\emptyset \neq u \subseteq [s]} |A'_u| \leq n^s \sum_{\emptyset \neq u \subseteq [s]} d_u \leq n^s.
\]

Thus, the set \( A \) is nonempty, and there exists a \( g \in \{0, 1, \ldots, n-1\}^s \) such that \( \rho_u(g) > \rho_u \) for all \( \emptyset \neq u \subseteq [s] \), as claimed.

**Lemma 7.** For \( \omega_1 \in (\omega, 1) \) and \( c_0 > 0 \), there exists a positive number \( C = C(\omega, \omega_1, c) \) such that
\[
\binom{x - 1}{k - 1} \omega^c x^k \leq C \omega_1^c x^k \quad \text{for all } x, k \in \mathbb{N} \text{ and } c \geq c_0.
\]

**Proof.** Let \( q := \omega/\omega_1 \). Clearly, \( q \in (0, 1) \). Then
\[
\binom{x - 1}{k - 1} q^c x^k \leq (x - 1)^{k-1} q^c x^k < x^k q^c x^k \leq x^k q^{c_0} x^k \leq \sup_{m \in \mathbb{N}} m q^{c_0 m} =: C < \infty,
\]
as claimed.
Combining Lemmas 5, 6 and 7 we obtain the following theorem.

**Theorem 4.** Assume that

\[ \beta_u \geq |u| \quad \text{and} \quad c_u \geq c_0 > 0 \quad \text{for all nonempty} \ u \subseteq [s]. \]

Let \( \omega_1 \in (0,1) \). For a prime number \( n \) and arbitrary positive real numbers \( d_u = d_{s,u} \),

\[ \emptyset \neq u \subseteq [s], \quad \text{with} \quad \sum_{\emptyset \neq u \subseteq [s]} d_u \leq 1, \]

there exists a generator \( g \in \{0,1,\ldots,n-1\}^s \) such that

\[ e_{n,s}(g)^2 \leq C_1 \sum_{\emptyset \neq u \subseteq [s]} \omega_1^{c_u |u|} (1 - \omega^{|u|})^{-|u|}, \]

where the positive constant \( C_1 \) depends only on \( \omega, \omega_1 \) and \( c_0 \).

**Proof.** From Lemma 5, the assumption on the \( \beta_u \)'s and Lemma 7 we obtain

\[ e_{n,s}(g)^2 \leq \sum_{\emptyset \neq u \subseteq [s]} \omega_1^{c_u \rho_u(g)^{\beta_u} \gamma_u 2^{|u|} (1 - \omega^{|u|})^{-|u|} \left( \frac{\rho_u(g) - 1}{|u| - 1} \right)} \]

\[ \leq \sum_{\emptyset \neq u \subseteq [s]} \omega_1^{c_u \rho_u(g)^{|u|} \gamma_u 2^{|u|} (1 - \omega^{|u|})^{-|u|} \left( \frac{\rho_u(g) - 1}{|u| - 1} \right)} \]

\[ \leq C_1 \sum_{\emptyset \neq u \subseteq [s]} \omega_1^{c_u \rho_u(g)^{|u|} \gamma_u 2^{|u|} (1 - \omega^{|u|})^{-|u|}}. \]

Using Lemma 6 and the fact that \( \rho_u(g) \geq |u| \geq 1 \) for any nonempty \( u \), there exists a generator \( g \in \{0,1,\ldots,n-1\}^s \) for which

\[ e_{n,s}(g)^2 \leq C_1 \sum_{\emptyset \neq u \subseteq [s]} \omega_1^{c_u (\max\{\sum_{1}^{|u|} (\rho_u(g)^{\beta_u} \gamma_u 2^{|u|} (1 - \omega^{|u|})^{-|u|})\})} \]

\[ \leq C_1 \sum_{\emptyset \neq u \subseteq [s]} \omega_1^{c_u 2^{|u|} (1 - \omega^{|u|})^{-|u|}}. \]

If \( 2^{-1}(|u|!d_{u,n})^{1/|u|} > 1 \), then we have

\[ [2^{-1}(|u|!d_{u,n})^{1/|u|}] - 1 \geq 4^{-1}(|u|!d_{u,n})^{1/|u|}. \]

If \( 2^{-1}(|u|!d_{u,n})^{1/|u|} \leq 1 \), then we have

\[ \max\{2^{-1}(|u|!d_{u,n})^{1/|u|} - 1, 1\} \geq 2^{-1}(|u|!d_{u,n})^{1/|u|}. \]

Hence, in both cases, we have

\[ \max\{2^{-1}(|u|!d_{u,n})^{1/|u|} - 1, 1\} \geq 4^{-1}(|u|!d_{u,n})^{1/|u|} \]

and, therefore,

\[ e_{n,s}(g)^2 \leq C_1 \sum_{\emptyset \neq u \subseteq [s]} \omega_1^{c_u 4^{-|u|} |u|!d_{u,n} \gamma_u 2^{|u|} (1 - \omega^{|u|})^{-|u|}}, \]

as claimed. \( \square \)
5. Tractability

We present conditions on the weights $\beta_{s,u}$, $c_{s,u}$ and $\gamma_{s,u}$ to obtain tractability and exponential convergence. We recall that these weights define $\omega_{s,h}$ by

$$\omega_{s,h} = \gamma_{s,u_h} \omega_{c_{s,u_h}} |h|^\beta_{s,u_h} \quad \text{for all } h \in \mathbb{Z}^s$$

with $u_h = \{ j \in [s] : h_j \neq 0 \}$.

**Theorem 5.** Choose $\beta_{s,u}$ and $c_{s,u}$ such that

$$\beta_{s,u} \geq |u| \quad \text{and} \quad c_{s,u} \geq c_0 > 0$$

for all $s \in \mathbb{N}$ and all nonempty $u \subseteq [s]$. Assume that

$$\limsup_{s \to \infty} \sum_{\emptyset \neq u \subseteq [s]} 4^{|u|} \frac{4^{|u|}}{c_{s,u}|u|!} < \infty.$$ 

Let $\omega_1 \in (\omega, 1)$. Then for every prime $n$ and any dimension $s \in \mathbb{N}$ there exists a generator $g \in \{0, 1, \ldots, n-1\}^s$ such that

$$c_{n,s}(g) \leq C_1 C(s) \omega_1^{c_n},$$

where a positive number $C_1$ depends only on $\omega, \omega_1$ and $c_0$,

$$C(s) = \sum_{\emptyset \neq u \subseteq [s]} \gamma_{s,u} 2^{|u|} (1 - \omega_{c_{s,u}})^{-|u|}$$

and

$$\frac{1}{c} = \sup_{s \in \mathbb{N}} \sum_{\emptyset \neq u \subseteq [s]} \frac{4^{|u|}}{c_{s,u}|u|!} < \infty.$$ 

In particular,

- if

$$\sup_{s \in \mathbb{N}} C(s) < \infty,$$

then we have exponential convergence with strong polynomial tractability, and

$$n(\varepsilon, s) = O(1 + \ln \varepsilon^{-1}) \quad \text{for all } \varepsilon \in (0, 1), \ s \in \mathbb{N},$$

- if there exists a positive $\tau$ such that

$$\sup_{s \in \mathbb{N}} s^{-\tau} \ln (1 + C(s)) < \infty,$$

then we have exponential convergence with polynomial tractability, and

$$n(\varepsilon, s) = O(s^{\tau} + \ln \varepsilon^{-1}) \quad \text{for all } \varepsilon \in (0, 1), \ s \in \mathbb{N},$$

- if

$$\lim_{s \to \infty} \frac{\ln (1 + \ln (1 + C(s)))}{s} = 0,$$

then we have exponential convergence and weak tractability, and

$$n(\varepsilon, s) = O(\exp(o(s)) + \ln \varepsilon^{-1}) \quad \text{for all } \varepsilon \in (0, 1), \ s \in \mathbb{N}.$$ 

In all three cases, the factor in the big $O$ notation is independent of $\varepsilon^{-1}$ and $s$. 

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Proof. First of all, note that $c > 0$. Indeed, we assumed that the limit superior of
\[
\sum_{\emptyset \neq u \subseteq [s]} 4^{|u|} / (c_{s,u} |u|!)
\]
is finite, and therefore the supremum over $s$ of the same sum is finite. Hence, $1/c < \infty$ and $c > 0$.

For any $\emptyset \neq u \subseteq [s]$, define
\[
d_{s,u} = \frac{c 4^{|u|}}{c_{s,u} |u|!}.
\]
Then $\sum_{\emptyset \neq u \subseteq [s]} d_{s,u} \leq 1$. By Theorem 4 there exists a generator $g \in \{0, 1, \ldots, n - 1\}^s$ such that
\[
e^{2 \omega_{n,s}}(g) \leq C_1 \sum_{\emptyset \neq u \subseteq [s]} \omega_1 c_{s,u} 4^{-|u|} |u|! d_{s,u} n \gamma_{s,u} 2^{|u|} (1 - \omega^{c_{s,u}})^{-|u|}
\]
\[
= C_1 \omega_1 e^{n} \sum_{\emptyset \neq u \subseteq [s]} \gamma_{s,u} 2^{|u|} (1 - \omega^{c_{s,u}})^{-|u|}
\]
\[
= C_1 C(s) \omega_1 e^{n},
\]
where $C_1 > 0$ is as in Theorem 4 and hence depends only on $\omega, \omega_1$ and $c_0$.

This means that we have exponential convergence. The conditions on tractability in terms of $C(s)$ have already been established in Section 2. This completes the proof. \hfill \Box

We now show how to find $c$ and $c_0$ for
\[
c_{s,u} = (|u|!)^{-1} 4^{|u|} \prod_{j \in u} j^\alpha \text{ with } \alpha > 1
\]
for all nonempty $u \subseteq [s]$. Then
\[
\sum_{\emptyset \neq u \subseteq [s]} \frac{4^{|u|}}{c_{s,u} |u|!} = \sum_{\emptyset \neq u \subseteq [s]} \prod_{j \in u} j^{-\alpha}
\]
\[
= \sum_s \sum_{k=1}^{\infty} \sum_{u \subseteq n, |u| = k} \prod_{j \in u} j^{-\alpha}
\]
\[
\leq \sum_{k=1}^{\infty} (k!)^{-1} \zeta(\alpha)^k = \exp(\zeta(\alpha)) - 1,
\]
where $\zeta(\alpha) = \sum_{j=1}^{\infty} j^{-\alpha}$ is the Riemann zeta function. Therefore, $c \geq (\exp(\zeta(\alpha)) - 1)^{-1}$. Since
\[
c_{s,u} = (|u|!)^{-1} 4^{|u|} \prod_{j \in u} j^\alpha \geq (|u|!)^{\alpha - 1} 4^{|u|} \geq 4
\]
we can take $c_0 = 4$.

Another choice of $c_{s,u}$ is $c_{s,u} = c(s)$ for some function $c$. Then we have
\[
\sum_{\emptyset \neq u \subseteq [s]} 4^{|u|} / c_{s,u} |u|! = \frac{1}{c(s)} \sum_{k=1}^{\infty} \frac{4^k}{k!} (\frac{s}{k}) \leq \frac{1}{c(s)} \sum_{k=1}^{\infty} \frac{4^k}{k!} \frac{s^k}{k!}
\]
\[
\leq \frac{1}{c(s)} \max_{k \in \mathbb{N}} \frac{4^k}{k!} \exp(s) = \frac{32 \exp(s)}{3 c(s)}.
\]
Hence, the last sum is uniformly bounded in $s$, for instance, if we take $c(s) = \exp(s)$. For such $c(s)$ we have $c_0 = e$ and $c \geq 3/32$.

We now illustrate Theorem 5 for product weights. That is, $\gamma_{s, \emptyset} = 1$ and

$$\gamma_{s, u} = \prod_{j \in u} \gamma_{s, j}$$

for all nonempty $u \subseteq [s]$. Here, $\{\gamma_{s, j}\}_{s \in \mathbb{N}, j = 1, 2, \ldots, s}$ is a given sequence of nonnegative numbers. From Theorem 5 we easily obtain the following corollary.

**Corollary 1.** Consider product weights $\gamma_{s, u}$ with $\beta_{s, u}$ and $c_{s, u}$ satisfying the assumptions of Theorem 5. Then

- if

  $$\limsup_{s \to \infty} \sum_{j=1}^{s} \gamma_{s, j} < \infty,$$

  then we have exponential convergence with strong polynomial tractability, and

  $$n(\varepsilon, s) = \mathcal{O}(1 + \ln \varepsilon^{-1}) \text{ for all } \varepsilon \in (0, 1), s \in \mathbb{N},$$

- if there exists a positive $\tau$ such that

  $$\limsup_{s \to \infty} s^{-\tau} \sum_{j=1}^{s} \gamma_{s, j} < \infty,$$

  then we have exponential convergence with polynomial tractability, and for any positive $\delta$ we have

  $$n(\varepsilon, s) = \mathcal{O}(s^{\tau + \delta} + \ln \varepsilon^{-1}) \text{ for all } \varepsilon \in (0, 1), s \in \mathbb{N},$$

- if

  $$\lim_{s \to \infty} \frac{\ln \sum_{j=1}^{s} \gamma_{s, j}}{s} = 0,$$

  then we have exponential convergence with weak tractability, and

  $$n(\varepsilon, s) = \mathcal{O}(\exp(o(s)) + \ln \varepsilon^{-1}) \text{ for all } \varepsilon \in (0, 1), s \in \mathbb{N}.$$

In all three cases, the factor in the big $\mathcal{O}$ notation is independent of $\varepsilon^{-1}$ and $s$.

**Proof.** We have

$$C(s) = \sum_{0 \neq u \subseteq [s]} \gamma_{s, u} 2^{|u|} (1 - \omega^{\varepsilon_{s, u}})^{-|u|}.$$

Since $c_{s, u} \geq c_0 > 0$ for all nonempty $u \subseteq [s]$, we obtain

$$C(s) \leq \sum_{0 \neq u \subseteq [s]} \prod_{j \in u} \gamma_{s, j} \frac{2}{1 - \omega^{-c_0}} = \prod_{j=1}^{s} \left( 1 + \gamma_{s, j} \frac{2}{1 - \omega^{-c_0}} \right) - 1$$

$$\leq \exp \left( \ln \left( \prod_{j=1}^{s} \left( 1 + \gamma_{s, j} \frac{2}{1 - \omega^{-c_0}} \right) \right) \right)$$

$$\leq \exp \left( \sum_{j=1}^{s} \ln \left( 1 + \gamma_{s, j} \frac{2}{1 - \omega^{-c_0}} \right) \right) \leq \exp \left( \frac{2}{1 - \omega^{-c_0}} \sum_{j=1}^{s} \gamma_{s, j} \right).$$
Hence
\[ \ln(1 + C(s)) = \mathcal{O}\left(1 + \sum_{j=1}^{s} \gamma_{s,j}\right). \]

The rest easily follows from Theorem 5 and the assumptions on \( \sum_{j=1}^{s} \gamma_{s,j}. \)

Note that for \( \gamma_{s,j} = 1 \) the condition on strong polynomial tractability is not satisfied, but we have polynomial tractability with \( \tau = 1. \) For \( \gamma_{s,j} = s^k, \) polynomial tractability still holds, however, now \( \tau = k + 1. \) Finally, for \( \gamma_{s,j} = j^{s^k}, \) the condition on polynomial tractability does not hold for any positive \( a, \) however, weak tractability holds for any \( a < 1. \)

**Remark 2.** We now discuss the role of the weights \( \beta_{s,u}. \) They are more important than the weights \( \gamma_{s,u} \) and \( c_{s,u} \) since they determine the powers of \( |h| \) in the exponents of \( \omega. \) In Theorem 6 we assumed that \( \beta_{s,u} \geq |u|. \) Obviously, it is possible to modify Theorem 6 with the assumption \( \beta_{s,u} \geq \beta_0|u| \) for some positive \( \beta_0. \) We choose \( \beta_0 = 1 \) to simplify the notation. However, the choice \( \beta_{s,u} = o(|u|) \) with the same assumptions on \( \gamma_{s,u} \) and \( c_{s,u} \) contradicts exponential convergence with weak tractability as we will now show. From this point of view the choice \( \beta_{s,u} = \Omega(|u|) \) is best possible.

For simplicity, take \( \gamma_{s,u} = 1 \) and \( c_{s,u} = \exp(s). \) We know that this and \( \beta_{s,u} \geq |u| \) yield exponential convergence with polynomial tractability.

We now assume that \( \beta_{s,u} = \beta(|u|) = o(|u|) \) for some monotonically increasing function \( \beta \) such that \( \beta(|u|) \geq 1. \) We show that exponential convergence with weak tractability no longer holds. To prove this we use Theorem 4 and proceed similarly as in Theorem 3. By the conditions on the weights, for all \( h, h^* \in \mathcal{A}_{s,k,t} \) we have
\[ \omega_{h-h^*} \geq \omega^{\exp(s)(2tk)^{\beta(2k)}}. \]

Hence,
\[ e^2(n,s) \geq \omega^{\exp(s)(2tk)^{\beta(2k)}} \]
for all \( n < \binom{s}{k} t^k. \)

Without loss of generality, we assume that \( s \) is even and take \( t = s, k = s/2 \) and \( n = \binom{s}{k} t^k - 1 = \Theta\left(\frac{2^s s^{s/2}}{s^{s/2}}\right). \)

Suppose that exponential convergence with weak tractability holds. Then there exist a positive \( p \) and \( q \in (0,1) \) such that
\[ e(n,s) \leq \exp(\exp(o(s))) q^n p \quad \text{for all } s, n \in \mathbb{N}. \]

This leads to
\[ \exp(\exp(o(s))) q^n p \geq \omega^{\frac{1}{2} \exp(s) s^{2 \beta(s)} / \Theta\left(\frac{2^s s^{s/2} s^{s/4}}{s^{s/2}}\right)}, \]
and taking the logarithms we obtain
\[ \exp(o(s)) + \Theta\left(\frac{2^s s^{s/2}}{s^{s/2}}\right) \log q - \frac{\exp(s) s^{2 o(s)} \log \omega}{2} + \Theta\left(\frac{s \log 2}{2} + \frac{(s-1) \log s}{4}\right) \geq 0. \]
For large $s$, this reduces to
\[
\exp(s) s^{o(s)} \geq \Theta \left( 2^{p_s(s-1)p/2} \right)
\]
which is a contradiction.

**Remark 3.** We stress that we can obtain strong polynomial tractability with weaker assumptions on the weights if we only demand a polynomial convergence instead of the exponential one. In this case, we can even choose $\beta_{s,u} = c_{s,u} = 1$. Then
\[
\omega_{s,u_h} = \gamma_{s,u_h} \omega^{|h|} \quad \text{for all} \quad h \in \mathbb{Z}^s.
\]
By the usual averaging argument using Jensen’s inequality (see for example [18]), we obtain that for any $s \in \mathbb{N}$ and any prime $n$ there exists a $g \in \{0, 1, \ldots, n-1\}$ such that
\[
e_{n,s}^2(g) \leq \frac{1}{(n-1)^{\alpha}} \left( \sum_{\emptyset \neq u \subseteq [s]} \gamma_{s,u}^{1/\alpha} \left( \frac{2^{\omega_{1/\alpha}}}{1 - \omega_{1/\alpha}} \right)^{|u|} \right) ^{\alpha},
\]
for positive $\alpha$ that can be arbitrarily large. If
\[
C_{\alpha} := \sup_{s \in \mathbb{N}} \sum_{\emptyset \neq u \subseteq [s]} \gamma_{s,u}^{1/\alpha} \left( \frac{2^{\omega_{1/\alpha}}}{1 - \omega_{1/\alpha}} \right)^{|u|} < \infty,
\]
then we have
\[
n(\varepsilon, s) \leq \left\lfloor C_{\alpha} \varepsilon^{-2/\alpha} \right\rfloor,
\]
which means strong polynomial tractability. If the weights $\gamma_{s,u}$ are of product form independent of $s$, i.e.,
\[
\gamma_{s,u} = \prod_{j \in u} \gamma_j
\]
where $\{\gamma_j\}_{j \in \mathbb{N}}$ is a sequence of nonnegative reals, then condition (13) is satisfied iff
\[
\sum_{j=1}^{\infty} \gamma_j^{1/\alpha} < \infty.
\]

6. **Constructive approach**

We present a constructive result, now in the weighted setting. The “pseudo-constructive” point set of Remark 1 no longer works. However, it seems natural to use sample points from regular grids with different mesh-sizes that depend on the weights. In the following we assume that we are given an increasing sequence
\[
1 \leq \beta(1) \leq \beta(2) \leq \ldots
\]
of positive reals such that $\beta^* := \sum_{i=1}^{\infty} 1/\beta(i) < \infty$.

For $s, m \in \mathbb{N}$, let the point set $P_s$ be given by
\[
\left( \left\{ \frac{k_1}{m_1} \right\}, \ldots, \left\{ \frac{k_s}{m_s} \right\} \right)
\]
for $k_i = 0, 1, \ldots, m_i - 1$ and $i = 1, 2, \ldots, s$, where $m_i := \left\lfloor m^{1/(\beta^* \cdot \beta(i))} \right\rfloor$.

The cardinality of the point set $P_s$ is
\[
n = \prod_{i=1}^{s} \left\lfloor m^{1/(\beta^* \cdot \beta(i))} \right\rfloor \leq m^{\sum_{i=1}^{s} \frac{1}{\beta(i)} - 1} \leq m.
\]
The point set $P_s$ is a grid with the mesh-size $1/m_i$ that does not decrease with the coordinate direction $i$. The mesh-size is small for the important directions that correspond to small weight $\beta(i)$, and becomes larger and larger for less important directions corresponding to large weights $\beta(i)$. In particular, since $\beta^+ \cdot \beta(i) \geq i$ and goes to infinity with $i$, we have $m_i = 1$ for large $i$.

**Theorem 6.** Choose the following weights:

- $\gamma_{s,u} = 1$ for all $s \in \mathbb{N}$ and $u \subseteq [s]$, 

- $\beta_{s,u} = \beta(\max_{j \in u} j )$ for all $s \in \mathbb{N}$ and nonempty $u \subseteq [s]$, where $\beta : \mathbb{N} \to \mathbb{N}$ is some function such that

$$1 \leq \beta(1) \leq \beta(2) \leq \ldots \quad \text{and} \quad \beta^+ := \sum_{i=1}^{\infty} 1/\beta(i) < \infty.$$

- $c_{s,u} = 2^{\beta_{s,u}}$ for all $s \in \mathbb{N}$ and nonempty $u \subseteq [s]$. 

Then for any $s \in \mathbb{N}$ for the point set $P_s$ defined by (13) with $n = |P_s|$, we have 

$$c_{n,s}(P_s) \leq c^s \omega^{n^{1/\beta^+}},$$

for some $c \geq 1$.

That is, we have exponential convergence with polynomial tractability, and

$$n(\varepsilon, s) = O \left( (s + \ln \varepsilon^{-1})^{\beta^+} \right)$$

with the factor in the big $O$ notation independent of $\varepsilon^{-1}$ and $s$.

**Proof.** The worst-case error for integration using a quasi-Monte Carlo rule with quadrature points $P_s$ and $n = |P_s|$, is given by

$$c_{n,s}^2(P_s) = -1 + \frac{1}{n^2} \sum_{x,y \in P_s} K(x,y).$$

Then we have

$$c_{n,s}^2(P_s)$$

$$= -1 + \frac{1}{n^2} \sum_{k_1,l_1=0}^{m_1-1} \ldots \sum_{k_s,l_s=0}^{m_s-1} \sum_{u \subseteq [s]} \omega^{c_u(h_u)^{\beta_u}} \exp \left( 2\pi i \sum_{j \in u} \frac{h_j(k_j - l_j)}{m_j} \right)$$

$$= -1 + \sum_{u \subseteq [s]} \sum_{h_u \in (\mathbb{Z}\setminus\{0\})^{|u|}} \omega^{c_u(h_u)^{\beta_u}} \prod_{j=1}^{m_j} \frac{m_j^{\beta_u}}{m_j}$$

$$\times \prod_{j \in u} \sum_{k_j,l_j=0}^{m_j-1} \exp \left( 2\pi i h_j(k_j - l_j)/m_j \right)$$

$$= -1 + \sum_{u \subseteq [s]} \sum_{h_u \in (\mathbb{Z}\setminus\{0\})^{|u|}} \omega^{c_u(h_u)^{\beta_u}} \prod_{j=1}^{m_j} \frac{m_j^{\beta_u}}{m_j}$$

$$\times \prod_{j \in u} \sum_{k_j=0}^{m_j-1} \exp \left( 2\pi i h_j(k_j)/m_j \right) \right)^2.$$
For any $m \in \mathbb{N}$ and $h \in \mathbb{Z}$ we have
\[
\sum_{k=0}^{m-1} \exp(2\pi i h k / m) = \begin{cases} \ m & \text{if } h \equiv 0 \pmod{m}, \\ 0 & \text{if } h \not\equiv 0 \pmod{m}. \end{cases}
\]

Therefore, we obtain
\[
e^2_{n,s}(P_s) = -1 + \sum_{u \subseteq [s]} \sum_{h_u \in (\mathbb{Z}\setminus\{0\})^{|u|}} \omega^{|u|} |h_u|^{|u|}
\]
\[
= -1 + \sum_{u \subseteq [s]} \sum_{a \in (\mathbb{Z}\setminus\{0\})^{|u|}} \omega^{(a_1 a_{|u|} + \cdots + a_{|u|} a_{|u|}) |u|}
\]
\[
= \sum_{\emptyset \neq u \subseteq [s]} \sum_{a \in (\mathbb{Z}\setminus\{0\})^{|u|}} \omega^{(2(a_1 a_{|u|} + \cdots + a_{|u|} a_{|u|})) |u|},
\]

where $u = \{ \nu_1, \ldots, \nu_{|u|} \}$, with $\nu_1 \leq \nu_2 \leq \cdots \leq \nu_{|u|}$ and where $a = (a_1, \ldots, a_{|u|})$.

Since $\tau = \beta(|u|) \geq 1$ and $a_i \geq 1$, we have
\[
\sum_{i=1}^{|u|} |a_i| (2 m_{\nu_i})^\tau \leq \sum_{i=1}^{|u|} |a_i| (2 m_{\nu_i})^\tau.
\]

By Jensen’s inequality, we have
\[
\sum_{i=1}^{|u|} |a_i| (2 m_{\nu_i})^\tau \leq \left( \sum_{i=1}^{|u|} |a_i| 2 m_{\nu_i} \right)^\tau.
\]

Therefore,
\[
\left( \sum_{i=1}^{|u|} |a_i| 2 m_{\nu_i} \right)^\tau \geq \sum_{i=1}^{|u|} |a_i| (2 m_{\nu_i})^\tau.
\]

Hence,
\[
\omega^{(2(a_1 a_{|u|} + \cdots + a_{|u|} a_{|u|})) |u|} \leq \omega^{(2m_{\nu_1}) \beta(|u|) |a_1| + \cdots + (2m_{\nu_{|u|}}) \beta(|u|) |a_{|u|}|}
\]
\[
\leq \omega^{m \frac{1}{\beta(|u|)} + m \frac{1}{\beta(|u|)} |a_1| + \cdots + m \frac{1}{\beta(|u|)} |a_{|u|}|}
\]
\[
\leq \omega^{a_1 |\cdots +| a_{|u|} - 1| + m^{1/\beta} |a_{|u|}|}.
\]

Therefore, we have
\[
\sum_{a \in (\mathbb{Z}\setminus\{0\})^{|u|}} \omega^{(2(a_1 a_{|u|} + \cdots + a_{|u|} a_{|u|})) |u|} \leq \left( \sum_{a=1}^{\infty} \omega^a \right)^{|u| - 1} \sum_{a=1}^{\infty} \omega^{am^{1/\beta} s}.
\]

Hence, for the worst-case error we get
\[
e^2_{n,s}(P_s) \leq \sum_{\emptyset \neq u \subseteq [s]} \left( \frac{2 \omega}{1 - \omega} \right)^{|u| - 1} \frac{2}{1 - \omega} \omega^{am^{1/\beta} s},
\]
\[
\leq \frac{1}{\omega} \left( \frac{2 \omega}{1 - \omega} + 1 \right)^s \omega^{m^{1/\beta} s},
\]
and the result follows. \qed
Remark 4. If we take $\beta$ as in Theorem 6 and redefine $c_{s,u} = \frac{\log 3}{\log \omega - 1} 2^{\beta_{s,u}}$ and $\gamma_{s,u}$ such that

$$\sum_{\emptyset \neq u \subseteq [s]} \gamma_{s,u} < \infty,$$

then following the proof of Theorem 6 it is easy to see that we even obtain the exponential convergence with strong polynomial tractability.

Remark 5. The (essential) weights $\beta_{s,u}$ in Theorem 6 are larger than the weights $\beta_{s,u}$ in Theorem 5. However, the weights $\beta_{s,u}$ in Theorem 6 are again, in some sense, best possible if regular grids with arbitrary mesh-sizes are used. To see this, again take $\gamma_{s,u} = 1$ and $c_{s,u} = 2^{\beta_{s,u}}$ as in Theorem 6, and assume now that $\beta_{u} = \beta(\max_{j \in u} j)$ with a monotonically increasing function $\beta$ such that

$$\sum_{i=1}^{\infty} 1/\beta(i) = +\infty.$$

This holds, for instance, for $\beta(i) = i$.

Let $\sigma(s) := \sum_{i=1}^{s} 1/\beta(i)$. Then for given integers $m_1, \ldots, m_s$, $n = m_1 \cdots m_s$, take the grid $P_s$ given by

$$\left( \left\{ \frac{k_1}{m_1} \right\}, \ldots, \left\{ \frac{k_s}{m_s} \right\} \right)$$

for $k_i = 0, 1, \ldots, m_i - 1$ and $i = 1, 2, \ldots, s$.

From the proof of Theorem 6 we have

$$e_{n,s}^s(P_s) \geq \sum_{\emptyset \neq u \subseteq [s]} \sum_{\alpha \in (\mathbb{Z} \setminus \{0\})^{\left| u \right|}} \omega^{2(\left| \alpha_1 m_{u_1} + \cdots + \alpha_u m_{u_u} \right|)} 2^{\beta_{s,u}} \omega^{2 \min_{1 \leq \nu \leq s} m^\beta_{\nu}(\nu)}.$$

Even for real $m_\nu$ with $m_1 \cdots m_s = n$ we have

$$\min_{1 \leq \nu \leq s} m^\beta_{\nu}(\nu) \leq n^{1/\sigma(s)}.$$

Hence,

$$e_{n,s}^s(P_s) \geq \omega^{2n^{1/\sigma(s)}},$$

and since $\lim_{s \to \infty} 1/\sigma(s) = 0$ we cannot have exponential convergence.
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