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Abstract. Let $S(A)$ denote the orbit of a complex or real matrix $A$ under a certain equivalence relation such as unitary similarity, unitary equivalence, unitary congruences etc. Efficient gradient-flow algorithms are constructed to determine the best approximation of a given matrix $A_0$ by the sum of matrices in $S(A_1), \ldots, S(A_N)$ in the sense of finding the Euclidean least-squares distance

$$\min \left\{ \|X_1 + \cdots + X_N - A_0\| : X_j \in S(A_j), \; j = 1, \ldots, N \right\}.$$ 

Connections of the results to different pure and applied areas are discussed.

1. Introduction

Motivated by problems in pure and applied areas, there has been a great deal of interest in studying equivalence classes on matrices, say, under compact Lie group actions. For instance,

(a) the unitary (orthogonal) similarity orbit of a complex (real) square matrix $A$ is the set of matrices of the form $UAU^*$ for unitary (or real orthogonal) matrices $U$,
(b) the unitary (orthogonal) equivalence orbit of a complex (real) rectangular matrix $A$ is the set of matrices of the form $UAV$ for unitary (orthogonal) matrices $U, V$ of appropriate sizes,
(c) the unitary $t$-congruence orbit of a complex square matrix $A$ is the set of matrices of the form $UAU^t$ for unitary matrices $U$,
(d) the orthogonal similarity orbit of a complex square matrix $A$ is the set of matrices of the form $QAQ^t$ for complex orthogonal matrices $Q$, i.e., $Q^tQ = I_n$,
(e) the similarity orbit of a square matrix $A$ is the set of matrices of the form $SAS^{-1}$ for invertible matrices $S$.

It is often useful to determine whether a matrix $A_0$ can be written as a sum of matrices from orbits $S(A_1), \ldots, S(A_N)$. Equivalently, one would like to know
whether
\[ S(A_0) \subseteq S(A_1) + \cdots + S(A_N). \]

For \( N = 1 \), it reduces to the basic problem of checking whether \( A_0 \) is equivalent to \( A_1 \). In some cases, even this is nontrivial. For instance, it is not easy to check whether two \( n \times n \) complex matrices are unitarily similar. For \( N > 1 \), the problem is usually more involved. Even if there are theoretical results, it may not be easy to use them in practice or to check examples of matrices of moderate sizes. For instance, given \( 10 \times 10 \) Hermitian matrices \( A, B, C \), to conclude that \( C = UAU^* + VBV^* \) for some unitary matrices \( U \) and \( V \), one needs to check thousands of inequalities involving the eigenvalues of \( A, B, \) and \( C \); see Ref. [13]. Therefore, one purpose of this paper is to set up a general framework to develop efficient computer algorithms and programs to solve such problems. In fact, we will treat the more general problem of finding the best approximation of a given matrix \( A_0 \) by the sum of matrices from matrix orbits \( S(A_1), \ldots, S(A_N) \). In other words, for given matrices \( A_0, A_1, \ldots, A_N \), we determine
\[
\min \left\{ \| X_1 + \cdots + X_N - A_0 \| : (X_1, \ldots, X_N) \in S(A_1) \times \cdots \times S(A_N) \right\}.
\]

The results will be useful in solving numerical problems efficiently, and helpful in testing conjectures of theoretical development of the topics under consideration. As we will see in the following discussion, some numerical examples indeed lead to general theory; see Section 3.

We will consider different matrix orbits in the next few sections. In each case, we will mention the motivation of the problems and derive the gradient flows for the respective orbits, which will be used to design the algorithms and computer programs to solve the optimization problem. Note that we always consider the orbits of similarity \( SAS^{-1} \) and equivalence \( SAT \), where \( \{ S, T \} \) can be elements of any (semi)simple compact connected matrix Lie group, in particular, the special unitary group \( SU(n) \) and subgroups thereof. Since these matrix Lie groups are compact, they are themselves smooth Riemannian manifolds \( M \), which in turn implies they are endowed with a Riemannian metric induced by the non-degenerate Killing form related to a bi-invariant scalar product \( \langle \cdot | \cdot \rangle_x \) on their tangent and cotangent spaces \( T_xM \) and \( T^*_xM \). The metric smoothly varies with \( x \in M \) and allows for identifying the Fréchet differential in \( T^*_xM \) with the gradient in \( T_xM \). Moreover, in Riemannian manifolds the existence and convergence of gradient flows with appropriate discretization schemes are elaborated in detail in Ref. [32]. In the present context, it is important to note that the subsequent gradient flows on the unitary congruence orbit and the unitary equivalence orbit are fundamental. The flows on compact connected subgroups of \( SU(n) \) such as \( SO(n) \) or \( SU(2)^\otimes m \) (with \( 2^m = n \)) can readily be derived from the flows on \( SU(n) \) [31, 32]. Furthermore, in each case, we will provide numerical examples to illustrate their efficiency and accuracy.

The situation in the general linear group \( GL(N) \) and its subgroups that are not in the intersection with the unitary groups is entirely different: those groups are no longer compact, but only locally compact. For \( GL(N) \) orbits we give an outlook with some analytical results in infima of Euclidean distances. Since locally compact Lie groups lack bi-invariant metrics on the tangent spaces to their orbit manifolds, they can only be endowed with left-invariant or right-invariant metrics. Moreover, the exponential map onto locally compact Lie groups is no longer geodesic as in
the compact case. Consequently, one will have to devise other approximations to
the respective geodesics than obtained by the (Riemannian) exponential. These
numerics are thus a separate topic of current research and will therefore be pursued
in a follow-up study.

With regard to notation, unless stated otherwise, the norm \( \|A\| \) shall always be
read as Frobenius norm \( \|A\|_2 := \sqrt{\text{tr}\{A^*A\}} \).

2. UNITARY SIMILARITY ORBITS

2.1. The Hermitian matrix case. For an \( n \times n \) Hermitian matrix \( A \), let \( S(A) \)
be the set of matrices unitarily similar to \( A \). Then

\[ S(A) + S(B) = \{ X + Y : (X, Y) \in S(A) \times S(B) \} \]

is a union of unitary similarity orbits. Researchers have determined the necessary
and sufficient conditions of \( S(C) \) to be a subset of \( S(A) + S(B) \) in terms of the
eigenvalues of \( A, B \) and \( C \); \[7, 8, 11, 13, 17, 19, 35, 36\]. In particular, suppose
\( A, B, C \) have eigenvalues

\[ a_1 \geq \cdots \geq a_n, \quad b_1 \geq \cdots \geq b_n, \quad \text{and} \quad c_1 \geq \cdots \geq c_n, \]

respectively. Then \( S(C) \subseteq S(A) + S(B) \) if and only if

\[ \sum_{j=1}^{n} (a_j + b_j - c_j) = 0 \] (2.1)

and a collection of inequalities in the form

\[ \sum_{r \in R} a_r + \sum_{s \in S} b_s \geq \sum_{t \in T} c_t \] (2.2)

for certain \( m \)-element subsets \( R, S, T \subseteq \{1, \ldots, n\} \) with \( 1 \leq m < n \) determined by
the Littlewood-Richardson rules; see Ref. \[11, 13\] for details. The study has connections
to many different areas such as representation theory, algebraic geometry, and
algebraic combinatorics, etc. Note that the relation between Horn’s problem and
the Littlewood-Richardson rules has recently also attracted attention in quantum
information \[9\]. The set of inequalities in (2.2) grows exponentially with \( n \). There-
fore, it is not easy to check the conditions even for a moderate size problem, say,
for \( 10 \times 10 \) Hermitian matrices. As a matter of fact, the theory has been extended
to determine whether \( S(A_0) \) is a subset of \( S(A_1) + \cdots + S(A_N) \) for given \( n \times n \)
Hermitian matrices \( A_0, \ldots, A_N \), in terms of equality and linear inequalities of the
eigenvalues of the given matrices. Of course, the number of inequalities involved
are more numerous. There seems to be no efficient way of using these results in
practice or testing numerical examples or conjecture in research.

It is interesting to note that by the saturation conjecture (theorem) (see Ref. \[4\]
and its references), there exist Hermitian matrices with nonnegative integral eigen-
values \( a_1 \geq \cdots \geq a_n \), and \( b_1 \geq \cdots \geq b_n \) such that \( A + B \) has nonnegative integ-
ral eigenvalues \( c_1 \geq \cdots \geq c_n \) if and only if the Young diagram corresponding to
\( (c_1, \ldots, c_n) \) can be obtained from those of \( (a_1, \ldots, a_n) \) and \( (b_1, \ldots, b_n) \).
2.2. The general complex matrix case. Likewise, we study the problem
\[
\min \left \{ \left \| \sum_{j=1}^{N} U_j A_j U_j^* - A_0 \right \| : U_1, \ldots, U_N \in SU(n) \text{ unitary} \right \}
\]
for general complex matrices \( A_0, \ldots, A_N \). Even for \( N = 1 \), the result is highly nontrivial. In theory, it is related to the problem of determining whether \( A_0 \) and \( A_1 \) are unitarily similar; see Ref. [33]. Also, to determine
\[
\min \left \{ \|UAU^* - C^*\| : U \text{ unitary} \right \}
\]
for \( A, C \in M_n \) leads to the study of the \( C \)-numerical range and the \( C \)-numerical radius of \( A \) defined by
\[
W(C, A) = \{ \text{tr}(CUAU^*) : U \in SU(n) \}.
\]
and
\[
r(C, A) = \max \{ |\mu| : \mu \in W(C, A) \}.
\]
The \( C \)-numerical radius is important in the study of unitary similarity invariant norms on \( M_n \), i.e., norms \( \nu \) satisfy \( \nu(UXU^*) = \nu(X) \) for all \( X, U \in M_n \) such that \( U \) is unitary. For instance, it is known that for every unitary similarity invariant norm \( \nu \) there is a compact subset \( S \) of \( M_n \) such that
\[
\nu(X) = \max \{ r(C, X) : C \in S \}.
\]
So, the \( C \)-numerical radii can be viewed as the building blocks of unitary similarity invariant norms. We refer readers to the survey [24] for further results on the \( C \)-numerical range and \( C \)-numerical radius. For applications of \( C \)-numerical ranges in quantum dynamics, see also Ref. [31].

For two matrices, one may study whether \( C = UAU^* + BV^* \) for a Hermitian \( A \) and a skew-Hermitian \( B \). In other words, we want to study whether a matrix can be written as the sum of a Hermitian matrix and a skew-Hermitian matrix with prescribed eigenvalues.

2.3. Sum of Hermitian and Skew-Hermitian matrices. For \( C = UAU^* + BV^* \) with \( A = A^* \) and \( B = -B^* \), there are many known inequalities relating the eigenvalues of \( A \) and \( B \) to the eigenvalues and singular values of \( C \); see Ref. [3] and the references therein. However, given \( A = A^* \) and \( B = -B^* \) with prescribed eigenvalues, there has been no known necessary and sufficient condition for the existence of \( C \) with prescribed singular values satisfying \( C = UAU^* + BV^* \). Nevertheless, it is easy to solve the approximation problem
\[
\min \left \{ \|UAU^*BV - C\| : U, V \text{ unitary} \right \}.
\]
The following result actually holds for any unitarily invariant norm on \( n \times n \) matrices using the same proof; see Ref. [26]. Furthermore, we can use this result to verify that our algorithm indeed yields an optimal solution; see Example 2 in Section 2.5.

**Theorem 2.1.** Let \( \| \cdot \| \) be the Frobenius norm on \( M_n \). Let \( A, B, C \in M_n \) with \( A = A^* \) and \( B = -B^* \). Moreover, let \( a_i \) (and \( b_i \)) denote the eigenvalues of \( A \) (respectively, \( -iB \)). Suppose \( U, V \in M_n \) are unitary matrices such that \( U \frac{1}{2}(C + C^*)U^* = \text{diag}(f_1, \ldots, f_n) \) with \( f_1 \geq \cdots \geq f_n \), and \( V \frac{1}{2}(C - C^*)V^* = \text{diag}(g_1, \ldots, g_n) \) with \( g_1 \geq \cdots \geq g_n \). Suppose \( A \) is unitarily similar to a diagonal matrix \( A_1 \) (respectively, \( A_2 \)) with diagonal entries arranged in descending (respectively, ascending) order.
Suppose \(-iB\) is unitarily similar to a diagonal matrix \(-iB_1\) (respectively, \(-iB_2\)) with diagonal entries arranged in descending (respectively, ascending) order. Then

\[
\|U^*A_1U + V^*B_1V - C\|^2 = \sum_{j=1}^n (|f_j - a_j|^2 + |g_j - b_j|^2),
\]

\[
\|U^*A_2U + V^*B_2V - C\|^2 = \sum_{j=1}^n (|f_j - a_{n-j+1}|^2 + |g_j - b_{n-j+1}|^2),
\]

and for any unitary \(X, Y \in M_n\),

\[
\|U^*A_1U + V^*B_1V - C\| \leq \|X^*AX + Y^*BY - C\| \leq \|U^*A_2U + V^*B_2V - C\|.
\]

Proof. Let \(F = \frac{1}{2}(C + C^*)\) and \(G = \frac{-i}{2}(C - C^*)\). It is well known that

\[
\|F - U^*A_1U\| \leq \|F - X^*AX\| \leq \|F - U^*A_2U\|
\]

and

\[
\|G - V^*B_1V\| \leq \|G - Y^*BY\| \leq \|G - V^*B_2V\|
\]

for any unitary \(X, Y \in M_n\); see Ref. [24]. Since \(\|H + iK\|^2 = \|H\|^2 + \|K\|^2\) for any Hermitian \(H, K \in M_n\), the results follow. \(\square\)

2.4. Deriving gradient flows on unitary similarity orbits. To begin with, we focus on the problem of approximating a given matrix \(C\) using matrices from two unitary similarity orbits, i.e., finding

\[
\min \left\{ \|UAU^* + VBV^* - C\| : U, V \in SU(n) \text{ unitary} \right\}.
\]

For simplicity, here we describe the steepest descent method to search for unitary matrices \(U_0, V_0\) attaining the optimum. Refined approaches like conjugate gradients, Jacobi-type or Newton-type methods may be implemented likewise; see for instance [32]. As will be shown below, more than two unitary similarity orbits can be treated similarly. The basic idea is to improve the current unitary pair \((U_k, V_k)\) to \((U_{k+1}, V_{k+1})\) so that

\[
\|U_{k+1}AU_{k+1}^* + V_{k+1}BV_{k+1}^* - C\| < \|U_kAU_k^* + V_kBV_k^* - C\|
\]

until the successive iterations differ only by a small tolerance, or the gradient (vide infra) vanishes. Further, to avoid pitfalls by local minima whenever the Euclidean distance cannot be made zero, we use a sufficiently large multitude of different random starting points \((U_0, V_0)\) for our algorithm. Needless to say, a positive matching result is constructive, while a negative result may be due to local minima. It is therefore important to use a sufficiently large set of initial conditions for confident conclusions in the negative case.

For a start, consider the least-squares minimization task

\[
(2.3) \min_{U,V \in SU(n)} \|UAU^* + VBV^* - C\|^2,
\]

which can be rewritten as

\[
\|UAU^* + VBV^* - C\|^2 = \|UAU^* + VBV^*\|^2 + \|C\|^2 - 2 \text{ Re tr } \{C^*(UAU^* + VBV^*)\}
\]

\[
= \|A\|^2 + \|B\|^2 + \|C\|^2 - 2 \text{ Re tr } \{C^*(UAU^* + VBV^*) - UAU^* VBV^*\}
\]
and thus is equivalent to the maximization task
\begin{equation}
\max_{U, V \in SU(n)} \Re \text{tr} \left\{ C^* (UAV^* + VBV^*) - UA^* V B^* V^* \right\}.
\end{equation}

Therefore, we set
\begin{equation}
f(U, V) := \text{tr} \left\{ (UAV^* + VBV^*) C^* - UA^* V B^* V^* \right\}
\end{equation}
and $F(U, V) := \Re f(U, V)$. Then its Fréchet derivative $D_U f(U) : T_U \mathcal{U} \to T_f(U) \mathcal{U}$ can be seen as a tangent map, where the elements of the tangent space $T_U \mathcal{U}$ to the Lie group of unitaries $\mathcal{U} = SU(n)$ or $U(n)$ at the point $U$ take the form $\Omega U$ with $\Omega = -\Omega^* \Omega^{-1}$ being itself an element of the Lie algebra. The differential thus reads
\begin{equation}
D_U f(U, V)(\Omega U) = \text{tr} \left\{ ((\Omega U)AV^* + U A(\Omega U)^*)(C^* - VB^* V^*) \right\}
\end{equation}

\begin{equation}
= \text{tr} \left\{ ((\Omega U)AV^* - U A^*(\Omega U)^*)((C^* - VB^* V^*)) \right\}
\end{equation}

\begin{equation}
= \text{tr} \left\{ (AU^*(C^* - VB^* V^*) - U^*(C^* - VB^* V^*)UA^*)(\Omega U) \right\}
\end{equation}

where we used the invariance of the trace under cyclic permutations as well as $((\Omega U)^*) = -U^*(\Omega U)^* U$. Moreover, by identifying
\begin{equation}
D_U f(U, V) \cdot (\Omega U) = \langle \text{grad}_U f(U, V) | \Omega U \rangle = \text{tr} \left\{ (\text{grad}_U f(U, V))^* \Omega U \right\}
\end{equation}

one finds
\begin{equation}
\text{grad}_U f(U, V) = (C - VBV^*) UA^* - UA^* U(C - VBV^*) U
\end{equation}

\begin{equation}
= \left[ (C - VBV^*), U A^* U^* \right].
\end{equation}

With $[X, Y]_s := \frac{1}{2}([X, Y] - [X, Y]^*) - \frac{1}{2}([X, Y]^* + [X, Y])$ as the skew-Hermitian part of the commutator one obtains for $F(U, V) := \Re f(U, V)$,
\begin{equation}
\text{grad}_U F(U, V) = \left[ (C^* - VB^* V^*), UA^* \right]_s U.
\end{equation}

Taking the respective Riemannian exponentials $\exp_U(\text{grad}_U F(U, V))$ as well as $\exp_V(\text{grad}_U F(U, V))$ thus gives the recursive gradient flows
\begin{equation}
U_{k+1} = \exp \left\{ -\alpha_k [U_k A U_k^*, (C^* - V_k B^* V_k^*)]_s \right\} U_k,
\end{equation}
\begin{equation}
V_{k+1} = \exp \left\{ -\beta_k [V_k B V_k^*, (C^* - U_k A U_k^*)]_s \right\} V_k,
\end{equation}
as discretized solutions of the coupled gradient system
\begin{equation}
\dot{U} = \text{grad}_U F(U, V) \quad \text{and} \quad \dot{V} = \text{grad}_V F(U, V).
\end{equation}

Conditions for convergence are described in detail in [16]. For appropriate step sizes $\alpha_k, \beta_k$ see also Ref. [15].

Generalizing the findings from a sum of two orbits to higher sums of unitary orbits is straightforward: the problem
\begin{equation}
\min \left\{ \left\| \sum_{j=1}^N U_j A_j U_j^* - A_0 \right\| : U_1, \ldots, U_N \in SU(n) \ \text{unitary} \right\}
\end{equation}
can be addressed by the system of coupled gradient flows ($j = 1, 2, \ldots, N$)
\begin{equation}
U_{k+1}^{(j)} = \exp \left\{ -\alpha_k^{(j)} [A_k^{(j)}, A_{0j}^{(j)}]_s \right\} U_k^{(j)}
\end{equation}
where for short we set $A_{0j}^{(j)} := \sum_{\nu=1}^N A_{\nu j}^{(\nu)}$ and $A_{0j} := \sum_{\nu=1}^N A_{\nu j}^{(\nu)}$.

These gradient flows follow the extension of the original idea on the orthogonal group [3] [16] to the unitary group [14], where now we have introduced a larger system of coupled flows.
2.5. Numerical examples. Here we demonstrate gradient flows for minimizing \( \| \sum_{j=1}^{N} U_j A_j U_j^* - A_0^{(N)} \|_2 \) over the unitaries \( U_1, \ldots, U_N \) for given Hermitian matrices \( A_0, \ldots, A_N \).

Example 1. As a test case, consider the following examples for finding respective \( U_j \in \mathbb{C}^{10 \times 10} \). For \( j = 1, 2, \ldots, N \) choose a set of random unitaries \( U_j^{(r)} \in \mathbb{C}^{10 \times 10} \) distributed according to the Haar measure as recently described in [29] and define the diagonal matrices \( A_j := \text{diag}(1, 3, 5, \ldots, 19) + \frac{j-1}{10} \mathbf{1}_{10} \) and \( A_0^{(N)} := \text{diag}(a_1, \ldots, a_{10}) \) where \( a_1, a_2, \ldots, a_{10} \) are the eigenvalues of \( A_0^{(N)} \).

Figure 1. Coupled flows minimizing \( \| \sum_{j=1}^{N} U_j A_j U_j^* - A_0^{(N)} \|_2 \) with (a) \( N = 2 \) and (b) \( N = 10 \) for Example 1 below.

Example 2. Let \( A, B \) be Hermitian and \( C \) arbitrary, e.g., \( A = \begin{pmatrix} 2 & 5 & 11 \\ 5 & 8 & 15 \\ 11 & 15 & 16 \end{pmatrix} \), \( B = \begin{pmatrix} 6 & 8 & 9 \\ 8 & 12 & 10 \\ 10 & 15 & 0 \end{pmatrix} \), and \( C = \begin{pmatrix} 1 & 1 & 3 \\ 1 & 9 & 3 \\ 6 & 9 & 2 \end{pmatrix} \). Thus \( a := \text{eig}(A) = (-5.6674; -0.4830; 32.1504) \), \( b := \text{eig}(B) = (-7.4816; 0.7123; 24.7693) \) and \( f := \text{eig} \frac{1}{2}(C + C^*) = (-4.9555; \ldots) \)
−1.3888; 18.3443), while \( g := \text{eig} \frac{1}{2}(C - C^*) = (-4.6368; 0; 4.6368) \). By Theorem 2.1 one gets
\[
\Delta := \min_{U, V \in SU(3)} \|UAU^* + iVBV^* - C\|^2_2
\]
\[
= (a - f)^*(a - f) + (b - g)^*(b - g)
\]
\[
= 605.8521 \ldots .
\]

More precisely, \( \Delta = 605.852131091'3570 \) \( ± \) 1.13 \( · 10^{-10} \).

### 3. Unitary equivalence

In this section, we study
\[
\min \left\{ \left\| \sum_{j=1}^N U_j A_j V_j - A_0 \right\| : U_1, \ldots , U_N \in U(n) \text{ and } V_1, \ldots , V_N \in U(m) \text{ unitary} \right\}
\]
for rectangular matrices \( A_0, \ldots , A_N \). By the result of O’Shea and Sjamaar [34],
\[
\min \left\{ \left\| \sum_{j=1}^N U_j A_j V_j - A_0 \right\| = 0
\]
if and only if
\[
\min \left\{ \left\| \sum_{j=1}^N W_j^* \tilde{A}_j W_j - \tilde{A}_0 \right\| = 0
\]
where
\[
\tilde{A}_j = \begin{pmatrix} 0 & A_j \\ A_j^* & 0 \end{pmatrix}
\]
for \( j = 0, 1, \ldots , N \).

Thus, by the results concerning unitary similarity orbits (see Section 2),
\[
(3.1) \quad \min \left\{ \left\| A_0 - \sum_{j=1}^N U_j A_j V_j \right\| : U_1, \ldots , U_N; V_1, \ldots , V_N \text{ unitary} \right\} = 0
\]
if and only if the singular values of \( A_0, A_1, \ldots , A_N \) satisfy a certain set of linear inequalities. Clearly, \( \min \{ \| A - UBV \| : U, V \text{ unitary} \} = 0 \) if and only if \( A \) and \( B \) have the same singular values. In general, it is interesting to check whether
\[
\sqrt{2} \min \left\{ \left\| \sum_{j=1}^N U_j A_j V_j - A_0 \right\| = \min \left\{ \left\| \sum_{j=1}^N W_j^* \tilde{A}_j W_j - \tilde{A}_0 \right\| = 0
\right\}
\]
In computer experiments (see Example 6 in Section 3), we observe that (3.1) always holds if \( A_0, A_1, \ldots , A_N \) are randomly generated matrices generated by MATLAB. We explain this phenomenon in the following. We begin with a simple observation.

**Lemma 3.1.** Suppose \( a_0, a_1, \ldots , a_N \in (0, \infty) \). The following are equivalent.

(a) There are complex units \( e^{it_1}, \ldots , e^{it_N} \) such that \( a_0 - \sum_{j=1}^N a_j e^{it_j} = 0 \).

(b) There is an \( N + 1 \) side convex polygon whose sides have lengths \( a_0, \ldots , a_N \).

(c) \( \sum_{j=0}^N a_j - 2a_k \geq 0 \) for all \( k = 0, 1, \ldots , N \).
From this observation, one easily gets the following condition related to the equality (3.1).

**Proposition 3.2.** Let $A_j = \text{diag}(a_{1j}, \ldots, a_{nj})$ be nonnegative diagonal matrices for $j = 0, 1, \ldots, N$, and let $v_j = (a_{1j}, \ldots, a_{nj})^t$. Then there exist permutation matrices $P_1, \ldots, P_N$ and diagonal unitary matrices $D_1, \ldots, D_N$ such that

$$A_0 = \sum_{j=1}^N D_j P_j A_j P_j^t$$

if and only if the entries of each row of the matrix

$$[v_0|P_1v_1|\cdots|P_Nv_N]$$

correspond to the sides of an $N + 1$ side convex polygon.

If one examines the singular values of an $n \times n$ “random matrix” generated by MATLAB, we see that there is always a dominant singular value of size about $n/2$, and the other singular values range from 0 to 1.5 in a rather systematic pattern. So, it is often possible to apply Proposition 3.2 to get equality (3.1) if $A_0, \ldots, A_N$ are “random matrices” generated by MATLAB for $N \geq 2$ as will be made more precise in Example 6 (vide infra).

In contrast, for general matrices, it is easy to construct $A_0, A_1, \ldots, A_N$ such that (3.1) fails.

**Example 3.** Let $A_0 = \text{diag}(N^2, N + 1) \oplus \mathbb{O}_{n-2}$ and $A_j = \text{diag}(N, 1) \oplus \mathbb{O}_{n-2}$ for $j = 1, \ldots, N$. Then clearly (3.1) does not apply, because

$$\sum_{j=1}^n s_j(A_0) > \sum_{i=1}^N \sum_{j=1}^n s_j(A_j).$$

Recall that the Ky Fan $k$-norm of a matrix $A \in M_n$ is defined as $\|A\|_k = \sum_{j=1}^k s_j(A)$, and a norm $\|\cdot\|$ on $M_n$ is unitarily invariant if $\|A\| = \|UAV\|$ for all $A \in M_n$ and unitary $U, V \in M_n$. By the Ky Fan dominance theorem, two matrices $A, B \in M_n$ satisfy $\|A\|_k \leq \|B\|_k$ for $k = 1, \ldots, n$ if and only if $\|A\| \leq \|B\|$ for all unitarily invariant norms $\|\cdot\|$. In view of this example, we have the following result.

**Proposition 3.3.** Suppose $A_0, A_1, \ldots, A_N \in M_n$ satisfy (3.1). Then for all unitarily invariant norms,

$$2\|A_i\| \leq \sum_{j=0}^N \|A_j\|, \quad i = 0, 1, \ldots, N,$$

and equivalently, for $k = 1, \ldots, n$,

$$\frac{\|A_i\|_k \leq \sum_{j=0}^N \|A_j\|_k, \quad i = 0, 1, \ldots, N.}{(3.2)}$$

Moreover, if there is $k$ such that equality (3.2) holds, then (3.1) holds if and only if $A_j$ is unitarily similar to $B_j \oplus C_j$ with $B_j \in M_k$ for $j = 0, \ldots, N$ such that

$$\min \left\{ \left\| B_0 - \sum_{j=1}^N U_j B_j V_j \right\| : U_1, \ldots, U_N, V_1, \ldots, V_N \in M_k \right\} = 0.$$
and
\[
\min \left\{ \left\| C_0 - \sum_{j=1}^{N} X_j C_j Y_j \right\| : X_1, \ldots, X_N, Y_1, \ldots, Y_N \in M_{n-k} \text{ are unitary} \right\} = 0.
\]

It would be nice if one can get (3.1) by checking the relatively easy condition (3.2). Unfortunately, the following example shows that it is not true.

**Example 4.** Let \( A_0 = \text{diag} (14, 2), A_1 = \text{diag} (8, 0), A_2 = \text{diag} (7, 4) \). Then (3.2) is satisfied for all \( k \geq 1 \) but by the result in [25],
\[
\text{diag} (U_1 A_1 V_1 + U_2 A_2 V_2) \neq (14, 2)
\]
for all unitaries \( U_i, V_j \).

### 3.1. Deriving gradient flows on unitary equivalence orbits.

For minimizing \( ||UAV - C||_2^2 \) one has to maximize
\[
F(U, V) := \text{Re} \text{ tr} \{UAVC^*\} = \frac{1}{2} \text{tr} \{UAVC^* + (UAVC^*)^*\}.
\]

By the same arguments as before, from its Fréchet differential
\[
D_U F(U, V)(\Omega U) = \frac{1}{2} \text{tr} \{(\Omega U)AVC^* - CV^* A^* U^* (\Omega U) U^* \}
\]
\[
= \frac{1}{2} \text{tr} \{(AVC^* - U^* CV^*A^*) (\Omega U) \}
\]
one obtains the gradient—where henceforth we keep writing \((\cdot)_s\) for the skew-Hermitian part
\[
\text{grad}_U F(U, V) = \frac{1}{2} (AVC^* - U^* CV^* A^* U^*)^* = - (UAVC^*)_s U.
\]

An analogous result follows for \( \text{grad}_V F(U, V) \). Taking again the respective Riemannian exponentials leads to the recursive scheme
\[
U_{k+1} = \exp \{ -\alpha_k(U_kAV_kC^*)_s \} U_k
\]
\[
V_{k+1} = \exp \{ -\beta_k(V_kC^*U_kA)_s \} V_k,
\]
which also can be used, e.g., for a singular-value decomposition of \( A \) by choosing \( C \) real diagonal.

Likewise, minimizing \( ||UAV + XBY - C||_2^2 \) by maximizing the trace expression
\[
\text{Re} \text{ tr} \{UAV(C - XBY) + XBY C^*\}
\]
translates into the same flows when substituting \( C \mapsto (C - X_k BY_k) \) with analogous recursions for \( X_{k+1} \) and \( Y_{k+1} \). Along these lines, it is straightforward to address the general task
\[
(3.3)
\]
\[
\min \left\{ \left\| \sum_{j=1}^{N} U_jA_jV_j - A_0 \right\| : U_1, \ldots, U_N \in U(n) \text{ and } V_1, \ldots, V_N \in U(m) \text{ unitary} \right\}
\]
with rectangular matrices \( A_0, \ldots, A_N \) by a system of \( 2N \) coupled gradient flows \((j = 1, 2, \ldots, N)\),
\[
(3.4)
U_{k+1}^{(j)} = \exp \left\{ -\alpha_k^{(j)}(U_k^{(j)} A_j V_k^{(j)} A_{0jk}^*)_s \right\} U_k^{(j)},
\]
\[
(3.5)
V_{k+1}^{(j)} = \exp \left\{ -\beta_k^{(j)}(V_k^{(j)} A_{0jk}^* U_k^{(j)} A_j)_s \right\} V_k^{(j)},
\]
where we use the shorthand \( A_{0jk} := A_0 - \sum_{\nu \in j}^N U_k^{(\nu)} A_\nu V_k^{(\nu)} \).

Clearly, the set of unitaries \( \{U_j\} \cup \{V_j\} \) achieving a global minimum is not unique. Without loss of generality, assume that for \( j = 0, 1, 2, \ldots, N \), the \( A_j \in \mathbb{C}^{n \times m} \).
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(\text{chosen with } n \leq m) \text{ are initially given each in their singular-value decomposition} \\
\Sigma_j = [\Lambda_j |_{\mathbb{C}_{n,\{m-n\}}}] \in \mathbb{R}^{n \times m} \text{ (where the diagonal } \Lambda_j \text{ consists of the ordered singular values of the respective } A_j). \text{ With the shorthand notation} \quad U := (U_1, U_2, \ldots, U_N) \quad \text{(V analogously) the minimum in} \quad \mathbb{R}^{n \times m} \text{ is degenerate and takes the form}\footnote{With slight abuse of language, here } F_{\min}(U, V) = F(\tilde{U}, \tilde{V}) = \left\| \sum_{j=1}^{N} \tilde{U}_j \Sigma_j \tilde{V}_j - \Sigma_0 \right\| = \left\| \sum_{j=1}^{N} \tilde{A}_j - \Sigma_0 \right\|.

The \{\tilde{U}_j\} \text{ are only determined up to their respective right diagonal factors reading} \\
\tilde{D}_j := \text{diag} (e^{i\phi_j^{(1)}}, e^{i\phi_j^{(2)}}, \ldots, e^{i\phi_j^{(\ell)}}) \text{ with free independent } \phi_j^{(\ell)} \in [0, 2\pi) \text{ for all the} \\
j = 1, 2, \ldots, N \text{ and } \ell = 1, 2, \ldots, n \text{ such that} \tilde{U}_j \tilde{D}_j \Sigma_j \tilde{V}_j' = \tilde{A}_j. \text{ Given } \tilde{D}_j, \text{ the } \tilde{V}_j' \text{ are also not unique unless rank } A_j = n = m, \text{ in which case} \tilde{V}_j' = \Sigma_j^{-1} \tilde{D}_j \tilde{U}_j^* A_j. \text{ As usual, further degrees of freedom emerge for degenerate singular values or for singular values being zero (see, e.g., Lem. 7.3.1 and Thm. 7.3.5 in [18]).}

Another symmetry arises if there exist nontrivial pairs of unitaries (U_s, V_s) \in U(n) \times U(m) \text{ stabilizing } A_0 \text{ in the sense that} U_s A_0 V_s = A_0. \text{ Then the} \{U_s\} \text{ and} \{V_s\} \text{ form subgroups} \quad U_s \subseteq U(n) \text{ and } V_s \subseteq U(m). \text{ By unitary invariance of the} \\
\text{Frobenius norm, the union of joint left and right cosets}\quad U_s \{\tilde{U}_j\} \cup \{\tilde{V}_j\} V_s \text{ give the same minimum as} \quad \{\tilde{U}_j\} \cup \{\tilde{V}_j\} \quad \text{because for all} \quad U_s \in U_s \text{ and } V_s \in V_s,

F_{\min}(U, V) = \left\| \sum_{j=1}^{N} \tilde{U}_j A_j \tilde{V}_j - A_0 \right\| = \left\| U_s \left( \sum_{j=1}^{N} \tilde{U}_j A_j \tilde{V}_j \right) V_s - A_0 \right\|,

\text{where again the} \quad V_s \text{ are uniquely determined by the} \quad U_s \text{ only if rank } A_0 = n = m. \text{ An analogous argument covers stabilizing orbits of the total sum (as well as potential invariances of partial sums with } j \text{ ranging over proper subsets of} \{1, 2, \ldots, N\}).

\text{These degeneracies of the minimum} \quad F_{\min}(U, V) \quad \text{with respect to continuous degrees of freedom in the critical}\quad \{\tilde{U}_j\} \cup \{\tilde{V}_j\} \quad \text{may contribute to the favorable convergence properties of our gradient-flow algorithms: envisaged as a landscape,} \quad F(U, V) \quad \text{shows critical valleys rather than isolated minima.}

3.2. Numerical examples. Using the flows from Section 3.1 here we study

\text{min} \left\{ \left\| \sum_{j=1}^{N} U_j A_j V_j - A_0 \right\| : U_1, \ldots, U_N \in U(n) \land V_1, \ldots, V_N \in U(m) \text{ unitary} \right\}

\text{for rectangular matrices} \quad A_0, \ldots, A_N.\footnote{With slight abuse of language, here } F(U, V) := \left\| \sum_{j=1}^{N} U_j A_j V_j - A_0 \right\|, \text{ which equals previous definitions up to a constant.}
Figure 2. Coupled flows minimizing $\|\sum_{j=1}^{N} U_j A_j V_j - A_0^{(N)}\|_2^2$ with (a) $N = 2$ and (b) $N = 10$ for Example 5. The $A_j \in \mathbb{C}^{10 \times 15}$ are rectangular so that $U_j \in \mathbb{C}^{10 \times 10}$ and $V_j \in \mathbb{C}^{15 \times 15}$.

Figure 2 shows how the coupled gradient flow minimizes $\|\sum_{j=1}^{N} U_j A_j V_j - A_0^{(N)}\|_2^2$ by driving it practically to zero. Again the combined flow on $N = 10$ unitary pairs (Figure 2(b)) converges faster than the one for $N = 2$ unitary pairs given in Figure 2(a).

3.2.1. Observation Concerning Sums of Unitary Equivalence Orbits. Let $A_j$ $(j = 0, 1, 2, \ldots, N)$ denote a series of complex $n \times m$ matrices each with random entries of the following types:

(a') real and imaginary parts of all the $a_{ik}^{(j)}$ are independently distributed by the standard normal Gaussian distribution with zero mean and variance unity (in MATLAB: randn(n,m));

(a) same as (a'), but with final normalization to $\|A_j\|_2 = 1$.

(b') real and imaginary parts of all the $a_{ik}^{(j)}$ are independently uniformly distributed in the intervals $[0, 1]$ (in MATLAB: rand(n,m));

(b) same as (b'), but with final normalization to $\|A_j\|_2 = 1$.

Let $\mathcal{O}_{UV}(X) := \{UXV : U, V$ independent unitary$\}$ denote the unitary equivalence orbit of $X$. For each of the above four instances of randomization the following observation holds: $A_0$ is typically distant from a single equivalence orbit of another random matrix $A_1$ of the same type since generically $A_0$ and $A_1$ clearly do not share the same singular values. However, in all of the four instances of randomization, such an $A_0$ is typically an element of the sum of two or more unitary equivalence
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Figure 3. Typically, as illustrated in Example 6 a complex matrix $A_0 \in \mathbb{C}^{10 \times 10}$ taken randomly as in the schemes (a) and (b) in 3.2.1 is distant from a single ($N = 1$) equivalence orbit of another random matrix $UA_1V$ (upper traces), yet it is an element of the sum of $N = 2, 3, 4, 5, 10$ equivalence orbits of several independent random matrices as in the lower traces $\| \sum_{j=1}^{N} U_j A_j V_j - A_0 \|^2 \to 0$.

orbits of independent random matrices of the same kind, so

$$\sum_{j=1}^{N} O_{U_j V_j} (A_j)$$

$$A_0 \not\in O_{U_1 V_1} (A_1) \text{ while } A_0 \in \sum_{j=1}^{N} O_{U_j V_j} (A_j) \text{ for } N \geq 2.$$  

Interestingly, the findings hold independent of the dimensions and include rectangular matrices as well as square matrices. This is illustrated in Figure 3 for the above randomization scenarios (a) and (b) by numerical examples with $10 \times 10$ complex matrices thus underscoring Proposition 3.2.

Example 6. For complex matrices $A_j \in \mathbb{C}^{10 \times 10}$ with the real and imaginary parts of each element taken randomly from (a) the standard normal distribution with zero mean, variance unity and normalized to $\| A_j \|^2 = 1$ or taken randomly from (b) a uniform distribution over the intervals $[0, 1]$ and again normalized one finds: such a random $A_0$ is typically an element of the sum of $N = 2, 3, 4, 5, 10$ equivalence orbits $\sum_{j=1}^{N} U_j A_j V_j$, while it is typically not an element of a single ($N = 1$) such equivalence orbit. This is shown in Figure 3 (a) and (b); qualitatively analogous results are obtained without the normalization $\| A_j \|^2 = 1$ thus corresponding to the scenarios (a’) and (b’) in 3.2.1 (not shown).

In contrast, preliminary results indicate that the situation is more subtle for the respective Hermitian parts of such types of random matrices $H(A_j) := \frac{1}{2}(A_j + A_j^*)$.

$$\| \sum_{j=1}^{N} O_{U_j V_j} (A_j) \|$$

\footnote{Note that as mentioned earlier in the context of Proposition 3.2, it is easy to construct sets of matrices violating \textsuperscript{446}, however these sets are not typical with respect to the random distributions discussed here.}
and their relation to the \textit{unitary similarity orbits} \( \mathcal{O}_{U_j}(H(A_j)) := \{ U_j H(A_j) U_j^*: U_j \text{ unitary} \} \). Explorative findings, again for \( A_j \in \mathbb{C}^{10 \times 10} \), suggest that typically

\begin{equation}
H(A_0) \not\in \sum_{j=1}^N \mathcal{O}_{U_j}(H(A_j)),
\end{equation}

unless the real and imaginary parts of the matrix elements in \( A_j \) are again taken randomly from either a uniform distribution over the interval \([0,1]\) or the standard normal distribution, where in either case the following normalization conditions have to be fulfilled as well: normalize to \( \text{tr} A_0 = 1 \) as well as to \( \text{tr} A_j = 1/N \) for all the \( j = 1,2,\ldots,N \). Also, the number of similarity orbits in the sum has to be sufficiently large (here \( N \simeq 10 \)) in order to violate (3.7) in more than 30% of the instances. For the context of completely positive maps (a.k.a. quantum channels) \([6, 20]\), the above normalizations remotely resemble a density operator (here \( A_0 \)) and, more loosely, a quantum map with Kraus rank \( N \) (here \( \sum_{j=1}^N \mathcal{O}_{U_j}(H(A_j)) \) with identical \( A_j \) for all \( j = 1,2,\ldots,N \)). Thus these preliminary findings will be further pursued elsewhere. (Note that in quantum physics for \( \rho \) to be a density operator, \( \rho \) also has to be positive semidefinite beyond fulfilling \( \text{tr} \rho = 1 \).)

\section{4. \textit{Unitary} \( t \)-\textit{congruence}}

In this section, we consider

\[ \min \left\{ \| \sum_{j=1}^N U_j A_j U_j^t - A_0 \| : U_1,\ldots,U_N \in U(n) \text{ unitary} \right\} \]

for given matrices \( A_0, A_1,\ldots,A_N \). Sometimes, we can focus on special classes of matrices such as symmetric matrices or skew-symmetric matrices. For symmetric matrices or skew-symmetric matrices, the minimization problem

\[ \min \left\{ \| U A U^t - A_0 \| : U \text{ unitary} \right\} \]

has an analytic solution; see Ref. [28]. The problem is entirely open even if \( N = 2 \). Therefore, a computer algorithm will be most helpful in the theoretical development. One may also consider whether we can have \( U A U^t + V B V^t = C \) for a symmetric \( A \) and a skew-symmetric \( B \). In other words, we want to know whether one can write \( C \) as the sum of symmetric and skew-symmetric matrices with prescribed singular values. Of course, the problem for general matrices \( A, B \) and \( C \) is even more challenging, and that is what we pursue by the numerical methods developed in the next paragraph.

\subsection{4.1. \textit{Gradient flows on unitary} \( t \)-\textit{congruence orbits}}

Again, the minimization task

\begin{equation}
\min_{U,V \in U(n)} \| U A U^t + V B V^t - C \|^2_2,
\end{equation}

translates via

\[ \| U A U^t + V B V^t - C \|^2_2 = \|A\|^2_2 + \|B\|^2_2 + \|C\|^2_2 - 2 \text{ Re tr} \left\{ C^* (U A U^t + V B V^t) - U A U^t \tilde{V} B^* V^* \right\} \]

into maximizing the function

\begin{equation}
F(U,V) := \text{Re} \ f(U,V) := \text{Re tr} \left\{ (U A U^t + V B V^t) C^* - U A U^t \tilde{V} B^* V^* \right\},
\end{equation}
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where the differential reads (by virtue of the shorthand $\tilde{C} := C^* - \tilde{V}B^*V^*$)

$$D_U f(U, V)(\Omega U) = \text{tr} \left\{ \left( (\Omega U)AU^t + U\text{A}(\Omega U)^t \right) (C^* - \tilde{V}B^*V^*) \right\}$$

$$= \text{tr} \left\{ (\Omega U)AU^t \tilde{C} \right\} + \text{tr} \left\{ (UA(\Omega U)^t \tilde{C})^t \right\}$$

$$= \text{tr} \left\{ (AU^t \tilde{C} + A^tU^t \tilde{C}^t)(\Omega U) \right\}.$$ 

By identifying $D_U f(U, V) \cdot (\Omega U) = \langle \text{grad}_U f(U, V) | \Omega U \rangle = \text{tr} \{ \text{grad}_U f(U, V) \} \Omega U$ one finds

$$\text{grad}_U f(U, V) = (UAU^t \tilde{C} + U^tA^t \tilde{C}^t)^*U$$

so as to obtain for $F(U, V) := \text{Re} f(U, V)$,

$$\text{grad}_U F(U, V) = -(UAU^t \tilde{C} + U^tA^t \tilde{C}^t)_s U.$$ 

Again, taking the respective Riemannian exponentials $\exp_U (\text{grad}_U F(U, V))$ and $\exp_V (\text{grad}_V F(U, V))$ thus gives the slightly lengthy formula

$$U_{k+1} = \exp \left\{ -\alpha_k \left( U_kAU_k^t(C^* - \tilde{V}_kB^*V_k^*) + U_kA^tU_k^t(C^* - \tilde{V}_kB^*V_k^*)^t \right)_s \right\} U_k,$$

and an analogous equation for $V_{k+1}$ by substituting $V$ for $U$ and $B$ for $A$, as discretized solutions of the coupled gradient system

$$\dot{U} = \text{grad}_U F(U, V) \quad \text{and} \quad \dot{V} = \text{grad}_V F(U, V).$$

Likewise, for higher sums of $t$-congruence orbits one finds

$$\min \left\{ \left\| \sum_{j=1}^N U_jA_jU_j^t - A_0 \right\| : U_1, \ldots, U_N \in U(n) \text{ unitary} \right\}$$

to be solved by the system of flows ($j = 1, 2, \ldots, N$)

$$U_{k+1}^{(j)} = \exp \left\{ -\alpha_k^{(j)} \left( A_k^{(j)}A_k^{(j)*} + (A_k^{(j)}A_k^{(j)*})^t \right)_s \right\} U_k^{(j)},$$

where for short we set $A_k^{(j)} := U_k^{(j)}A_kU_k^{(j)*}$ and $A_{0jk} := A_0 - \sum_{v=1}^N A_{kv}^{(c)}$.

5. Outlook: Noncompact Groups

For orbits $S(A)$ of matrices $A$ under the action of noncompact groups, there are usually no good results for the supremum or the infimum of $\|X_0 - \sum_{j=1}^N X_j\|$ with $X_j \in S(A_j)$ for $j = 0, 1, \ldots, N$ and given matrices $A_0, \ldots, A_N$.

For example, for the invertible congruence orbit of $A \in M_n$,

$$S(A) = \left\{ S^*AS : S \in M_n \text{ is invertible} \right\},$$

we can let $S = r1$. Then

$$\|S^*A_0S - \sum_{j=1}^N S^*A_jS\|$$

converges to 0 or $\infty$ depending on $r \to 0$ or $r \to \infty$.

Similarly, the same problems occur for the equivalence orbit of $A \in M_n$:

$$S(A) = \left\{ SAT : S, T \in M_n \text{ are invertible} \right\}.$$

For the similarity orbits, we have the following.
Proposition 5.1. Suppose not all the matrices $A_0, \ldots, A_N$ are scalar. Then
\[
\sup \| A_0 - \sum_{j=1}^{N} S_j^{-1} A_j S_j \| = \infty.
\]

Proof. Suppose one of the matrices, say, $A_i$ is nonscalar. Then there is $S_j$ such that $S_j^{-1} A_i S_j$ is in lower triangular form with the $(2,1)$ entry equal to 1, and there are invertible matrices $S_j$ such that $S_j^{-1} A_j S_j$ is in upper triangular form for other $j$. Let $D_r = \text{diag}(r, 1, 1, \ldots, 1)$. Then the sequence
\[
(S_0 D_r)^{-1} A_0 (S_0 D_r) - \sum_{j=1}^{N} (S_j D_r)^{-1} A_j (S_j D_r)
\]
has unbounded $(2,1)$ entry as $r \to \infty$. The conclusion follows. \qed

Determining
\[
\inf \| A_0 - \sum_{j=1}^{N} S_j^{-1} A_j S_j \|
\]
is more challenging. Let us first consider two matrices $A, B \in M_n$. We have the following.

Proposition 5.2. Let $A, B \in M_n$. Then for any unitary similarity invariant norm $\| \cdot \|$,
\[
\| (\text{tr} A - \text{tr} B) \frac{1}{n} \mathbf{1} \| \leq \| S^{-1} A S - T^{-1} B T \|
\]
for any invertible $S$ and $T$.

Proof. Given two real vectors $x = (x_1, \ldots, x_n), y = (y_1, \ldots, y_n)$, we say that $x$ is weakly majorized by $y$, denoted by $x \preceq_w y$ if the sum of the $k$ largest entries of $x$ is not larger than that of $y$ for $k = 1, \ldots, n$. By the Ky Fan dominance theorem, if $X = \text{diag}(x_1, \ldots, x_n)$ and $Y = \text{diag}(y_1, \ldots, y_n)$ are nonnegative matrices such that $(x_1, \ldots, x_n) \preceq_w (y_1, \ldots, y_n)$, then $\| X \| \leq \| Y \|$ for any unitarily invariant norm $\| \cdot \|$.

Now, suppose $S^{-1} A S - T^{-1} B T$ has diagonal entries $d_1, \ldots, d_n$ and singular values $s_1, \ldots, s_n$. Then
\[
|\text{tr} A - \text{tr} B| = \left| \sum_{j=1}^{n} d_j \right| \leq \sum_{j=1}^{n} |d_j|.
\]
Thus,
\[
|\text{tr} A - \text{tr} B| (1, \ldots, 1) / n \preceq_w (|d_1|, \ldots, |d_n|) < (s_1, \ldots, s_n).
\]
It follows that
\[
\| (\text{tr} A - \text{tr} B) \frac{1}{n} \mathbf{1} \| \leq \| \text{diag} (|d_1|, \ldots, |d_n|) \|
\leq \| \text{diag} (s_1, \ldots, s_n) \| = \| S^{-1} A S - T^{-1} B T \|. \quad \Box
\]

Can we always find invertible $S$ and $T$ such that
\[
\| S^{-1} A S - T^{-1} B T \| = \| (\text{tr} A - \text{tr} B) \frac{1}{n} \mathbf{1} \| ?
\]
The answer is no, and we have the following.
**Proposition 5.3.** Let $\|\cdot\|$ be a unitarily invariant norm on $M_n$. Suppose $A \in M_n$ has eigenvalues $a_1, \ldots, a_n$, and $B = b1$. Then

$$\inf \left\{ \|S^{-1}AS - B\| : S \in M_n \text{ is invertible} \right\} = \|\operatorname{diag}(a_1 - b, \ldots, a_n - b)\|.$$

**Proof.** Suppose $S^{-1}AS - B$ has eigenvalues $a_1 - b, \ldots, a_n - b$, and singular values $s_1, \ldots, s_n$. Then the product of the $k$ largest entries of the vector $\{|a_1 - b|, \ldots, |a_n - b|\}$ is not larger than $(s_1, \ldots, s_n)$ for $k = 1, \ldots, n$. It follows that

$$\|\operatorname{diag}(a_1 - b, \ldots, a_n - b)\| \preceq (s_1, \ldots, s_n),$$

and hence

$$\|\operatorname{diag}(a_1 - b, \ldots, a_n - b)\| \leq \|\operatorname{diag}(s_1, \ldots, s_n)\| = \|S^{-1}AS - B\|.$$

Note that there is $S$ such that $S^{-1}(A-B)S$ is in upper triangular Jordan form with diagonal entries $a_1 - b, \ldots, a_n - b$. Let $D_r = \operatorname{diag}(1, r, \ldots, r^{n-1})$ for $r > 0$. Then $(SD_r)^{-1}(A-B)(SD_r) \rightarrow \operatorname{diag}(a_1 - b, \ldots, a_n - b)$ and $\|(SD_r)^{-1}(A-B)(SD_r)\| \rightarrow \|\operatorname{diag}(a_1 - b, \ldots, a_n - b)\|$ as $r \rightarrow 0$. Hence, the conclusion about the infimum.

From the above result and proof, we see that if $A$ has an eigenvalue $a$ with eigenspace of dimension $p$ and $B$ has an eigenvalue $b$ with eigenspace of dimension $q$ such that $p + q - n = r > 0$, then $S^{-1}AS - T^{-1}BT$ has an eigenvalue $a - b$ of multiplicity at least $r$. The question is whether we can write $A = a1_r \oplus A_1$ and $B = b1_s \oplus B_1$ and show that

$$\inf \|S^{-1}_1A_1S_1 - T^{-1}_1B_1T_1\| = \|(\operatorname{tr} A_1 - \operatorname{tr} B_1) \frac{1}{\pi} 1_{n-k}\|.$$

It is interesting to note that the following two quantities may be different:

1) $\inf \left\{ \|S^{-1}AS - T^{-1}BT\| : S \text{ is invertible} \right\}$.

2) $\inf \left\{ \|S^{-1}AS - B\| : S \text{ is invertible} \right\}$.

For example, suppose $A = \operatorname{diag}(2, -1, -1)$ and $B = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}$. Then there are invertible $S$ and $T$ such that

$$S^{-1}AS = \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix} \quad \text{and} \quad T^{-1}BT = \begin{pmatrix} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}.$$

So, $C = S^{-1}AS - T^{-1}BT$ is a rank two nilpotent. Thus for any $\varepsilon > 0$, there is an invertible $R_\varepsilon$ such that

$$R_\varepsilon^{-1}CR_\varepsilon = \begin{pmatrix} 0 & \varepsilon & 0 \\ 0 & 0 & \varepsilon \\ 0 & 0 & 0 \end{pmatrix}.$$ 

As a result,

$$\|R_\varepsilon^{-1}S^{-1}ASR_\varepsilon - R_\varepsilon^{-1}T^{-1}BTR_\varepsilon\| \rightarrow 0 \quad \text{as} \quad \varepsilon \rightarrow 0.$$

So, the quantity in (1) equals zero. On the other hand, for every invertible $S$, we have

$$\|(A - SBS^{-1})(Se_1)\| = \|A (Se_1)\| \geq \|Se_1\|.$$

Therefore, $\inf \|A - SBS^{-1}\| \geq 1$. So, we see that the quantities in (1) and (2) may be different.
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Table 1. Summary of least-squares approximations by matrix
orbits and related gradient flows

<table>
<thead>
<tr>
<th>type and objective</th>
<th>coupled gradient flows</th>
</tr>
</thead>
<tbody>
<tr>
<td>unitary similarity:</td>
<td>$\min_{U \in SU(n)} | \sum_{j=1}^{N} U_j A_j U_j^* - A_0 | \quad U_{k+1}^{(j)} = \exp \left{ -\alpha_k^{(j)} [A_k^{(j)}, A_{0jk}]_+ \right} U_k^{(j)}$</td>
</tr>
<tr>
<td></td>
<td>where $A_k^{(j)} := U_k^{(j)} A_j^* U_k^{(j)*}$ and $A_{0jk} := A_0 - \sum_{\nu \neq j} A_k^{(\nu)}$</td>
</tr>
<tr>
<td>unitary equivalence:</td>
<td>$\min_{U,V \in SU(n)} | \sum_{j=1}^{N} U_j A_j V_j - A_0 | \quad U_{k+1}^{(j)} = \exp \left{ -\alpha_k^{(j)} (U_k^{(j)} A_j V_k^{(j)*} A_{0jk})_+ \right} U_k^{(j)}$</td>
</tr>
<tr>
<td></td>
<td>$V_{k+1}^{(j)} = \exp \left{ -\beta_k^{(j)} (V_k^{(j)} A_{0jk} U_k^{(j)} A_j)_+ \right} V_k^{(j)}$</td>
</tr>
<tr>
<td></td>
<td>where $A_{0jk} := A_0 - \sum_{\nu \neq j} U_k^{(\nu)} A_\nu V_k^{(\nu)}$</td>
</tr>
<tr>
<td>unitary $t$-congruence:</td>
<td>$\min_{U \in SU(n)} | \sum_{j=1}^{N} U_j A_j U_j^T - A_0 | \quad U_{k+1}^{(j)} = \exp \left{ -\alpha_k^{(j)} (A_k^{(j)} A_{0jk} + (A_{0jk} A_k^{(j)})^T)_+ \right} U_k^{(j)}$</td>
</tr>
<tr>
<td></td>
<td>where $A_k^{(j)} := U_k^{(j)} A_j U_k^{(j)*}$ and $A_{0jk} := A_0 - \sum_{\nu \neq j} A_k^{(\nu)}$</td>
</tr>
</tbody>
</table>

In connection to the above discussion, it is interesting to study the following problem:
1. Determine
$$\inf \{ \| S^{-1} A S - T B T^{-1} \| : S, T \text{ are invertible} \}$$
and characterize the matrix pairs $(A, B)$.
2. Determine
$$\inf \{ \| S^{-1} A S - B \| : S \text{ is invertible} \}$$
and characterize the matrix pairs $(A, B)$ attaining the infimum if they exist.

6. Conclusions

We have treated the least-squares approximation problems by elements on the sum
of various matrix orbits including unitary similarity, equivalence and congruence. Special attention has been paid to sums of unitary similarity orbits of a
Hermitian $A$ and a skew-Hermitian $B$, where theoretical results have been obtained
and shown to be consistent with numerical findings. Furthermore, stimulated by
numerical experiments, new results on unitary equivalence orbits have been established.

A general framework based on the gradient flows on matrix orbits arising from
Lie group actions has been developed to study the proposed problems. The gradient
flows devised to this end extend the existing toolbox (see e.g. [2, 10, 32]) by referring
to sums of matrix orbits as summarized in Table 1. This general approach can be
used to treat many problems in theory and applications. For instance, flows on such
sums of unitary similarity orbits can also be envisaged as flows on unitaries taking
a block-diagonal form, and hence they relate to relative $C$ numerical ranges, where
the group action is restricted to a compact subgroup $K \subseteq SU(n)$ of the full unitary
group $[31]$. Needless to say, the flows presented in this work may be restricted
from sums of group orbits to sums of subgroup orbits by straightforward projection
techniques $[32]$, e.g., in order to address problems in quantum information or in
completely positive maps (quantum channels).

Finally, the first explorative results on matrix orbits under noncompact group
actions invite follow-up studies.

7. Further research

In order to avoid the search in our algorithms is terminating in local extrema,
one has to choose a sufficiently large set of random unitaries distributed according
to the Haar measure. Actually, one knows there are commutation properties at the
critical points. It would be nice to find a more efficient method to choose starting
points for the search, and prove theorems ensuring that the absolute minimum will
be reached from one of these starting points using our algorithms.

Our discussion is focused on orbits of matrices under actions of compact groups.
We can consider other orbits under actions of noncompact groups. To continue the
list from the introductory section, here are some examples for $S, T \in SL(n, \mathbb{C})$:

(e) the general similarity orbit of a square matrix $A$ is the set of matrices of the
form $SAS^{-1}$,

(f) the equivalence orbit of a rectangular matrix $A$ is the set of matrices of the
form $SAT$,

(g) the $*$-congruence orbit of a complex square matrix $A$ is the set of matrices
of the form $SAS^*$,

(h) the $t$-congruence orbit of a square matrix $A$ is the set of matrices of the form
$SAS^t$.

However, the fact that $GL(n, \mathbb{C})$ and $SL(n, \mathbb{C})$ are just locally compact entails that
in either case there is no bi-invariant Riemannian metric on the tangent spaces,
but only left- or right-invariant metrics. Hence, the Hilbert-Schmidt scalar product
$\langle B|A \rangle = \text{tr} \{B^*A\}$ has to be treated with care, in particular, since we are interested
in the complex domain. Moreover, while in compact Lie groups the exponential map
is surjective and geodesic $[1]$, in locally compact Lie groups, it is generically neither
surjective nor geodesic. It is for these reasons that devising gradient flows in locally
compact Lie groups is the subject of a follow-up study.
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