ON THE NUMBER OF ISOGENY CLASSES OF PAIRING-FRIENDLY ELLIPTIC CURVES AND STATISTICS OF MNT CURVES
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Abstract. We give an upper bound on the number of finite fields over which elliptic curves of cryptographic interest with a given embedding degree and small complex multiplication discriminant may exist, and present some heuristic arguments which indicate that this bound is tight. We also refine some heuristic arguments on the total number of so-called MNT curves with prime cardinalities which have been recently presented by various authors.

1. Introduction

1.1. Motivation. Following the pioneering works \cite{6, 7, 15, 16, 25, 26}, a diverse scope of cryptographic applications of the Tate, Weil, and other pairings has been discovered (see \cite{1, 5, 10} and references therein). For a background on elliptic curves, see \cite{4, 27}.

In this context, the notion of embedding degree plays the central role. Recall that an elliptic curve \( E \) over the finite field \( \mathbb{F}_q \) of \( q \) elements has embedding degree \( k \) with respect to the subgroup \( G \) of the group \( E(\mathbb{F}_q) \) of \( \mathbb{F}_q \)-rational points on \( E \), if \( \#G \mid q^k - 1 \), and \( k \) is the smallest positive integer with this property. Typically, only subgroups \( G \) of prime order \( \ell \) of \( E(\mathbb{F}_q) \) are of interest.

The above applications have naturally led to two mutually complementing problems:

- Estimating the probability that a “random” elliptic curve (in some sense) has a small embedding degree with respect to a subgroup \( G \) of \( E(\mathbb{F}_q) \) of large prime order \( \ell \).
- Finding explicit constructions of elliptic curves having a small embedding degree with respect to some subgroup \( G \) of \( E(\mathbb{F}_q) \) of large prime order \( \ell \).

The first problem has been tackled in \cite{2, 8, 20, 21}. The results of these papers show that a “random” curve (for different types of randomization) tends to have a very large embedding degree with respect to large prime order subgroups of \( E(\mathbb{F}_q) \). In particular, this means that the so-called MOV attack of \cite{25} is not likely to succeed on a “random” curve. On the other hand, this also means that “random” curves are useless for the purposes of pairing-based cryptography, thus making the second problem even more important.
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It is also well known that supersingular curves over a finite field of characteristic $p$ satisfy the above condition with respect to the full group $G = E(\mathbb{F}_q)$ of points over $\mathbb{F}_q$ with a value of $k$ satisfying

$$k \leq \begin{cases} 4, & \text{if } p = 2, \\ 6, & \text{if } p = 3, \\ 2, & \text{if } p \geq 5 \end{cases}$$

(see [1, Proposition 6.20]). This certainly limits the range of their possible applications, as sometimes larger values of $k$ (such as $k = 12$) are necessary to provide the desired level of security. Besides, since there seems to be a widespread belief, not yet substantiated by any theoretic results or heuristic predictions, that supersingular curves may have some cryptographic weaknesses, it seems important to find ordinary curves with small embedding degrees. Motivated by this observation, many ingenious constructions of “pairing-friendly” ordinary curves have been proposed. An exhaustive survey can be found in [10], as well as in the more recent papers [17, 18, 29]. Despite multiple efforts of many researchers, only a few rather thin families of such curves are known and even these have only been heuristically analyzed.

In this paper, we continue the counting approach of [22, 23] to “pairing-friendly” curves, and show that, unfortunately, the appropriate curves are very scarce, providing in this way some partial explanation as to why all known constructions output only very sparse sequences of curves. We also present some heuristic predictions which indicate that in some cases our bound should be tight.

Furthermore, we examine and clarify the heuristic, given in [22], on the so-called MNT curves introduced by A. Miyaji, M. Nakabayashi and S. Takano [24]; see also [1, 5]. In [22], two of the current authors gave some heuristic arguments suggesting the upper bound $O(z/(\log z)^2)$ on the number of MNT curves of prime cardinality having CM discriminant at most $z$. Furthermore, it is suggested in the same paper that even the upper bound $z^{o(1)}$ on the number of such curves may hold as $z \to \infty$. However, in the recent paper [18] it has been shown that this number is very likely to be at least $0.49\sqrt{z}/(\log z)^2$. Here, we revisit the heuristic arguments from [18] and obtain a stronger lower bound (in particular, with only one log $z$ in the denominator), which seems to be in better agreement with the numerical results presented in [18].

We remark that although the cryptographic significance of MNT curves has decreased as new constructions have been discovered, we believe that our technique is of independent value and for example can be used to analyse these more practically important constructions of pairing-friendly curves.

1.2. Notation. We fix some notation. For a positive integer $k$ we put

$$\Phi_k(X) = \prod_{j=1 \atop \gcd(j,k)=1}^k (X - \exp(2\pi i j/k)) \in \mathbb{Z}[X]$$

for the $k$th cyclotomic polynomial. Here, we write $i = \sqrt{-1}$. We recall that by the well-known formula

$$X^k - 1 = \prod_{m|k} \Phi_m(X),$$
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it follows easily that if for a prime \( \ell \) we have \( \ell \mid q^k - 1 \) but \( \ell \nmid q^m - 1 \) for all positive integers \( m < k \), then \( \ell \mid \Phi_k(q) \).

The known constructions of ordinary curves with small embedding degree mentioned in the Introduction typically work in two steps:

**Step 1:** Find a prime \( \ell \), integers \( k \geq 2 \) and \( t \), and a prime power \( q \) such that

\[
|t| \leq 2q^{1/2}, \quad \gcd(t, q) = 1, \quad t \neq 1, 2, \quad \ell \mid q + 1 - t, \\
\ell \mid q^k - 1, \quad \ell \nmid q^m - 1, \quad m < k.
\]

**Step 2:** Find an elliptic curve \( E \) over \( \mathbb{F}_q \) in the isogeny class defined by the pair \((q, t)\); that is, having \( \#E(\mathbb{F}_q) = q + 1 - t \).

In particular,

\[ \ell \mid \Phi_k(q). \]

Note that the condition \( \ell \mid q^k - 1 \) and \( \ell \nmid q^m - 1 \), for all positive integers \( m < k \) implies that \( k \) is the multiplicative order of \( q \) modulo \( \ell \) and thus \( \ell \equiv 1 \pmod{k} \).

In the above construction, \( k \) should be reasonably small, while the ratio \( \log \ell / \log q \) should be as large as possible, preferably close to 1. Unfortunately, Step 2 above is feasible only if \( t^2 - 4q \) has a very small squarefree part; that is, if

\[
t^2 - 4q = -r^2s,
\]

with some integers \( r \) and \( s \), where \( s \) is a small squarefree positive integer (see [1, Section 18.1]). In this case, either \(-s\) or \(-4s\) is the fundamental discriminant of the complex multiplication field, or the CM discriminant of the corresponding elliptic curve, according to the residue class of \( s \) modulo 4.

Throughout the rest of the paper we use the Landau symbols \( O \) and \( o \) and the Vinogradov symbols \( \gg \) and \( \ll \) with their usual meaning. The implied constants in these symbols are absolute. We recall that the assertions \( U = O(V) \) and \( U \ll V \) are both equivalent to the inequality \( |U| \leq cV \) with some constant \( c > 0 \), while \( U = o(V) \) means that \( U/V \to 0 \).

### 2. Statistics of pairing-friendly curves

#### 2.1. Previous results.** In [22, 23], for positive real numbers \( x, y \) and \( z \), the function \( Q_k(x, y, z) \) is defined as being the number of prime powers \( q \leq x \) for which there exist a prime \( \ell \geq y \) and an integer \( t \) satisfying the conditions (1) and (2) with some squarefree positive integer \( s \leq z \). Improving upon the estimates obtained in [22], it has been shown in [23] that for any fixed integer \( k \geq 2 \) and any positive real numbers \( x \), \( y \) and \( z \), the bound

\[
Q_k(x, y, z) \ll \varphi(k)x^{3/2}y^{-1}z^{1/2} \frac{\log x}{\log \log x}
\]

holds. In particular, in the case when \( x, y \) and \( z \) tend to infinity in such a way that \( y = x^{1+o(1)} \) and \( z = x^{o(1)} \), which is the instance of main practical interest, we see from the above estimate [3] that there are at most \( x^{1/2+o(1)} \) fields of cardinality \( q \) for which one may find such a curve that is much smaller than the total number \((1+o(1))x/\log x\) of all such fields.
2.2. Upper bounds on the number of pairing-friendly curves. Here, we introduce a new ingredient to the approaches of [22, 23] and instead estimate a different function \( I_k(x, y, z) \) which is defined as the number of pairings \((q, t)\) of prime powers \(q \leq x\) and integers \(t\) such that the conditions (11) and (2) are satisfied with some prime \(\ell \geq y\) and some squarefree positive integer \(s \leq z\). Thus, \( I_k(x, y, z) \) is just the total number of isogeny classes of the corresponding elliptic curves. Our result here is the following:

**Theorem 1.** For any integer \(k \geq 2\) and positive real numbers \(x, y,\) and \(z\), the following bound holds:

\[
I_k(x, y, z) \ll \varphi(k) \left(xy^{-1} + x^{1/2}\right) z^{1/2} \frac{\log x}{\log \log x}.
\]

**Proof.** Since \(\ell \mid q + 1 - t\) and \(\ell \mid \Phi_k(q)\), we have

(4) \hspace{1cm} \ell \mid \Phi_k(t - 1).

Using (11), we see that \(\ell m = q + 1 - t\) holds with some integer \(m\), which together with (2) implies that

\[
(t - 2)^2 + r^2 s = 4\ell m.
\]

Hence,

(5) \hspace{1cm} \ell \mid (t - 2)^2 + r^2 s.

Comparing (4) and (5), we conclude that \(\ell\) divides the resultant \(R_k(r^2 s)\) of the polynomials \(\Phi_k(X)\) and \((X - 1)^2 + r^2 s\); that is,

(6) \hspace{1cm} \ell \mid R_k(r^2 s) = \text{Res} \left(\Phi_k(X), (X - 1)^2 + r^2 s\right).

Since \(\Phi_k(X)\) is an irreducible polynomial of degree \(\varphi(k)\), where \(\varphi(k)\) is the Euler function, we see that \(R_k(r^2 s)\) does not vanish if \(k \neq 1, 2, 3, 4, 6\), because \(\Phi_k(X)\) is irreducible of degree \(\varphi(k) \geq 3\) for \(k \neq 1, 2, 3, 4, 6\). For \(k = 2\), we have \(\Phi_k(X) = X + 1\), and it is obvious that \(-1\) is not a root of \((X - 1)^2 + r^2 s\) for \(s \geq 1\). For \(k = 3, 4, 6\), we have that \(\varphi(k) = 2\). Thus, \(R_k(r^2 s) = 0\) implies that \(\Phi_k(X) = (X - 1)^2 + r^2 s\), which is impossible (it is enough to substitute \(X = 0\) to see this). Hence, we have shown that in all cases \(R_k(r^2 s) \neq 0\).

Let \(\omega(n)\) denote the number of prime divisors of an integer \(n\). Using the trivial inequality \(\omega(n)! \leq n\) and the Stirling formula, we derive that

\[
\omega(n) \ll \frac{\log n}{\log \log(n + 2)}.
\]

We now see from (6) that if the product \(r^2 s\) is fixed, then \(\ell\) can take at most

(7) \hspace{1cm} \omega(|R_k(r^2 s)|) \ll \frac{\log |R_k(r^2 s)|}{\log \log |R_k(r^2 s)|} \ll \frac{\varphi(k) \log(r^2 s)}{\log \log(r^2 s)} \ll \varphi(k) \frac{\log x}{\log \log x}

possible values provided that \(x\) is large enough.

We see from (2) that \(r^2 s \leq 4x\) if \(q \leq x\). Thus, the total number of such products can be bounded by

(8) \hspace{1cm} \sum_{s \leq z} \sum_{s \text{ squarefree}} 1 = \left(\frac{24}{\pi^2} + o(1)\right) \sqrt{xz}.
The above estimate has been derived in [23, Section 3] by partial summation from the well-known fact that there are \((6/\pi^2 + o(1))z\) positive squarefree integers \(s \leq z\) as \(z \to \infty\) (see [33] Theorem 334).

When the positive integers \(i^2s\) and \(\ell\) satisfying (6) are fixed, we see from the divisibility condition (5) that \(t\) belongs to at most two residue classes modulo \(\ell\). Since \(|t| \leq 2x^{1/2}\), it follows that \(t\) may take at most

\[
2 \left(\frac{4x^{1/2} + 1}{\ell} + 1\right) \ll x^{1/2}/y + 1
\]

values. When all three numbers \(\ell\), \(i^2s\) and \(t\) are fixed, the value of \(q\) is uniquely defined from equation (2). Combining (7), (8) and (9), we conclude the proof. \(\square\)

Assume that \(y \geq x^{1/2+o(1)}\) and \(z = x^{o(1)}\) which is the most interesting case from the cryptographic point of view. Then Theorem 1 implies that

\[
I_k(x, y, z) \leq x^{1/2+o(1)}
\]

which can be compared with the total number \(x^{3/2+o(1)}\) of all possible isogeny classes (that is, of pairs \((q, t)\)) of elliptic curves over finite fields of cardinality \(q \leq x\).

Since we also have the trivial inequality

\[
Q_k(x, y, z) \leq I_k(x, y, z),
\]

we see that Theorem 1 gives a substantial improvement upon the inequality (3) (except for the case of \(y = x^{1+o(1)}\) when it is of the same strength). We record this as follows:

**Corollary 2.** For any integer \(k \geq 2\) and positive real numbers \(x\), \(y\) and \(z\), the following bound holds:

\[
Q_k(x, y, z) \ll \varphi(k) \left( x^{y^{-1} + x^{1/2}} \right) z^{1/2} \frac{\log x}{\log \log x}.
\]

**2.3. Some heuristic arguments.** In [11], heuristic predictions are given suggesting that for a fixed integer \(k\) and \(x \to \infty\), there are \(x^{1/2+o(1)}\) prime powers \(q \leq x\) for which there is an ordinary elliptic curve \(E\) over \(\mathbb{F}_q\) satisfying \(#E(\mathbb{F}_q) | \Phi_k(q)\). These heuristic predictions apply to all curves without any restriction on either the arithmetic structure of \(#E(\mathbb{F}_q)\), or on the size of the discriminant of the field of complex multiplication. Here, we provide somewhat different heuristic arguments which take these two conditions into account and suggest that the bound of Theorem 1 is of correct order of magnitude in a wide range of \(y\) and \(z\) versus \(x\).

We start with the shape of the prime divisors \(\ell\) of the resultant

\[
R_k(u) = \text{Res} \left( \Phi_k(X), (X - 1)^2 + u \right).
\]

**Lemma 3.** Assume that \(k \geq 1\) and \(u\) are integers and \(\ell\) is a prime with \(\ell | R_k(u)\) and such that \(-u\) is a quadratic residue modulo \(\ell\). Then either \(\ell | k\) or \(\ell \equiv 1 \pmod{k}\).

**Proof.** Since \(-u\) is a quadratic residue modulo \(\ell\), there is an integer solution \(t\) to the congruence

\[
(t - 2)^2 + u \equiv 0 \pmod{\ell}.
\]
Since $\ell \mid R_k(u)$, we can also assume that $t$ is chosen in such a way that
\begin{equation}
\Phi_k(t - 1) \equiv 0 \pmod{\ell}.
\end{equation}

Let $\mathbb{K} = \mathbb{Q}[\ell, \sqrt{s}]$, where $s$ is the squarefree part of $u$. Since $-u$ is a quadratic residue modulo $\ell$, so is $-s$. Therefore, $\ell$ is either ramified or splits in $\mathbb{K}$.

If $\ell$ is ramified in $\mathbb{K}$, then $\ell \mid s$. Therefore, $\ell \mid t - 2$ (see (11)). Thus, from (11), we obtain that $\ell \mid \Phi_k(1)$. However, it is well known that $\Phi_k(1) = 1$ unless $k$ is a power of a prime $\ell$, in which case $\Phi_k(1) = \ell$.

When $\ell$ splits in $\mathbb{K}$ we denote by
\[ R_k(u) = \Phi_k(\alpha)\Phi_k(\beta) = N_{\mathbb{K}/\mathbb{Q}}(\Phi_k(\alpha)), \]
where $N_{\mathbb{K}/\mathbb{Q}}(\tau)$ is the norm of $\tau \in \mathbb{K}$ in $\mathbb{Q}$.

We have
\[ \lambda \mid \Phi_k(\alpha) \]
for some prime ideal $\lambda$ dividing $\ell$ in the ring of algebraic integers $\mathcal{O}_\mathbb{K}$ of $\mathbb{K}$. Hence, $\alpha^k \equiv 1 \pmod{\lambda}$. Let $m$ be the order of $\alpha$ modulo $\lambda$. Clearly,
\[ m \mid k. \]

If $m = k$, then $k$ divides the order of $\alpha$ in $\mathcal{O}_\mathbb{K}/\lambda$, which is the field $\mathbb{F}_\ell$ of $\ell$ elements. Hence, $k \mid \ell - 1$, leading to $\ell \equiv 1 \pmod{k}$.

If $m < k$, then $k = mk_0$, with some integer $k_0 > 1$ and $\lambda$ divides both $\alpha^m - 1$ and
\[ (\alpha^m)^{k_0 - 1} + \cdots + 1 = \frac{\alpha^k - 1}{\alpha^m - 1} = \prod_{d \mid m} \Phi_d(\alpha), \]
(since it divides $\Phi_k(\alpha)$). Reducing the above relation modulo $\lambda$, we obtain
\[ k_0 \equiv \prod_{d \mid m} \Phi_d(\alpha) \equiv 0 \pmod{\lambda}. \]

Therefore, $\ell \mid k_0 \mid k$, which completes the proof.

Thus, we see from (11) and Lemma $3$ that the prime factors $\ell$ of $R_k(\tau^2 s)$ are either divisors of $k$ or are congruent to $1$ modulo $k$.

Next, we recall that from well-known results concerning the distribution of divisors of a “random” integer in intervals (see $9, 12$, for example), for any two fixed real numbers $0 < \alpha < \beta < 1$, there is a number $\eta > 0$ depending on $\alpha$ and $\beta$, such that for a sufficiently large positive number $U$ there are at least $\eta U$ positive integers $n \leq U$ which have a prime divisor $\ell \in [U^\alpha, U^\beta]$.

However, we model the values $|R_k(\tau^2 s)|$ not as “typical” integers, but rather as random positive integers whose prime factors are either divisors of $k$, or congruent to $1$ modulo $k$ according to Lemma $3$. Let $\mathcal{A}_k$ be the set of all such integers. Let us show that integers in $\mathcal{A}_k$ have the same property as above with respect to the distribution of their prime factors in large intervals. For this, we start by observing that a well-known theorem of Wirsing $30$ implies that the counting function $A_k(U) = \#\mathcal{A}_k(U)$, where
\[ A_k(U) = \mathcal{A}_k \cap [1, U], \]
satisfies the asymptotic formula
\[ A_k(U) = (c_k + o(1)) \frac{U}{(\log U)^{1-1/\varphi(k)}} \]
as \( U \to \infty \), where \( c_k \) is some positive constant depending only on \( k \). Let us show that for the integers in \( A_k \) with a prime divisor of a prescribed size a similar density result also holds. More precisely, for real numbers \( 0 < \alpha < \beta < 1 \), we denote by \( A_k(U; \alpha, \beta) \) the number of integers \( n \in A_k(U) \) with a prime divisor \( \ell \in [U^\alpha, U^\beta] \).

**Lemma 4.** For any fixed real numbers \( 0 < \alpha < \beta < 1 \) and integer \( k \geq 1 \), there is a constant \( \eta_k > 0 \) such that
\[ A_k(U; \alpha, \beta) \geq (\eta_k(\alpha, \beta) + o(1)) A_k(U) \]
as \( U \to \infty \).

**Proof.** Let us fix a prime number \( \ell \equiv 1 \pmod{m} \) in the above interval. Any integer \( n \in A_k(U) \) which is a multiple of \( \ell \) is of the form \( n = \ell m \) where \( m \in A_k(U/\ell) \). Thus, the number \( A_k(U, \ell) \) of such integers \( n \in A_k(U) \) which are multiples of \( \ell \) is
\[ A_k(U, \ell) = (c_k + o(1)) \frac{U}{\ell(\log(U/\ell))^{1-1/\varphi(k)}} \geq (d_k + o(1)) \frac{U}{\ell(\log U)^{1-1/\varphi(k)}} \]
as \( U \to \infty \), where we can take
\[ d_k(\alpha) = c_k/(1 - \alpha)^{1-1/\varphi(k)}. \]

Now we sum up the above estimate over all primes \( \ell \equiv 1 \pmod{m} \) in \( [U^\alpha, U^\beta] \), getting
\[ \sum_{\ell \equiv 1 \pmod{m}} \frac{1}{\ell} = \frac{1}{\varphi(k)} \log \log x + C(a, k) + o(1), \]
where the constant \( C(a, k) \) depends only on \( a \) and \( k \) (see, for example, [19 Corollary 3 and Theorem 4]). Hence, we obtain
\[ \sum_{\ell \equiv 1 \pmod{m}} \frac{1}{\ell} = \frac{1}{\varphi(k)} \log \log x + C(a, k) + o(1), \]
where
\[ e_k(\alpha, \beta) = d_k(\alpha) \frac{\log(\beta/\alpha)}{\varphi(k)}. \]

Finally, let us observe that a number \( n \leq U \) can have at most \( 1/\alpha \) prime divisors \( \ell \in [U^\alpha, U^\beta] \). Thus, every positive integer in \( A_k(U) \) having a prime factor \( \ell \) in the above interval is counted at most \( 1/\alpha \) times in the sum on the left-hand side of (12). This shows that
\[ A_k(U; \alpha, \beta) \geq (\alpha e_k(\alpha, \beta) + o(1)) \frac{U}{(\log U)^{1-1/\varphi(k)}} \quad \text{as } U \to \infty. \]
Taking

\[ \eta_k(\alpha, \beta) = \frac{\alpha e_k(\alpha, \beta)}{c_k} = \frac{\alpha \log(\beta/\alpha)}{\varphi(k)(1-\alpha)^{1-1/\varphi(k)}}, \]

we conclude the proof. \( \square \)

Next we estimate the size of \( R_k(r^2 s) \). The roots

\[ \alpha = 1 + r \sqrt{s} \quad \text{and} \quad \beta = 1 - r \sqrt{s} \]

of the quadratic polynomial \((X - 1)^2 + r^2 s\) have absolute values \( \sqrt{1 + r^2 s} \). Since all the roots \( \zeta \) of \( \Phi_k(X) \) have absolute value 1 and both polynomials are monic, we get that

\[(14) \quad |R_k(r^2 s)| \leq (1 + \sqrt{1 + r^2 s})^{2\varphi(k)} \leq (3(1 + r^2 s))^{\varphi(k)} \leq (4r^2 s)^{\varphi(k)}, \]

where in the above inequalities we used also the fact that \( r^2 s \geq 3 \), which follows since if \( r^2 s \in \{1, 2\} \), then \( r = 1 \) and \( s = 1, 2 \), but none of the equations \( 4q = t^2 + 1 \), or \( 4q = t^2 + 2 \) has integer solutions \( q \) and \( t \). Observe also that since for \( \zeta = \cos \theta + i \sin \theta \), where again \( i = \sqrt{-1} \), we have

\[ |(\alpha - \zeta)(\beta - \zeta)| = |(ir\sqrt{s} + (1 - \zeta))(ir\sqrt{s} + (1 - \zeta))| = |r^2 s + (1 - \zeta)^2| = |(r^2 s + 2 - 2 \cos \theta) - 2t \sin \theta| \geq r^2 s + (2 - 2 \cos \theta) \geq r^2 s, \]

we get that

\[(15) \quad |R_k(r^2 s)| \geq (r^2 s)^{\varphi(k)}. \]

Thus, making the assumption that the prime factors of \( R_k(r^2 s) \) are distributed in intervals according to the same distribution law governing the divisors of a “random” integer, we infer from Lemma 4 and the bounds \( (14) \) and \( (15) \), that it is natural to expect that for a positive proportion \( \gamma_k(\varepsilon) \) of these products \( r^2 s \), where \( \gamma_k(\varepsilon) \) depends only on \( k \) and \( \varepsilon > 0 \), the resultant \( R_k(r^2 s) \) has a prime divisor \( \ell \) with \( y \leq \ell \leq y^{1+\varepsilon} \).

Moreover, it is natural to expect that for about 50% of these values of \( \ell \), the quadratic polynomial \((X - 1)^2 + r^2 s\) has a root \( u \in [0, \ell/2] \) modulo \( \ell \). Assuming further that the fractions \( u/\ell \) are uniformly distributed in the interval \([0, 1/2]\), we then see that the “expectation” that \( 0 \leq u \leq x^{1/2} \) is about

\[(16) \quad x^{1/2}/\ell \geq x^{1/2}y^{-1-\varepsilon}. \]

In this case, the equality \( t = u - 1 \) is a valid value for the isogeny class of elliptic curves \( E \) over \( \mathbb{F}_p \) with \( p + 1 \pm t \) points. Recall that by \( (8) \), we have about \( \sqrt{x}z \) admissible products \( r^2 s \) and, by \( (14) \), a positive proportion of at least \( x^{1/2}y^{-1+\varepsilon} \) of them yields a valid isogeny class. All the above arguments suggest that for any fixed \( k \) and \( \varepsilon > 0 \), once \( x \) is large enough, \( x^{1/2} \leq y \leq x^{1-\varepsilon} \), the lower bound

\[ I_k(x, y, z) \geq c(\varepsilon, k)\sqrt{xz}x^{1/2}y^{-1+\varepsilon} = c(\varepsilon, k)xy^{-1+\varepsilon}z^{1/2} \]

holds, where \( c(\varepsilon, k) \) depends only on \( \varepsilon \) and \( k \). But in our range, the above lower bound is of about the same order of magnitude as the upper bound of Theorem \( 1 \).
3. Statistics of MNT curves

3.1. Background on MNT curves. It is clear that the condition \( (2) \) is hard to satisfy since “random” integers tend to have only very small square divisors, and thus a large squarefree part. However, as we have already mentioned in the Introduction, there are some explicit constructions of such sets of parameters (see \([10, 17, 18, 29]\) for a survey, as well as \([17, 18, 29]\) for more recent results). Here, we concentrate on the historically first constructions of this kind given by A. Miyaji, M. Nakabayashi and S. Takano \([24]\) whose aim is to produce pairing-friendly curves with embedding degrees \( k = 3, 4, 6 \). As in \([22]\), here we only deal with the technically (and typographically) simpler case of the MNT curves with embedding degree \( k = 6 \) written as MNT\(_6\). The same analysis can be carried over to the other two cases as well without any further technical complication. By \([24, \text{Theorem 4}]\), we know that if \( p \) is a large enough prime, then an ordinary elliptic curve \( E \) over \( \mathbb{F}_p \) has a prime number of \( \mathbb{F}_p \) points \( \#E(\mathbb{F}_p) = p + 1 - t \) and embedding degree \( k = 6 \) if and only if for some integer \( n \) we have both \( p = 4n^2 + 1 \) and \( t = 1 \pm 2n \). Thus, \( \#E(\mathbb{F}_p) = 4n^2 \mp 2n + 1 \).

In order to find the parameters of an elliptic curve with this number of points and the CM discriminant \( s \), we have to find integer solutions \((n, s, m)\), with \( s, m \) positive, to the Pell-type equation

\[
(17) \quad (6n + 1)^2 + 8 = 3sm^2.
\]

After this, if \( s \) is not too large, then the complex multiplication method (see \([1, \text{Section 18.1}]\)) can be applied to find the corresponding curve. The bound \( s < 10^{10} \) is given in \([18]\) as a practical bound and has been recently extended to \( s < 10^{13} \) in \([28]\).

Accordingly, we say that an ordinary elliptic curve \( E \) over \( \mathbb{F}_p \) is an MNT\(_6\) curve of discriminant \( s \) if it comes from an integer \( n \) satisfying the Pell equation \((17)\). Thus, as a first step, it is natural to estimate the number \( E(z) \) of MNT\(_6\) curves of discriminant \( s \leq z \).

3.2. Previous results. As we have mentioned, in \([22]\) a heuristic argument is presented leading to a conjectured upper bound on \( E(z) \) of the form

\[
E(z) \ll \frac{z}{(\log z)^2}.
\]

In the same paper, it is even suggested that the upper bound \( E(z) \ll z^{o(1)} \) may hold as \( z \to \infty \). However, K. Karabina and E. Teske \([18]\) have shown a heuristic argument in favor of the lower bound

\[
E(z) \geq 0.49 \frac{\sqrt{z}}{(\log z)^2}
\]

being valid for \( z \) sufficiently large. The idea of K. Karabina and E. Teske \([18]\) is to compute the solutions to the Pell equation \((17)\) having only \( m = 1 \). Thus, the CM discriminants \( s \) are chosen to satisfy \( 3s = (6n + 1)^2 + 8 \). The lower bound \((18)\) is then derived after some heuristic calculation involving the Prime Number Theorem. However, the numerical calculations in \([18]\) show that \([18]\) falls short by a constant factor of the numerical values of \( E(z) \).
3.3. **Our approach.** There are two possible ways to improve the lower bound of K. Karabina and E. Teske \[18\].

First, one can take into account not only the value \( m = 1 \) but also other suitable values of \( m > 1 \). Let us observe that if in the equation (17) \( m \) is large, say comparable with \( n \), then \( s \) is automatically small.

Second, in order to improve this bound one can carefully apply the standard heuristic predictions on the distribution of primes in polynomial sequences. Indeed, while \( 1/\log \ell \) is the expectation of a “random” integer \( \ell \) to be prime, this is no longer the case when \( \ell \) is a value of a fixed polynomial, since now the result depends on the “local” properties of the polynomial corresponding to each individual prime. This is in fact the content of the so-called Bateman-Horn Conjecture (see \[3\]), which we now include for convenience. Given any finite set \( \mathcal{F} = \{ f_1, \ldots, f_\nu \} \) consisting of irreducible polynomials \( f_1(T), \ldots, f_\nu(T) \in \mathbb{Z}[T] \) with positive leading coefficients and such that the products \( f_1(n) \ldots f_\nu(n), n = 1, 2, \ldots, \) have no fixed prime divisor, that is, there is no prime \( \ell \) with

\[ \ell \mid f_1(n) \ldots f_\nu(n) \]

for every \( n = 1, 2, \ldots \), we have

\[
\# \{ n \leq X : f_1(n), \ldots, f_\nu(n) \text{ are simultaneously prime} \} \sim \frac{C(\mathcal{F})}{\deg f_1 \ldots \deg f_\nu} \int_2^X \frac{du}{(\log u)^\nu},
\]

where

\[
C(\mathcal{F}) = \prod_{p \geq 2 \text{ prime}} \frac{(1 - \omega_p(\mathcal{F})/p)}{(1 - 1/p)^\nu},
\]

and

\[
\omega_p(\mathcal{F}) = \{ 1 \leq n \leq p : f_1(n) \ldots f_\nu(n) \equiv 0 \pmod{p} \}.
\]

The use of this conjecture would have the effect of improving the constant 0.49 in front of the lower bound \[18\].

Combining the above two observations, in the remainder of this paper we improve upon the bound \[18\], subject to the truth of the Bateman-Horn Conjecture \[3\].

Our strategy to find MNT curves is for each fixed \( m \) to find integers \( n \) such that \( 4n^2 + 1 \) and \( 4n^2 + 2n + 1 \) or \( 4n^2 - 2n + 1 \) are primes and, furthermore,

\[
s = \frac{1}{3m^2}((6n + 1)^2 + 8)
\]

is a squarefree integer.

3.4. **The generalized Bateman-Horn conjecture.** In studying questions related to the distribution of prime numbers, it is customary to use the Cramér model; that is, to think of this distribution as a collection of independent Bernoulli distributions \( X(n) \) with value 1 with probability \( 1/\log n \). In other words, a number \( n \) is prime with probability \( 1/\log n \) given by the Prime Number Theorem. In general, the Cramér model gives a very good heuristic answer to problems that are, otherwise, intractable. However, there is an important caveat in the reasoning. For example, in the study of the twin prime conjecture, we want to guess an asymptotic
for \( \pi_2(X) \), which is the number of integers \( n \leq X \) such that both \( n \) and \( n+2 \) are prime. The naïve prediction

\[
\pi_2(x) \sim \int_2^x \frac{du}{(\log u)^2} \sim \frac{x}{(\log x)^2}
\]
is wrong as the two events “\( n \) is prime” and “\( n+2 \) is prime” are clearly dependent. Indeed, if we want both to be prime, then in particular, they must be coprime with all primes \( \ell < \sqrt{n+2} \); but if \( n \) is odd, automatically \( n+2 \) is also odd. In the same way, both are coprime with 3 only when \( n \equiv 1 \pmod{3} \), and so on. Thus, in order to find the correct constant, one has to measure the dependence between \( n \) and \( n+2 \) with respect to each prime \( p \). In this way, one finds that

\[
\pi_2(x) \sim \mathcal{G} \frac{x}{(\log x)^2},
\]

where

\[
\mathcal{G} = 2 \prod_{p>2 \text{ prime}} \left( 1 - \frac{2}{p} \right) \left( 1 - \frac{1}{p} \right)^{-2},
\]

which gives, for each prime \( p \), the probability of \( n(n+2) \) not being a multiple of \( p \), divided by the probability of two random numbers not being multiples of \( p \). A more advanced form of this argument leads to the Bateman-Horn Conjecture (19). We now incorporate the squarefreeness property into this model and make the following Generalized Bateman-Horn Conjecture.

**Conjecture 5.** Let \( \mathcal{F} = \{f_1, \ldots, f_\nu\} \) and \( \mathcal{G} = \{g_1, \ldots, g_\mu\} \) be two finite sets of irreducible polynomials \( f_1(T), \ldots, f_\nu(T), g_1(T), \ldots, g_\mu(T) \in \mathbb{Q}[T] \) such that the products \( f_1(n) \ldots f_\nu(n)g_1(n), \ldots, g_\mu(n), n = 1, 2, \ldots, \) have no fixed prime divisor. Then, for large \( X \), we have

\[
\# \{n \leq X : f_1(n), \ldots, f_\nu(n) \text{ are simultaneously prime}
\text{and } g_1(n), \ldots, g_\mu(n) \text{ are simultaneously squarefree} \}
\sim \frac{C(\mathcal{F}, \mathcal{G})}{\deg f_1 \ldots \deg f_\nu} \int_2^X \frac{du}{(\log u)^\nu},
\]

where

\[
C(\mathcal{F}, \mathcal{G}) = \prod_{p \geq 2 \text{ prime}} \frac{(1 - \Omega_p(\mathcal{F}, \mathcal{G})/p^2)}{(1 - 1/p)^{\nu+\mu}},
\]

and

\[
\Omega_p(\mathcal{F}, \mathcal{G}) = \# \left\{ 1 \leq n \leq p^2 : \prod_{i=1}^\nu f_i(n) \prod_{j=1}^\mu g_j(n) \equiv 0 \pmod{p^2} \right\}.
\]

3.5. **Preparations.** Let \( m \) be a fixed odd integer. Since the equation (17) fixes the congruence class of \( n \) modulo \( m^2 \) in at most \( m^{o(1)} \) ways as \( m \to \infty \), we expect the main contribution to \( E(z) \) to come from systems of parameters where \( m \leq z^{1/2-\varepsilon} \) with a small error term depending on \( \varepsilon \). From now on, we always assume this upper bound for the variable \( m \). Recall that we are looking for integers \( n \) such that:

- \( 4n^2 + 1 \) is prime,
- \( 4n^2 + 2n + 1 \) or \( 4n^2 - 2n + 1 \) is prime,
- \( (6n+1)^2 + 8)/(3m^2) \) is a squarefree integer.
The next result is a straightforward application of the Chinese Remainder Theorem.

Let, as usual, \((a/p)\) denote the Legendre symbol of \(a\) with respect to \(p\).

**Lemma 6.** Let \(m\) be a fixed integer and let \(B(m)\) be the set of residues modulo \(m^2\) which give solutions to the equation

\[(6n + 1)^2 + 8 \equiv 0 \pmod{3m^2}.
\]

Then \(#B(m) = \rho(m)\), where \(\rho(m)\) is the multiplicative function defined at prime powers \(p^\alpha\) by

\[
\rho(p^\alpha) = \begin{cases} 
0 & \text{if } p = 2, \\
1 & \text{if } p = 3, \\
1 + \left(\frac{-2}{p}\right) & \text{if } p \geq 5.
\end{cases}
\]

From now on, we fix an integer \(m\) and a residue class \(\beta \in B(m)\). Observe that, by Lemma 6, this is possible only if every prime divisor of \(m\) is congruent to either 1 or 3 modulo 8. We denote by \(E_{m,\beta}(z)\) the number of positive integers of the form \(n = \beta + km^2\) (that is, \(n \equiv \beta \pmod{m^2}\)), which yield MNT\(_6\) curves with discriminant at most \(z\). From the bound \(s \leq z\), we get

\[36k^2m^4 \leq (6n + 1)^2 + 8 \leq 3zm^2,
\]

so \(0 \leq k \leq \sqrt{z}/(\sqrt{12}m)\).

Since the cases of polynomials \(4n^2 + 2n + 1\) or \(4n^2 - 2n + 1\) are completely symmetric (and three pairwise distinct polynomials are simultaneously prime for \(O(x/(\log x)^3)\) arguments \(n \leq x\)), we consider only the polynomial \(4n^2 + 2n + 1\) and then double the result.

Assuming the independence of the events:

- \(4n^2 + 1\) is prime,
- \(4n^2 + 2n + 1\) is prime,
- \(((6n + 1)^2 + 8)/(3m^2)\) is a squarefree integer,

the Cramér model gives us

\[
F_{m,\beta}(z) \sim \frac{\sqrt{z}}{\zeta(2)\sqrt{12m(\log(zm^2))}}
\]

positive integers \(n\) yielding MNT\(_6\) curves of discriminant \(s \leq z\) for the fixed values of \(m\) and \(\beta \in B(m)\). Indeed, note that the numbers \(4n^2 + 1\) and \(4n^2 + 2n + 1\) are of size about \(zm^2\) and recall that the probability of a number to be squarefree is exactly \(1/\zeta(2)\). Analogously, as in the twin prime conjecture, in order to adjust the dependence of these three events, we have to count the number of solutions modulo each prime. Observe that for each integer \(n\), any prime \(p \neq 3\) divides at most one of \(4n^2 + 1\), \(4n^2 + 2n + 1\) and \(((6n + 1)^2 + 8)/m^2\). Hence, we just have to count the number of solutions modulo \(p\) individually and then add them together.

Let us define

\[
C_2 = 0, \quad C_3 = 4,
\]
and

\[
C_p = \begin{cases} 
4p + 2 & \text{if } p \equiv 1 \pmod{24}, \\
2p & \text{if } p \equiv 5, 7 \pmod{24}, \\
2 & \text{if } p \equiv 11 \pmod{24}, \\
4p & \text{if } p \equiv 13 \pmod{24}, \\
2p + 2 & \text{if } p \equiv 17, 19 \pmod{24}, \\
0 & \text{if } p \equiv 23 \pmod{24}.
\end{cases}
\]

Lemma 7. Let \( m \) be a fixed odd integer, \( \beta \in B(m) \), \( p \) a prime, and let \( N_p \) be the number of solutions to the congruence

\[
((4n^2 + 1)(4n^2 + 2n + 1))^2 \frac{(6n + 1)^2 + 8}{3m^2} \equiv 0 \pmod{p^2},
\]

in the arithmetic progression \( n \equiv \beta \pmod{m^2} \). Then, \( N_p = 1 \) for all \( p \mid m \), and \( N_p = C_p \) otherwise.

Proof. Suppose first that \( p \nmid m \). Then we can drop the extra condition given by \( n \equiv \beta \pmod{m^2} \), and count the solutions to \( 4n^2 + 1, 4n^2 + 2n + 1 \), and \( (6n + 1)^2 + 8 \) separately since \( p \) can divide at most one of those factors. In fact, it does so depending on whether \(-1, -3\) or \(-2\) is a quadratic residue modulo \( p \). Hence, the condition modulo 24 given in \( C_p \). Observe that each solution to \( 4n^2 + 1 \equiv 0 \pmod{p} \) or \( 4n^2 + 2n + 1 \equiv 0 \pmod{p} \) gives \( p \) solutions to our congruence modulo \( p^2 \). Now, if \( p \mid m \), then it is easy to see that \( p \nmid (4n^2 + 1)(4n^2 + 2n + 1) \), whereas the congruence

\[
\frac{1}{3m^2}((6(\beta + km^2) + 1)^2 + 8) \equiv 0 \pmod{p^2}
\]

has only one solution modulo \( p^2 \). The case \( p = 3 \) is dealt with separately. \( \square \)

Now, as in the twin prime conjecture, we multiply all the local factors, and divide by the probability of the independent events. We get from (22) the following lower bound valid for any \( \beta \in B(m) \):

\[
E_{m, \beta}(z) \geq 2 \prod_p \left(1 - \frac{N_p}{p^2}\right) \left(1 - \frac{1}{p}\right)^{-2} \left(1 - \frac{1}{p^2}\right)^{-1} F_{m, \beta}(z)
\]

(25)

\[
\sim \frac{1}{\sqrt{3}} \prod_p \left(1 - \frac{N_p}{p^2}\right) \left(1 - \frac{1}{p}\right)^{-2} \frac{\sqrt{2}}{m(\log(zm^2))^2},
\]

where the factor 2 at the front account for the two independent cases of primality of \( 4n^2 + 2n + 1 \) or \( 4n^2 + 2n + 1 \).

3.6. Lower bound on MNT curves. Here we obtain a lower bound on \( E(z) \) under the Generalized Bateman-Horn Conjecture \( \mathfrak{C} \). In fact, only the contribution from solutions to the Pell equation \( \mathfrak{C} \) with squarefree \( m \) are taken into account. Using our method one can include the contribution from all integer \( m \) and obtain a better constant in our estimate, however, it involves significant technical complications as the function \( f(m) \) is multiplicative but not completely multiplicative if we consider it supported on all integers \( m \).

Let us define the product

\[
\mathfrak{G}_0 = \frac{1}{2\sqrt{3}} \prod_p \left(1 - \frac{C_p}{p^2}\right) \left(1 - \frac{1}{p}\right)^{-1} \left(1 + \frac{f(p)}{p}\right) = 0.237615.\ldots
\]

(26)
where

\[ f(m) = \prod_{p|m} \left( 1 - \frac{1}{p} \right)^2 \left( 1 - \frac{C_p}{p^2} \right)^{-1} \rho(p), \]

and the constants \( C_p \) are given by (23) and (24) and \( \rho(p) \) is defined in Lemma 6. The convergence of \( S_0 \) follows from (12). To see it, it is enough to consider \( \log S \) and use (12) with \( k = 24 \), and the definition of \( C_p \) in (24) and \( \rho(p) \) in Lemma 6.

It might be interesting to note that the definition of \( C_p \) ensures convergence of \( S_0 \) but not absolute convergence, which is not the case with the constant \( S \) in the twin prime conjecture (20).

**Theorem 8.** Let \( E(z) \) be the number of MNT\(_6\) curves having CM discriminant \( s \leq z \). Then, assuming the Generalized Bateman-Horn Conjecture \( \ref{eq:bateman-horn} \), the lower bound

\[ E(z) \geq (S_0 + o(1)) \frac{\sqrt{z}}{\log z} \]

holds as \( z \to \infty \), where \( S_0 \) is given by (26).

**Proof.** Let us define the products

\[ S_1 = \prod_p \left( 1 - \frac{C_p}{p^2} \right) \left( 1 - \frac{1}{p} \right)^{-2} \]

and

\[ S_2 = \prod_p \left( 1 - \frac{1}{p} \right) \left( 1 + \frac{f(p)}{p} \right). \]

As in the case of \( S_0 \), we note that the convergence of \( S_1 \) and of \( S_2 \) follows from (12). To see it, take logarithms in the finite products

\[ \prod_{p \leq x} \left( 1 - \frac{C_p}{p^2} \right) \left( 1 - \frac{1}{p} \right)^{-2} \quad \text{and} \quad \prod_{p \leq x} \left( 1 - \frac{1}{p} \right) \left( 1 + \frac{f(p)}{p} \right), \]

and use (12) with \( k = 24 \). Clearly, we have

\[ S_0 = \frac{1}{2 \sqrt{3}} S_1 S_2. \]

Let us fix some \( \varepsilon > 0 \) and assume that \( z \) is large enough.

In order to get the lower bound for \( E(z) \), we sum the lower bound (25) over all possible squarefree \( m \leq z^{1/2-\varepsilon} \) and \( \beta \in B(m) \) obtaining

\[ E(z) \geq \sum_{m \leq z^{1/2-\varepsilon}} \sum_{\beta \in B(m)} E_{m,\beta}(z) \geq \frac{S_1}{\sqrt{3}} \sqrt{\frac{z}{m \log(zm^2)}} \sum_{m \leq z^{1/2-\varepsilon}} \frac{f(m)}{m}, \]

where \( S_1 \) is given by (27). We observe that

\[ f(p) = \begin{cases} 2 + O(1/p) & \text{if } p \equiv 1, 3 \pmod{8}, \\ 0 & \text{otherwise}. \end{cases} \]

Observe also that \( f(p) \geq 1 \) for all primes \( p \equiv 1, 3 \pmod{8} \). We need an asymptotic formula for

\[ S(T) = \sum_{m \leq T} \mu^2(m) \frac{f(m)}{m}, \]
where, as usual, $\mu(m)$ is the Möbius function (that is, the summation is restricted to squarefree integers $m$). To do so, we use [14, Theorem 1.1] and hence, we need a crude estimate for $S(T)$ and an asymptotic formula for the sum restricted to primes. We have

$$S(T) \leq \prod_{p \leq T} \left(1 + \frac{f(p)}{p}\right) \ll \log T,$$

where in the above calculation we have used [31] and the Prime Number Theorem in the arithmetic progressions modulo 8. Finally, again a simple application of the Prime Number Theorem in the arithmetic progressions modulo 8 combined with [31], gives

$$\sum_{p \leq t} \frac{f(p) \log p}{p} = \log t + O(1).$$

Now we just apply [14, Theorem 1.1] to obtain

$$S(t) = \mathcal{S}_2 \log t + O(1),$$

where $\mathcal{S}_2$ is given by [28]. We now use partial summation in [30] to obtain

$$E(z) \geq \frac{\mathcal{S}_1}{(2 - 2\varepsilon)^2 \sqrt{3} \log z^2} S(z^{1/2 - \varepsilon}) + 4 \mathcal{S}_1 \sqrt{z} \int_{1}^{z^{1/2 - \varepsilon}} \frac{S(t)}{t (\log z t^2)^3} dt.$$

By a simple change of variables, we get from [33],

$$S(z^{1/2 - \varepsilon}) = \left(\frac{1}{2} - \varepsilon\right) \mathcal{S}_2 \log z + O(1)$$

and

$$\int_{1}^{z^{1/2 - \varepsilon}} \frac{S(t)}{t (\log z t^2)^3} dt \geq \left(\frac{\mathcal{S}_2}{32} - \varepsilon\right) \frac{1}{\log z},$$

which, after taking into account that $\varepsilon$ is arbitrary and recalling [29], immediately implies the desired result. \qed

We note that the arguments used in the proof of [62] also allow us to estimate the sum

$$\tilde{S}(T) = \sum_{m \leq T} \frac{f(m)}{m},$$

which is an analogue of the sum $S(T)$ except that the summation is extended to all positive integers $m$. Indeed, since every positive integer can be represented in a unique way as a product of a perfect square and squarefree integer, we have for any $T$,

$$\tilde{S}(T) = \sum_{u \leq \sqrt{T}} \frac{1}{u^2} \sum_{n \leq T/u^2} \frac{f(nu^2)}{n}. $$
Using the fact that either \( f(p) = 0 \) or \( f(p) \geq 1 \), we get \( f(nu^2) \leq f(n)f(u) \). Thus,
\[
\tilde{S}(T) \leq \sum_{u \leq \sqrt{T}} f(u) \sum_{n \leq T/u^2} \frac{f(n)}{n} \leq \sum_{u \leq \sqrt{T}} f(u) \prod_{p \leq T/u^2} \left( 1 + f(p) \right)
\]
\[
\ll \log T \sum_{u \leq \sqrt{T}} \frac{f(u)}{u^2} \ll \log T,
\]
since \( f(m) = m^{o(1)} \) as \( m \to \infty \).

3.7. MNT curves and average values of class numbers. Theorem 5 reduces the gap between heuristic estimates on \( E(z) \) and numerical results reported in [18]. However, there still is a discrepancy. For example, calculations show that \( E(2^{40}) \geq 27587 \) (as there are at least that many curves with over fields of \( q \leq 2^{1000} \) elements), while the bound of [18] predicts \( E(2^{40}) \geq 668 \) and our bound predicts \( E(2^{40}) \geq 8986 \).

An alternative approach to obtaining tighter upper and lower bounds on \( E(z) \) is via directly counting solutions to the Pell equation
\[
u^2 + 3 = 8s^2, \quad u, v \in \mathbb{Z}
\]
with \( u \equiv 1 \pmod{6} \) and working out the standard primality predicting heuristics. In turn, the size of the smallest solution of the above equation is related to the size of the regulator \( R(3s) \) of the field \( \mathbb{Q}(\sqrt{-3s}) \). In particular, this suggests a link between \( E(z) \) and sums of the type
\[
\sum_{s \leq z} \frac{1}{R(3s^2)},
\]
which are beyond the reach of the present methods.
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