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ABSTRACT. This paper studies a regularization approach for an inverse problem of estimating a spatially-and-temporally dependent Robin coefficient arising in the analysis of convective heat transfer. The parameter-to-state map is analyzed, especially a differentiability result is established. A regularization approach is proposed, and the properties, e.g., existence and optimality system, of the functional are investigated. A finite element method is adopted for discretizing the continuous optimization problem, and the convergence of the finite element approximations as the mesh size and temporal step size tend to zero is established. Numerical results by the conjugate gradient method for one- and two-dimensional problems are presented.

1. INTRODUCTION

In this paper, we are interested in an inverse problem arising in transient convective heat transfer. It consists of estimating a spatially-and-temporally dependent heat transfer coefficient, also known as a Robin coefficient, from noisy measurements of the temperature and flux on a part of the boundary.

The Robin coefficient characterizes thermal properties of the conductive material on the interface and also profiles certain physical processes near the boundary, e.g., corrosion [JZ09]. Therefore, the value of the coefficient is of significant practical interest in thermal engineering, e.g., quenching processes, safety analysis of nuclear reactors and thermal protection of space shuttles [BBSC85], as well as in nondestructive evaluation, e.g., corrosion detection and imaging of contact between metal and silicon in transistors. However, the accurate values of the coefficient are experimentally difficult to acquire because they depend strongly on at least twelve variables or eight dimensionless groups [Whi88]. The conventional approach in thermal engineering employs the empirical correlations which only represent curve fitting through experimental data in a limited range of flow-field parameters [Whi88]. This greatly constrains the range of practical applications of convective heat transfer since it only allows modeling with one single value of the Robin coefficient on the whole surface exposed to a moving fluid. Recently, engineers seek to estimate a distributed Robin coefficient from internal/boundary measurements as an inverse problem [OB88, KJ01, SH04]. This is practically advantageous in that only temperature data measured at some interior/boundary locations of the test material are required, and that information of the exterior conditions for the test material, such as flow field, physical properties and temperature distribution of the
fluid, is not required [CW08]. Hence this technique is believed to greatly broaden the scope of convective heat conduction provided that the inverse problem can be solved reliably.

As is typical for many distributed parameter identification problems, the Robin inverse problem suffers from ill-posedness, in particular, small errors in the data can lead to large deviations in the solutions. Therefore, specialized techniques are needed for its efficient, accurate and stable solution. Numerically, one widely used engineering approach is the sequential function specification method [BBSC85], which has been applied to estimate the temporally-dependent Robin coefficient from the measured temperature data for quenching process [OB88, Cha99]. However, the approach is generally sensitive to the noise in the data, and cannot yield accurate solutions in the presence of data noises. Theoretically, its rigorous justification seems difficult, and remains completely open. Another popular engineering approach is of variational type [Ali94, KJ01, SH04, Jin07, JZ08, OIL08, YYW09]. Typically, an objective functional involving $L^2$ data fitting, i.e., the squared $L^2$-norm of the difference between the measured data and that due to an assumed Robin coefficient (model output), possibly with an appropriate regularization term incorporated, is first defined, then discretized by the finite difference method or the boundary element method, and finally iteratively minimized using standard optimization algorithms. However, these works make no attempt to analyze the well-posedness of the formulation and the convergence of its discrete approximations. To the best of our knowledge, the only existing works partially considering these important theoretical issues are [LW93, SV02]. In [LW93], Lenhart and Wilson presented an optimal control formulation of the inverse problem, established the well-posedness of the formulation, and derived the optimal system. They also proposed an algorithm based on maximum principle. However, no numerical results were presented, and the algorithm is not applicable to general parabolic problems due to the lack of maximum principle necessary for constructing the solution. Slodička and Van Keer [SV02] studied the recovery of a temporally-dependent Robin coefficient in a semilinear parabolic equation from an over-specified nonlocal boundary condition, and proposed a time discretization by Rothe’s method with some convergence analysis. However, spatial discretization, which is necessary for practical computations, was not considered. Recently, Slodička et al. [SLO10] extended the analysis to estimating a temporally-dependent Robin coefficient in a nonlinear boundary condition for one-dimensional heat equation, and showed the existence and uniqueness of the solution.

This paper attempts to provide a complete analysis of the above-mentioned numerical issues, i.e., to analyze a regularization approach to the Robin inverse problem as well as its finite-element discretization. A complete numerical analysis for transient inverse heat transfer problems is often challenging, and thus there are only a very limited number of relevant studies available in the literature. Amongst existing works, [XZO05] is of particular relevance, where the authors analyzed the finite element method for a linear inverse problem of reconstructing heat flux in an annular domain, and established the convergence of finite element approximations. In contrast to this work [XZO05], the Robin inverse problem under consideration is highly nonlinear, and thus the analysis from there is not directly applicable. In this paper, we shall present such an analysis for a variational approach to this inverse problem. In particular, we shall investigate the parameter-to-state map, especially...
$L^q$ differentiability properties, well-posedness of the variational formulation, the finite element discretization as well as its convergence. The present work can be regarded as a sequel to our earlier works for the stationary counterpart [JZ10, JZ09].

The remaining part of the paper is structured as follows. In Section 2, we investigate analytical properties, e.g., continuity and differentiability, of the parameter-to-state map, and in Section 3 we propose a regularization formulation of Tikhonov type, establish its well-posedness, and derive the optimality system. The finite element discretization is described in Section 4, and the convergence of finite element approximations is shown. Finally, numerical results for several one- and two-dimensional problems are presented to illustrate the accuracy and efficiency of the proposed approach.

We end this section with some useful notation. Let $\Omega$ be an open bounded polyhedral domain in $\mathbb{R}^d$ ($d = 1, 2, 3$) with a boundary $\Gamma = \partial \Omega$. The Sobolev spaces $L^p(\Omega)$ and $H^1(\Omega)$ are endowed with the norms $\| \cdot \|_{L^p(\Omega)}$ and $\| \cdot \|_{H^1(\Omega)}$, respectively [AF03]. Similarly, we define the norm $\| \cdot \|_{L^2(\Gamma)}$ for the Sobolev space $L^2(\Gamma)$. We shall denote by $(H^1(\Omega))'$ the dual space of $H^1(\Omega)$, and similarly $(H^2(\Gamma))'$. For a Banach space $B$, we define

$$L^2(0, T; B) = \{ u(t) \in B \text{ for a.e. } t \in (0, T) \text{ and } \| u \|_{L^2(0, T; B)} < \infty \},$$

and the norm is given by

$$\| u \|_{L^2(0, T; B)}^2 = \int_0^T \| u(t) \|_B^2 dt.$$

We shall frequently use the space $W$ defined below

$$W = \{ u : u \in L^2(0, T; H^1(\Omega)), u_t \in L^2(0, T; (H^1(\Omega))') \},$$

where $W$ is equipped with the norm

$$\| u \|_W^2 = \| u \|_{L^2(0, T; H^1(\Omega))}^2 + \| u_t \|_{L^2(0, T; (H^1(\Omega))')}^2.$$

In what follows, we shall frequently use the notation $C$ to denote a generic constant, which may differ at different occurrences but does not depend on the finite element mesh size $h$, temporal step size $\tau$ and any functions involved in the analysis. Whenever no confusion can arise, we will suppress the symbols $dx$, $ds$ and $dt$ in the integrals for notational simplicity.

2. Properties of parameter-to-state map

Let the boundary $\Gamma$ consist of two disjoint parts $\Gamma = \Gamma_1 \cup \Gamma_c$, with $\Gamma_1$ and $\Gamma_c$ being the union of some $(d - 1)$-dimensional polyhedral domains. The boundaries $\Gamma_1$ and $\Gamma_c$ refer to the experimentally inaccessible and accessible parts, respectively. To consider a spatially-and-temporally dependent problem, we define the spatial-temporal domains $Q$ and $\Sigma_i$, respectively, by

$$Q = (0, T) \times \Omega \quad \text{and} \quad \Sigma_i = (0, T) \times \Gamma_1.$$

The domain $\Sigma_c$ is defined similarly. Then transient heat transfer can often be described by the following parabolic equation

$$u_t - \nabla \cdot (\alpha \nabla u) = f \quad \text{in } Q,$$
where \( f \in L^2(0, T; L^2(\Omega)) \) is the source term, and the thermal conductivity \( \alpha(x) \in C(\bar{\Omega}) \) satisfies \( 0 < \alpha_0 \leq \alpha \leq \alpha_1 < \infty \) for some positive constants \( \alpha_0 \) and \( \alpha_1 \). The equation is equipped with the initial condition
\[
u(\cdot, 0) = u_0 \quad \text{in } \Omega,
\]
and the following boundary conditions on the boundary \( \Gamma_c \):
\[
u = g \quad \text{and} \quad \alpha \frac{\partial \nu}{\partial n} = q.
\]
Throughout the paper, we assume the given functions (heat flux) \( q \) and \( u_a \) have following regularity:
\[
q \in L^2(0, T; (H^{\frac{1}{2}}(\Gamma_c))^t) \quad \text{and} \quad u_a \in L^2(0, T; (H^{\frac{1}{2}}(\Gamma_i))^t).
\]

Through the remaining part of the boundary, i.e., \( \Gamma_i \), occurs the convective heat transfer, which according to Newton’s law \[Whi88\] can be described by
\[
\alpha \frac{\partial \nu}{\partial n} + \gamma \nu = u_a,
\]
where \( u_a \) is a known function. The inverse problem is to estimate the spatially-and-temporally dependent Robin coefficient \( \gamma(t, x) \) on the boundary \( \Gamma_i \). The admissible set \( A \) for the Robin coefficient \( \gamma \) is taken to be
\[
A = \{ \gamma : 0 < c_0 \leq \gamma(t, x) \leq c_1 < \infty, \ a.e. \ (t, x) \in \Sigma_i \},
\]
where \( c_0 \) and \( c_1 \) are two known positive constants. The parameters \( c_0 \) and \( c_1 \) may be specified based on the concrete application at hand; see, e.g., Table 4.3.10 in the handbook \[Kre00\] for typical values of the film heat transfer coefficients for shell-and-tube heat exchangers.

Observe that both Dirichlet and Neumann boundary conditions are specified on the boundary \( \Gamma_c \), whereas no boundary condition is specified on the remaining part \( \Gamma_i \). It is often known as the lateral Cauchy problem for parabolic equations, and it usually suffers severely from ill-posedness. Consequently, the Robin inverse problem is also ill-posed. Despite the extensive literature on the lateral Cauchy problem \[NH94, NHR97\] or stationary Robin inverse problems (see \[CM99, CJJ04, JZ10\] and references therein), there exists only a very limited number of theoretical studies \[Cho99, BCC08\] on the transient Robin inverse problem under consideration. In \[Cho99\] the unique identification of a nonlinear law on the boundary was discussed. Recently, Bellassoued et al. \[BCC08\] established some conditional stability estimates.

We shall consider a variational approach to the inverse problem in Section 3 which reformulates the problem as an optimization problem of minimizing a certain functional over the admissible set \( A \). Therefore, we need to define an appropriate forward operator and to study its properties. The forward operator \( \gamma \mapsto \nu(\gamma) \) is defined by
\[
\begin{cases}
u_t - \nabla \cdot (\alpha \nabla \nu) = f & \text{in } Q, \\
\alpha \frac{\partial \nu}{\partial n} = q & \text{on } \Sigma_c, \\
\alpha \frac{\partial \nu}{\partial n} + \gamma \nu = u_a & \text{on } \Sigma_i, \\
\nu(\cdot, 0) = u_0 & \text{in } \Omega.
\end{cases}
\]
The weak formulation of system \(2.3\) is given by: find \(u \in \mathcal{W}\) such that
\[
\int_Q u_t v + \int_Q \alpha \nabla u \cdot \nabla v + \int_{\Sigma_t} \gamma uv = \int_{\Sigma_t} q v + \int_{\Sigma_t} u_d v + \int_Q f v \quad \forall v \in L^2(0, T; H^1(\Omega))
\]
and \(u(0) = u_0\). Here the integral \(\int_Q u_t v\) should be understood in the sense of duality pairing between the spaces \(L^2(0, T; (H^1(\Omega))')\) and \(L^2(0, T; H^1(\Omega))\).

We recall the following important embedding results for the spaces \(\mathcal{W}\) and \(H^1(\Omega)\).

**Lemma 2.1.** The following embedding results hold:

(a) \(\mathcal{W} \hookrightarrow C(0, T; L^2(\Omega))\), \(\mathcal{W} \hookrightarrow L^2(Q)\) compactly, \(\mathcal{W} \hookrightarrow C(0, T; (H^1(\Omega))')\) compactly;

(b) \(H^1(\Omega) \hookrightarrow H^{\frac{1}{2}}(\Gamma) \hookrightarrow \left\{ \begin{array}{ll} L^p(\Gamma), & p < \infty \\ L^4(\Gamma), & d = 2, 3, \end{array} \right\} \hookrightarrow L^2(0, T; H^1(\Omega)) \hookrightarrow L^2(\Sigma_t)\);

(c) \(\mathcal{W} \hookrightarrow H^\sigma(0, T; H^{\frac{1}{2}+\theta}(\Omega))\) for every \(\sigma \in (0, \frac{1}{2})\) and \(\epsilon \in (0, \frac{1}{2} - \frac{1}{d})\);

(d) \(\mathcal{W} \hookrightarrow L^{2+\theta}(\Sigma_t)\) compactly for some positive \(\theta\);

(e) \(\|u\|^2_{L^2(\Gamma)} \leq C\|u\|_{L^2(\Omega)}\|u\|_{H^1(\Omega)}\).

**Proof.** The embedding results in (a) and (b) are standard; cf. [AF03, Eva98]. The third embedding can be found in [CGH06, Lem. 3.6, Thm. 3.7]. Assertion (d) is an immediate corollary of (b) and (c), and (e) can be found at [LU68] pp. 50, eq. 2.27.

Let \(q\) be the real number which satisfies \(\frac{1}{2+\theta} + \frac{1}{q} = \frac{1}{2}\). Throughout, we reserve the notation \(q\) for the above-defined value, and always endow the set \(\mathcal{A}\) with the \(L^q(\Sigma_t)\)-norm. Note that the set \(\mathcal{A}\) contains no interior point with respect to \(L^q(\Sigma_t)\)-topology, and hence all the results presented below should be understood with respect to the relative topology.

The following norm equivalence lemma will be needed; cf. [JZ10].

**Lemma 2.2.** The norm \(\| \cdot \|_{1, \Gamma_t}\) defined by
\[
\|u\|^2_{1, \Gamma_t} = \int_\Omega |\nabla u|^2 + \int_{\Gamma_t} |u|^2
\]
is equivalent to the standard norm \(\| \cdot \|_{H^1(\Omega)}\).

We will not distinguish the norm \(\| \cdot \|_{1, \Gamma_t}\), with \(\| \cdot \|_{H^1(\Omega)}\) in later discussions. A standard argument (see, e.g., [Eva98 Sect. 7.1] and [CGH06 Thm. 2.4]) shows the following a priori estimate of the solution \(u(\gamma)\) to system \(2.3\).

**Lemma 2.3.** For any \(\gamma \in \mathcal{A}\), there exists a unique solution \(u(\gamma) \in \mathcal{W}\) to system \(2.3\), and it satisfies the following a priori estimate:
\[
\|u\|_\mathcal{W} \leq C \left( \|f\|_{L^2(\Omega)} + \|q\|_{L^2(0, T; (H^{\frac{1}{2}}(\Gamma_t))')} + \|u_0\|_{L^2(\Sigma_t; (H^{\frac{1}{2}}(\Gamma_t))')} + \|u_0\|_{L^2(\Omega)} \right),
\]
where the constant \(C = C(c_0, c_1, \alpha, \Omega)\).

We deduce from Lemma 2.3 that the forward map \(\gamma \rightarrow u(\gamma)\) is well-defined as a mapping from \(\mathcal{A}\) to \(\mathcal{W}\). Next we prove its continuity and differentiability.
Lemma 2.4. The mapping $\gamma \mapsto u(\gamma)$ is Lipschitz continuous from $A$ to $W$, i.e., for any $\gamma, \gamma + \zeta \in A$, there holds

$$\|u(\gamma + \zeta) - u(\gamma)\|_W \leq C\|\zeta\|_{L^1(\Sigma_i)}.$$  

Proof. Denote by $\delta u = u(\gamma + \zeta) - u(\gamma)$. Then $\delta u$ satisfies

$$\begin{aligned}
\begin{cases}
\delta u_t - \nabla \cdot (\alpha \nabla \delta u) = 0 & \text{in } Q, \\
\frac{\partial \delta u}{\partial n} = 0 & \text{on } \Sigma_c, \\
\alpha \frac{\partial \delta u}{\partial n} + (\gamma + \zeta) \delta u = -\zeta u(\gamma) & \text{on } \Sigma_i, \\
\delta u(\cdot, 0) = 0 & \text{in } \Omega.
\end{cases}
\end{aligned}$$

Multiplying the first equation with $\delta u$ and integrating on the domain $\Omega$ gives

$$\frac{1}{2} \frac{d}{dt} \|\delta u\|_{L^2(\Omega)}^2 + \int_\Omega \alpha|\nabla \delta u|^2 + \int_{\Gamma_i} (\gamma + \zeta)|\delta u|^2 = -\int_{\Gamma_i} \zeta u(\gamma)\delta u.$$

Upon integrating the above equation from 0 to $T$, and noting the fact $\gamma + \zeta \in A$, the initial condition $\delta u(\cdot, 0) = 0$, the generalized Hölder’s inequality and Lemma 2.1 we deduce

$$\frac{1}{2} \|\delta u(T)\|^2 + \alpha_0 \|\nabla \delta u\|_{L^2(Q)}^2 + c_0 \|\delta u\|^2_{L^2(\Sigma_i)} \leq C\|\zeta\|_{L^1(\Sigma_i)} \|u\|_{L^2(0, T; H^1(\Omega))} \|\delta u\|_{L^2(\Sigma_i)} \|u\|_W,$$

from which along with Lemma 2.2 it follows directly that

$$(2.5) \quad \|\delta u\|_{L^2(0, T; H^1(\Omega))} \leq C\|\zeta\|_{L^1(\Sigma_i)} \|u\|_W.$$  

Next we estimate the time derivative $(\delta u)_t$ by the generalized Hölder inequality and Lemma 2.1 as follows:

$$\begin{aligned}
\|(\delta u)_t\|_{L^2(0, T; H^1(\Omega))} &= \sup_{\|v\|_{L^2(0, T; H^1(\Omega))} = 1} \langle (\delta u)_t, v \rangle_{L^2(0, T; H^1(\Omega))} \\
&= \sup_{\|v\|_{L^2(0, T; H^1(\Omega))} = 1} \left\{ -\int_{\Sigma_i} \zeta uv - \int_Q \alpha \nabla \delta u \cdot \nabla v - \int_{\Sigma_i} (\gamma + \zeta)\delta uv \right\} \\
&\leq \sup_{\|v\|_{L^2(0, T; H^1(\Omega))} = 1} \left\{ \|\zeta\|_{L^1(\Sigma_i)} \|u\|_{L^2(\Sigma_i)} \|\delta u\|_{L^2(\Sigma_i)} \right\} \\
&\quad + \alpha_1 \|\nabla \delta u\|_{L^2(Q)} \|\nabla v\|_{L^2(Q)} + c_1 \|\delta u\|_{L^2(\Sigma_i)} \|v\|_{L^2(\Sigma_i)} \\
&\leq C(\|\zeta\|_{L^1(\Sigma_i)} \|u\|_{L^2(\Sigma_i)} + \|\delta u\|_{L^2(0, T; H^1(\Omega))}) \\
&\leq C\|\zeta\|_{L^1(\Sigma_i)} \|u\|_W,
\end{aligned}$$

where the last inequality follows from inequality (2.5). Combining the above two estimates gives $\|\delta u\|_W \leq C\|\zeta\|_{L^1(\Sigma_i)} \|u\|_W$. Since $\|u\|_W$ can be bounded independent of the element $\gamma \in A$ (see Lemma 2.3), this concludes the proof. $\square$
Next we show the Fréchet differentiability of the forward map \( u(\gamma) \). To this end, we denote the sensitivity problem for \( u^1 \equiv u'(\gamma)\zeta \in \mathcal{W} \), which satisfies
\[
\begin{aligned}
u_t^1 - \nabla \cdot (\alpha \nabla u^1) &= 0 \quad \text{in } Q, \\
\alpha \frac{\partial u^1}{\partial n} &= 0 \quad \text{on } \Sigma_c, \\
\alpha \frac{\partial u^1}{\partial n} + \gamma u^1 &= -\zeta u(\gamma) \quad \text{on } \Sigma_i, \\
u(\cdot, 0) &= 0 \quad \text{in } \Omega.
\end{aligned}
\]
Inspecting the arguments in Lemma 2.4 shows that the solution \( u^1 \) satisfies an identical estimate, and thus it defines a bounded linear operator from \( L^q(\Sigma_i) \) to \( \mathcal{W} \). The sensitivity problem will play a role in deriving the gradient formula for the regularization functional in Section 3 and numerically calculating the step size in gradient-descent type methods; see Appendix A. With the sensitivity solution \( u'(\gamma)\zeta \) at hand, we can now show:

**Lemma 2.5.** The mapping \( \gamma \mapsto u(\gamma) \) is Fréchet differentiable in the sense that for any \( \gamma, \gamma + \zeta \in A \) there holds
\[
\lim_{\|\zeta\|_{L^q(\Sigma_i)} \to 0} \frac{\|u(\gamma + \zeta) - u(\gamma) - u'(\gamma)\zeta\|_{\mathcal{W}}}{\|\zeta\|_{L^q(\Sigma_i)}} = 0.
\]

**Proof.** By letting \( \delta u = u(\gamma + \zeta) - u(\gamma) \) and \( w = \delta u - u'(\gamma)\zeta \), we have
\[
\begin{aligned}
w_t - \nabla \cdot (\alpha \nabla w) &= 0 \quad \text{in } Q, \\
\alpha \frac{\partial w}{\partial n} &= 0 \quad \text{on } \Sigma_c, \\
\alpha \frac{\partial w}{\partial n} + \gamma w &= -\zeta \delta u \quad \text{on } \Sigma_i, \\
w(\cdot, 0) &= 0 \quad \text{in } \Omega.
\end{aligned}
\]
Repeating the arguments in Lemma 2.4 yields
\[
\|w\|_{\mathcal{W}} \leq C\|\zeta\|_{L^q(\Sigma_i)} \|\delta u\|_{\mathcal{W}}.
\]
The differentiability follows from the Lipschitz continuity of the map \( \gamma \mapsto u(\gamma) \); see Lemma 2.4.

The preceding two results are concerned with the strong topology \( \|\cdot\|_{L^q(\Sigma_i)} \). We also have the following weak continuity result, which will be useful for establishing the existence of a minimizer to the proposed regularization formulation.

**Lemma 2.6.** Let \( \{\gamma^n\} \subset A \) be a sequence converging to \( \gamma^* \) weakly in \( L^q(\Sigma_i) \). Then the sequence \( \{u(\gamma^n)\} \) converges to \( u(\gamma^*) \) weakly in \( \mathcal{W} \).

**Proof.** The a priori estimate in Lemma 2.3 implies that the sequence \( \{u(\gamma^n)\} \) is uniformly bounded in \( \|\cdot\|_{\mathcal{W}} \). Therefore, after possibly passing to a subsequence, which is again denoted by \( \{u(\gamma^n)\} \), we deduce that there exists some \( u^* \in \mathcal{W} \) such that
\[
u(\gamma^n) \to u^* \quad \text{weakly in } \mathcal{W}.
\]
By Lemma 2.4, the embedding from \( \mathcal{W} \) into \( L^{2+\theta}(\Sigma_i) \) is compact and thus we have
\[
u(\gamma^n) \to u^* \quad \text{in } L^{2+\theta}(\Sigma_i).
\]
Recall the weak formulation of \( u(\gamma^n) \) with \( u(\gamma^n)(\cdot, 0) = u_0 \) and for any \( v \in L^2(0, T; H^1(\Omega)) \)
\[
\int_Q u(\gamma^n)_t v + \int_Q \alpha\nabla u(\gamma^n) \cdot \nabla v + \int_{\Sigma_t} \gamma^n u(\gamma^n)v = \int_{\Sigma_t} qv + \int_{\Sigma_t} u_\alpha v + \int_Q f v.
\]
By weak convergence of the sequence \( \{u(\gamma^n)\} \) to \( u^* \) in \( \mathcal{W} \), we have
\[
\lim_{n \to +\infty} \int_Q u(\gamma^n)_t v = \int_Q u^*_t v, \quad \lim_{n \to +\infty} \int_Q \alpha\nabla u(\gamma^n) \cdot \nabla v = \int_Q \alpha\nabla u^* \cdot \nabla v.
\]
The weak convergence of \( \{\gamma^n\} \) to \( \gamma^* \) in \( L^q(\Sigma_t) \) and the convergence of \( \{u(\gamma^n)\} \) to \( u^* \) in \( L^{2+\theta}(\Sigma_t) \) implies
\[
\lim_{n \to +\infty} \int_{\Sigma_t} \gamma^n u(\gamma^n)v = \lim_{n \to +\infty} \int_{\Sigma_t} [\gamma^n u^* v + \gamma^n (u(\gamma^n) - u^*) v] = \int_{\Sigma_t} \gamma^* u^* v.
\]
Therefore, the limit \( u^* \) satisfies that for any \( v \in L^2(0, T; H^1(\Omega)) \), there holds
\[
\int_Q u^*_t v + \int_Q \alpha\nabla u^* \cdot \nabla v + \int_{\Sigma_t} \gamma^* u^* v = \int_{\Sigma_t} qv + \int_{\Sigma_t} u_\alpha v + \int_Q f v,
\]
which together with \( u^*(\cdot, 0) = u_0 \) (it follows from Lemma 2.1(a): \( \mathcal{W} \hookrightarrow C(0, T; (H^1(\Omega))^\prime) \) compactly) and the uniqueness of the solution to the forward problem consequently implies \( u^* = u(\gamma^*) \). Since every subsequence has a sub-subsequence converging weakly to \( u(\gamma^*) \), the whole sequence converges weakly. \( \square \)

3. A regularization approach

In this section, we investigate a regularization approach of Tikhonov type to the inverse problem.

As mentioned earlier, like most inverse problems, the Robin inverse problem is ill-posed in the sense of Hadamard. The ill-posedness is mainly reflected in the following aspects: the solution does not necessarily exist for a given lateral Cauchy data, and even if it does exist for a specific set of Cauchy data, it lacks a continuous dependence on the data perturbation. In practice, the Cauchy data are collected via experimental devices, e.g., thermal sensors, and thus inevitably contaminated by measurement errors that may lead to large deviations of the solution from the exact one. This poses significant challenges to its accurate yet stable numerical solution. In order to cope with the numerical instability of the inverse problem, we adopt the classical Tikhonov regularization [TA77]

\[
J_\eta(\gamma) = \frac{1}{2} \|u(\gamma) - g\|^2_{L^2(\Sigma_\eta)} + \frac{\eta}{2} \|\gamma\|^2_{L^2(\Sigma)}.
\]

In the functional \( J_\eta \), the first term incorporates the information contained in the data, the second term stabilizes the formulation, and the regularization parameter \( \eta \) compromises the tradeoff between the two terms. Here we use the notation \( g \) to denote the measurement, i.e., \( g \in L^2(\Sigma_\eta) \), for notational simplicity. We also remark alternative penalty terms, e.g., \( H^1(\Sigma) \)-norm or seminorm, may be employed, and the derivations below still hold with minor modifications. It is obvious that the constrained optimization problem with \( \eta = 0 \), denoted by \( J_0 \), is equivalent to the inverse problem when the Cauchy data is attainable (compatible).
We consider the minimization of this cost functional over the admissible set \( \mathcal{A} \) as

**Problem 3.1.** \( \min_{\gamma \in \mathcal{A}} J_\eta(\gamma) \).

A first result shows the existence of a minimizer to Problem 3.1. Therefore, the formulation is well-posed. Recall that the inverse problem may not possess a solution for noisy Cauchy data. Thus the inverse problem and the optimization problem may not be equivalent.

**Theorem 3.1.** There exists at least one optimal solution to Problem 3.1. 

*Proof.* The functional \( J_\eta \) is bounded from below by zero, and thus we can find a minimizing sequence \( \{ \gamma^n \} \subset \mathcal{A} \) such that

\[
\lim_{n \to +\infty} J_\eta(\gamma^n) = \inf_{\gamma \in \mathcal{A}} J_\eta(\gamma).
\]

By the uniform boundedness of the admissible set \( \mathcal{A} \), the sequence \( \{ \gamma^n \} \) is uniformly bounded in \( L^q(\Sigma_i) \). Therefore, there exists a weakly convergent subsequence, also denoted by \( \{ \gamma^n \} \) and some \( \gamma^* \) such that

\[
\gamma^n \rightharpoonup \gamma^* \quad \text{weakly in} \quad L^q(\Sigma_i).
\]

One can show that the weak limit \( \gamma^* \) satisfies \( c_0 \leq \gamma^*(t, x) \leq c_1 \) for a.e. \((t, x) \in \Sigma_i\), which implies that \( \gamma^* \in \mathcal{A} \). Consequently, from Lemma 2.6, we deduce

\[
u(\gamma^n) \to \nu(\gamma^*) \quad \text{weakly in} \quad \mathcal{W}.
\]

Now from the compactness of the embedding from \( \mathcal{W} \) into \( L^{2+\theta}(\Sigma_i) \) (see Lemma 2.11), we have

\[
u(\gamma^n) \to \nu(\gamma^*) \quad \text{in} \quad L^{2+\theta}(\Sigma_i).
\]

In particular, this implies

\[
\lim_{n \to +\infty} \| \nu(\gamma^n) - \nu \|_{L^2(\Sigma_i)}^2 = \| \nu(\gamma^*) - \nu \|_{L^2(\Sigma_i)}^2.
\]

Finally, the weak lower semi-continuity of norms gives

\[
J_\eta(\gamma^*) = \frac{1}{2} \| \nu(\gamma^*) - \nu \|_{L^2(\Sigma_i)}^2 + \frac{\eta}{2} \| \gamma^* \|_{L^2(\Sigma_i)}^2
\]

\[
\leq \liminf_{n \to +\infty} \frac{1}{2} \| \nu(\gamma^n) - \nu \|_{L^2(\Sigma_i)}^2 + \frac{\eta}{2} \| \gamma^n \|_{L^2(\Sigma_i)}^2
\]

\[
\leq \liminf_{n \to +\infty} \left( \frac{1}{2} \| \nu(\gamma^n) - \nu \|_{L^2(\Sigma_i)}^2 + \frac{\eta}{2} \| \gamma^n \|_{L^2(\Sigma_i)}^2 \right) = \inf_{\gamma \in \mathcal{A}} J_\eta(\gamma),
\]

i.e., the weak limit \( \gamma^* \) is a minimizer to the functional \( J_\eta \). \( \square \)

The next result shows that the sequence of minimizers of the perturbed optimization problem has a subsequence converging weakly in \( L^q(\Sigma_i) \) as the magnitude of the perturbation in the Cauchy data decreases to zero. Therefore, the functional \( J_\eta \) indeed merits a certain (weak) stability with respect to the perturbations of the data \( g \).

**Theorem 3.2.** Let \( \{ g^n \} \subset L^2(\Sigma_e) \) be a sequence converging to \( g \), and \( \{ \gamma^n \} \) be the sequence of minimizers to the perturbed functionals

\[
\frac{1}{2} \| \nu(\gamma) - g^n \|_{L^2(\Sigma_i)}^2 + \frac{\eta}{2} \| \gamma \|_{L^2(\Sigma_i)}^2,
\]

i.e., with \( g^n \) in place of \( g \) in the functional \( J_\eta \). Then the sequence \( \{ \gamma^n \} \) has a subsequence converging in \( L^2(\Sigma_i) \) and weakly in \( L^q(\Sigma_i) \), and the limit is a minimizer of the functional \( J_\eta \).
Proof: The proof proceeds closely as that of Theorem 3.1 and thus we only give a brief sketch. For the sequence of minimizers \{\gamma^n\}, we pass to a subsequence, again denoted by \{\gamma^n\}, which converges to some \gamma^* \in A weakly in \(L^q(\Sigma_i)\), and as a consequence of Lemma 2.6, \(u(\gamma^n)\) converges to \(u(\gamma^*)\) in \(L^{2+\theta}(\Sigma_c)\). Since the sequence \{\gamma^n\} converges to \gamma in \(L^2(\Sigma_c)\), we get an analogue to (3.2), i.e.,
\[
\lim_{n \to +\infty} \|u(\gamma^n) - \gamma^n\|^2_{L^2(\Sigma_c)} = \|u(\gamma^*) - \gamma\|^2_{L^2(\Sigma_c)}.
\]
Therefore, the weak limit \gamma^* is a minimizer to the functional \(J_\eta\) by repeating the arguments in Theorem 3.1. To see the strong convergence in \(L^2(\Sigma_i)\), we observe that by the weak lower semi-continuity
\[
J_\eta(\gamma^*) \leq \lim_{n \to +\infty} \frac{1}{2}\|u(\gamma^n) - g^n\|^2_{L^2(\Sigma_c)} + \frac{\eta}{2} \liminf_{n \to +\infty} \|\gamma^n\|^2_{L^2(\Sigma_i)} 
\]
\[
\leq \liminf_{n \to +\infty} \left( \frac{1}{2}\|u(\gamma^n) - g^n\|^2_{L^2(\Sigma_c)} + \frac{\eta}{2}\|\gamma^n\|^2_{L^2(\Sigma_i)} \right) 
\]
\[
\leq \limsup_{n \to +\infty} \left( \frac{1}{2}\|u(\gamma^*) - g^*\|^2_{L^2(\Sigma_c)} + \frac{\eta}{2}\|\gamma^*\|^2_{L^2(\Sigma_i)} \right) = J_\eta(\gamma^*),
\]
where the last inequality follows from the minimizing property of \gamma^n for the data \(g^n\). Therefore, by combining with the preceding inequality, we have \(\lim_{n \to +\infty} \|\gamma^n\|^2_{L^2(\Sigma_i)} = \|\gamma^*\|^2_{L^2(\Sigma_i)}\), which together with the weak convergence in \(L^q(\Sigma_i)\) shows the desired assertion. \(\square\)

Next we derive the gradient formula of the functional \(J_\eta\) with respect to the parameter (Robin coefficient), and the first-order necessary optimality condition. The gradient formula enables applying popular gradient-descent type algorithms, whereas the optimality system is useful for designing Newton type methods. We will use the adjoint variable and adjoint equation frequently. Define the adjoint variable \(p\) by the following adjoint equation:
\[
\begin{align*}
-p_t - \nabla \cdot (\alpha \nabla p) &= 0 \quad \text{in } Q, \\
\alpha \frac{\partial p}{\partial n} &= u(\gamma) - g \quad \text{on } \Sigma_c, \\
\alpha \frac{\partial p}{\partial n} + \gamma p &= 0 \quad \text{on } \Sigma_i, \\
p(\cdot, T) &= 0 \quad \text{in } \Omega.
\end{align*}
\]
(3.3)

The next result shows the differentiability of the functional with respect to \(L^q(\Sigma_i)\). The gradient calculation via the adjoint method is frequently exploited in numerical algorithms, e.g., the popular conjugate gradient method. Similar formulas have been routinely utilized in the engineering literature, but rarely justified.

**Theorem 3.3.** The functional \(J_\eta\) is Fréchet differentiable with respect to \(L^q(\Sigma_i)\) with its derivative given by
\[
J'_\eta(\gamma)\xi = \int_{\Sigma_i} \zeta[-u(\gamma)p + \eta\gamma],
\]
where \(p\) is defined in the adjoint equation (3.3).
Proof: By virtue of Lemma 2.1, the generalized H"older inequality and uniform boundedness of the admissible set $\mathcal{A}$, we deduce
\[
\left| \int_{\Sigma_i} \zeta [-u(\gamma)p + \eta \gamma] \right| \leq \|\zeta\|_{L^{q^*}(\Sigma_i)} \left( \|u(\gamma)\|_{L^{2+q^*}(\Sigma_i)} \|p\|_{L^2(\Sigma_i)} + \|\eta\|_{L^{q^*}(\Sigma_i)} \right)
\leq C \|\zeta\|_{L^{q^*}(\Sigma_i)} \left( \|u(\gamma)\|_{W} \|p\|_{L^2(0,T;H^1(\Omega))} + \|\eta\|_{L^2(\Sigma_i)} \right),
\]
where the exponent $q'$ satisfies $\frac{1}{q} + \frac{1}{q'} = 1$. In view of Lemma 2.3, $\|u(\gamma)\|_{W}$ can be bounded independently of $\gamma$, and similarly $\|p\|_{W}$. Therefore, the representation (3.4) defines a bounded linear functional on $L^q(\Sigma_i)$. Next we show that it is the Fréchet derivative of the functional $J_\eta$. To this end, we estimate the remainder $R$ as follows:

(3.5)
\[
R := J_\eta(\gamma + \zeta) - J_\eta(\gamma) - \int_{\Sigma_i} \zeta [-u(\gamma)p + \eta \gamma]
= \frac{1}{2} \int_{\Sigma_i} \left[ |u(\gamma + \zeta) - g|^2 - |u(\gamma) - g|^2 \right] + \frac{1}{2} \int_{\Sigma_i} [\eta|\gamma + \zeta|^2 - \eta|\gamma|^2 - 2\zeta [-u(\gamma)p + \eta \gamma]]
= \frac{1}{2} \int_{\Sigma_i} (u(\gamma + \zeta) + u(\gamma) - 2g)(u(\gamma + \zeta) - u(\gamma)) + \frac{1}{2} \int_{\Sigma_i} [2\zeta u(\gamma)p + \eta \zeta]^2.
\]

By the weak formulations for the adjoint variable $p$, and denote $w = u'(\gamma)\zeta$, then we have
\[
\int_{\Omega} -p_t w + \int_{\Omega} \alpha \nabla p \cdot \nabla w + \int_{\Sigma_i} \gamma pw = \int_{\Sigma_i} (u(\gamma) - g) w,
\int_{\Omega} w_t p + \int_{\Omega} \alpha \nabla p \cdot \nabla w + \int_{\Sigma_i} \gamma pw = \int_{\Sigma_i} -\zeta u(\gamma) p.
\]

By subtracting these two equations and applying the following identity
\[
\int_{\Omega} w_t p + \int_{\Omega} p_t w = \frac{d}{dt} \int_{0}^{T} \langle p, w \rangle_{L^2(\Omega)} = 0,
\]
which follows from the initial condition for $w$ and terminal condition for $p$, we arrive at
\[
\int_{\Sigma_i} -\zeta u(\gamma) p = \int_{\Sigma_i} (u(\gamma) - g) u'(\gamma) \zeta.
\]

Combining it with identity (3.5), we get
\[
|R| = \left| \frac{1}{2} \int_{\Sigma_i} \left[ 2(u(\gamma) - g)(u(\gamma + \zeta) - u(\gamma) - u'(\gamma) \zeta)
\right. \\
+ (u(\gamma + \zeta) - u(\gamma))^2 + \int_{\Sigma_i} \eta \zeta|^2 \left| \right.
\leq \|u(\gamma) - g\|_{L^2(\Sigma_i)} \|u(\gamma + \zeta) - u(\gamma) - u'(\gamma) \zeta\|_{L^{2}(\Sigma_i)}
+ \|u(\gamma + \zeta) - u(\gamma)\|^2_{L^2(\Sigma_i)} + \eta \|\zeta\|^2_{L^2(\Sigma_i)}.
\]

This together with the embedding results in Lemma 2.1, the Lipschitz continuity of Lemma 2.3 and differentiability of the forward map of Lemma 3.5 yields the desired assertion. $\Box$
The following result shows the optimality system of Problem 3.1. Below we denote by $P_{[c_0, c_1]}$ the canonical pointwise projection operator, i.e., $P_{[c_0, c_1]}g(x) = \min(c_0, \max(c_1, g(x)))$.

**Theorem 3.4.** The optimality system of Problem 3.1 is given by

\[
\begin{align*}
\begin{cases}
\quad u(\gamma^*) - \nabla \cdot (\alpha \nabla u(\gamma^*)) = f & \text{in } Q, \\
\quad \alpha \frac{\partial u(\gamma^*)}{\partial n} = q & \text{on } \Sigma_c, \\
\quad \alpha \frac{\partial u(\gamma^*)}{\partial n} + \gamma^* u(\gamma^*) = u_a & \text{on } \Sigma_i, \\
\quad u(\gamma^*)(\cdot, 0) = u_0 & \text{in } \Omega; \\
\quad -p^* - \nabla \cdot (\alpha \nabla p^*) = 0 & \text{in } Q, \\
\quad \alpha \frac{\partial p^*}{\partial n} = u(\gamma^*) - g & \text{on } \Sigma_c, \\
\quad \alpha \frac{\partial p^*}{\partial n} + \gamma^* p^* = 0 & \text{on } \Sigma_i; \\
\quad p^*(\cdot, T) = 0 & \text{in } \Omega.
\end{cases}
\end{align*}
\]

**complementarity condition** $\gamma^* = P_{[c_0, c_1]}(\frac{1}{\beta} u(\gamma^*) p^*)$.

**Proof.** Let $\gamma^*$ be an optimal solution. By Theorem 3.3 the cost function $J_\eta(\gamma)$ is Fréchet differentiable, and the regular point condition is satisfied at point $\gamma^*$, which guarantee the existence of Lagrange multipliers associated to the inequality constraint $c_0 \leq \gamma^*(t, x) \leq c_1$ for a.e. $(t, x) \in \Sigma_i$; see [ZK79]. We denote the Lagrange multiplier by $\lambda^* \in L^2(\Sigma_i)$ (with $\frac{1}{r} + \frac{1}{s} = 1$) such that

$$0 = J_\eta'(\gamma^*) + \lambda^*, \quad (\lambda^*, \gamma^* - \gamma^*)_{L^s(\Sigma_i), L^s(\Sigma_i)} \leq 0 \quad \forall \gamma' \in A.$$ 

By Theorem 3.3 and the definition of adjoint variable $p^*$, we have

$$\lambda^* = -J_\eta'(\gamma^*) = u(\gamma^*) p^* - \eta \gamma^*.$$ 

This implies that

$$\left(\frac{1}{\beta} u(\gamma^*) p^* - \gamma^*, \gamma' - \gamma^*\right) \leq 0 \quad \forall \gamma' \in A.$$ 

Hence $\gamma^* = P_A \left(\frac{1}{\beta} u(\gamma^*) p^*\right)$, which can be pointwise expressed as

$$\gamma^* = P_{[c_0, c_1]} \left(\frac{1}{\beta} u(\gamma^*) p^*\right).$$

This shows the optimality system. \qed

From the optimality system in Theorem 3.4 we can deduce higher regularity for the adjoint variable $p^*$ and consequently the Robin coefficient $\gamma^*$. First, it follows from the maximal parabolic regularity result [HMRR10 Thm. 3.18] (cf. also [Gr92 Thm. 1]) that $p^* \in H^1(0, T; (W^{1,r}(\Omega))') \cap L^2(0, T; W^{1,r}(\Omega))$ for some $r > 2$ (where $\frac{1}{r} + \frac{1}{s} = 1$) which depends on $\Omega$, $\alpha_0$, $\alpha_1$, $c_0$, $c_1$ and $d$ only [Gr92, HMRR10], and $u^* \in W$. 

Let \( w = u^* p^* \), then \( \nabla w = p^* \nabla u^* + u^* \nabla p^* \). Consequently, for \( d = 2 \), by Hölder’s inequality and Sobolev embedding theorem, there holds

\[
\int_{\Omega} |\nabla w|^s = \int_{\Omega} |p^* \nabla u^* + u^* \nabla p^*|^s \\
\leq 2^{s-1} \int_{\Omega} |p^*|^s |\nabla u^*|^s + \int_{\Omega} |u^*|^s |\nabla p^*|^s \\
\leq C(s) \left( \|p^*\|_{L^\infty(\Omega)}^s \|\nabla u^*\|_{L^2(\Omega)}^s + \|u^*\|_{L_w^{\frac{2r}{r-2}}(\Omega)}^s \|\nabla p^*\|_{L^r(\Omega)}^s \right) \\
\leq C(s) \|u^*\|_{H^1(\Omega)}^s \|p^*\|_{W^{1,r}(\Omega)}^s,
\]

for any \( s \in [1, 2] \). Similarly, for \( d = 3 \) and by implicitly identifying \( \frac{2s}{s-2} \) for \( s = 2 \) with \( +\infty \), we have

\[
\int_{\Omega} |\nabla w|^s dx \leq 2^{s-1} \left( \|p^*\|_{L^\frac{2r}{r-2}(\Omega)}^s \|\nabla u^*\|_{L^2(\Omega)}^s + \|u^*\|_{L_w^{\frac{2r}{r-2}}(\Omega)}^s \|\nabla p^*\|_{L^r(\Omega)}^s \right) \\
\leq C(s) \|u^*\|_{H^1(\Omega)}^s \|p^*\|_{W^{1,r}(\Omega)}^s,
\]

where by Sobolev embedding theorem, the exponent \( s \in [1, 2] \) satisfies \( s \leq \frac{6r}{6+r} \) (and \( s < 2 \) if \( r = 3 \)). Consequently, we have \( w \in W^{1,s}(\Omega) \) for any \( s \in [1, \min(2, \frac{6r}{6+r})] \) \((s \in [1, 2] \) in case of \( r = 3 \)). Hence, the Cauchy-Schwarz inequality gives

\[
\int_0^T \|u^* p^*\|_{H^1(\Omega)} \leq \int_0^T \|u^*\|_{H^1(\Omega)} \|p^*\|_{W^{1,r}(\Omega)} \leq \|u^*\|_{L^2(0,T;H^{1,2}(\Omega))} \|p^*\|_{L^2(0,T;W^{1,r}(\Omega))}.
\]

This together with the continuity of the canonical projection operator \( P_{[c_0,c_1]} \) from \( W^{1,p}(\Omega) \) into \( W^{1,p}(\Omega) \) [KSS90] pp. 50, Thm. A.1 and the trace theorem [EG92] implies the following enhanced regularity of the minimizer \( \gamma^* \).

**Proposition 3.1.** The optimal solution \( \gamma^* \) to Problem 3.1 is in the space \( L^1(0,T;W^{1,\frac{2}{d}}(\Gamma_i)) \) for \( s = 2 \) if \( d = 2 \) and \( s = \min(2, \frac{6r}{6+r}) \) \((s = 2 - \epsilon \) for any \( \epsilon > 0 \) if \( r = 3 \)) if \( d = 3 \).

The following theorem shows the essential convexity of the functional \( J_0 \) under some minor conditions. A nonnegative functional \( G \) is called essentially convex if \( G'(p) = 0 \) implies \( G(p) = 0 \) [Kno88]. Essential convexity is weaker than convexity, but often sufficient as it ensures that all critical points of the functional \( J_0 \) are global minimizers, and the algorithm would not get trapped into local minima. The nonvanishing condition on the solution \( u(t,x) \) to system (2.3) may be verified by means of the maximum principle.

**Theorem 3.5.** Assume that the meas(\( \{ (t,x) \in \Sigma_i : u(\gamma)(t,x) = 0 \} \)) = 0, and the conductivity \( \alpha \) is analytic. Then the functional \( J_0 \) attains its minimum zero at \( \gamma \in \mathcal{A} \) if and only if \( J_0'(\gamma) = 0 \).

**Proof.** If the functional \( J_0 \) attains zero at \( \gamma \), then the residual \( \tilde{v} = u(\gamma) - g = 0 \) on \( \Sigma_i \) and the solution \( p(\gamma) \) of the adjoint problem vanishes identically. Consequently, \( J_0'(\gamma)[\zeta] = 0 \) for any \( \zeta \in L^\infty(\Sigma_i) \), and hence \( J_0'(\gamma) = 0 \).
Now we assume that \( J'_0(\gamma) = 0 \) at some \( \gamma \in \mathcal{A} \), i.e.,
\[
\int_{\Sigma_i} -\zeta u(\gamma)p(\gamma) = 0, \quad \forall \zeta \in L^\infty(\Sigma_i),
\]
which implies that \(-u(\gamma)p(\gamma) = 0\) on \( \Sigma_i \). Noting that the assumption \( \text{meas}\{ (t, x) \in \Sigma_i : u(\gamma)(t, x) = 0 \} = 0 \), we have \( p(\gamma) = 0 \) almost everywhere on \( \Sigma_i \). Thus the Robin boundary condition for the adjoint variable \( p(\gamma) \) implies that
\[
\alpha \frac{\partial p}{\partial n} = 0 \quad \text{on} \quad \Sigma_i.
\]
Appealing to the unique continuation principle for parabolic problems \[\text{Miz58}, \text{Che98}\] yields that \( p(\gamma) \) vanishes identically, and consequently, \( u(\gamma) - g = 0 \) on the boundary \( \Sigma_c \). Hence \( J_0(\gamma) = 0 \), which concludes the proof. \( \square \)

### 4. Finite element approximation

In this section we describe a finite element discretization of the constrained optimization problem, i.e., Problem 3.1, and analyze the convergence of the approximations.

To this end, we first triangulate the polyhedral domain \( \Omega \) into a shape regular quasi-uniform mesh \( \mathcal{T}_h \) of simplicial elements. Then we define the piecewise linear finite element space \( V_h \subset H^1(\Omega) \) by
\[
V_h = \{ v_h : v_h \in C(\overline{\Omega}), v_h|_K \in P_1(K) \quad \forall K \in \mathcal{T}_h \},
\]
where the space \( P_1(K) \) denotes the space of linear polynomials on the element \( K \). The space \( V_{\Gamma_i,h} \) is defined as the restriction of \( V_h \) on \( \Gamma_i \). Next we define the set \( U_h \) as
\[
U_h = \{ \gamma_h : \gamma_h \in V_{\Gamma_i,h}, \ c_0 \leq \gamma_h \leq c_1 \}.
\]
The set \( U_h \) will be used for the spatial discretization of the admissible set \( \mathcal{A} \). To fully discretize system (2.3), we introduce a uniform partition of the interval \([0, T]\):
\( 0 = t_0 < t_1 < \cdots < t_N = T \), where \( \tau = \frac{T}{N} \) is the temporal step size and \( \{ t_n = n\tau \} \) are the partition points. The backward difference quotient \( \partial_t u^n = \frac{u^n - u^{n-1}}{\tau} \) will be used for temporal discretization of system (2.3).

We shall also need the following approximations. Given any sequence \{\( w_h^n \} \subset V_h \) (or \( U_h \)), we construct its piecewise constant/linear interpolant \( \tilde{w}_{h,\tau}/w_{h,\tau} \) as follows: for \( t \in (t_{n-1}, t_n) \),
\[
(4.2) \quad \tilde{w}_{h,\tau}(t, x) = w_h^n \quad \text{and} \quad w_{h,\tau}(t, x) = \frac{t-t_{n-1}}{\tau} w_h^n + \frac{t_{n-1}}{\tau} w_h^{n-1}.
\]
Further, for any \( w \in L^2(0, T; B) \) (\( B \) may be any spatial Hilbert space, e.g., \( L^2(\Omega), (H^1(\Gamma_i))^\prime \)), we construct its piecewise constant interpolant by setting for \( t \in (t_{n-1}, t_n) \), \( w^n = \frac{1}{\tau} \int_{t_{n-1}}^{t_n} w(t) dt \). By means of straightforward computations, we have the following estimates.
Lemma 4.1. For the approximations $\hat{\gamma}_{h,\tau}$, $\tilde{u}_{h,\tau}$, $u_{h,\tau}$ and $w^n$ defined above, the following estimates hold:

$$
\|\hat{\gamma}_{h,\tau}\|^2_{L^2(\Sigma)} = \tau \sum_{n=1}^{N} \|\gamma^n_h\|^2_{L^2(\Gamma)},
\|\tilde{u}_{h,\tau}\|^2_{L^2(0,T;H^1(\Omega))} = \tau \sum_{n=1}^{N} \|u^n_h\|^2_{H^1(\Omega)},
\|u_{h,\tau} - \tilde{u}_{h,\tau}\|^2_{L^2(\Omega)} = \frac{\tau}{3} \sum_{n=1}^{N} \|u^n_h - u^{n-1}_h\|^2_{L^2(\Omega)},
\|u_{h,\tau}\|^2_{L^2(0,T;H^1(\Omega))} \leq \tau \sum_{n=0}^{N} \|u^n_h\|^2_{H^1(\Omega)},
\|u_{h,\tau}\|^2_{L^2(0,T;H^1(\Omega))} \leq \tau \sum_{n=1}^{N} \|u^n_h\|^2_{H^1(\Omega)},
\|u_{h,\tau}\|^2_{L^2(0,T;H^1(\Omega))} \leq \tau \sum_{n=1}^{N} \|u^n_h\|^2_{H^1(\Omega)},
\|u_{h,\tau}\|^2_{L^2(0,T;H^1(\Omega))} \leq \tau \sum_{n=1}^{N} \|u^n_h\|^2_{B} \leq \|w\|^2_{L^2(0,T;B)}.
$$

Now we describe the finite element approximation of system (2.3). The finite element system reads as follows: Given a sequence $\{\gamma^n_h\} \subset U_h$ and $u^0 = P_hu_0$, find $\{u^n_h\} \subset V_h$ for $n = 1, \ldots, N$ such that

$$
\int_{\Omega} \partial_t u^n_h v_h + \int_{\Omega} \alpha^n \nabla u^n_h \cdot \nabla v_h + \int_{\Gamma} \gamma^n_h \frac{u^n_h + u^{n-1}_h}{2} v_h
= \int_{\Omega} u^0 v_h + \int_{\Gamma} q^n v_h + \int_{\Omega} f^n v_h \quad \forall v_h \in V_h.
$$

(4.3)

Before proceeding to the a priori estimate for the finite element solution $\{u^n_h(\{\gamma^n_h\})\}$, we recall the $L^2(\Omega)$-projection operator $P_h : L^2(\Omega) \mapsto V_h$ and the $H^1(\Omega)$-projection operator $Q_h : H^1(\Omega) \mapsto V_h$ defined by

$$(P_h u, v_h) = (u, v_h) \quad \forall v_h \in V_h,

(Q_h u, v_h) = (\nabla u, \nabla v_h) + (u, v_h) \quad \forall v_h \in V_h,
$$

respectively. The following lemma shows that the $L^2(\Omega)$-projection operator $P_h$ is $H^1(\Omega)$-stable.

Lemma 4.2. The $L^2(\Omega)$-projection $P_h$ is $H^1(\Omega)$-stable, i.e.,

$$
\|P_h u\|_{H^1(\Omega)} \leq C \|u\|_{H^1(\Omega)} \quad \forall u \in H^1(\Omega).
$$

Proof. The proof for the case of $H^1_0(\Omega)$ and $H^1(\Omega)$ can be found in [BX91] and [BPS02], respectively. \qed

The solution $\{u^n_h(\{\gamma^n_h\})\}$ to the discrete system (4.3) satisfies the following a priori estimate. It will play a crucial role in establishing the convergence of finite element approximations.

Lemma 4.3. For any sequence $\{\gamma^n_h\} \subset U_h$, the discrete system (4.3) has a unique solution $\{u^n_h(\{\gamma^n_h\})\} \subset V_h$. If the mesh size $h$ and temporal step size $\tau$ satisfy $\tau \leq \beta h$ for some $\beta > 0$, then for sufficiently small $\tau$ the following a priori estimate holds,

$$
\|u_{h,\tau}\|^2_{W} + \|\tilde{u}_{h,\tau}\|^2_{L^2(0,T;H^1(\Omega))} + \frac{1}{\tau} \|u_{h,\tau} - \tilde{u}_{h,\tau}\|^2_{L^2(\Omega)}
\leq C_\beta \left( \|u^0\|^2_{H^1(\Omega)} + \|u^0\|^2_{L^2(0,T;H^1(\Omega))} + \|q\|^2_{L^2(0,T;H^1(\Omega))} + \|f\|^2_{L^2(\Omega)} \right),
$$

\text{NUMERICAL IDENTIFICATION OF A ROBIN COEFFICIENT 1383}
where $u_{h,\tau}$ and $\tilde{u}_{h,\tau}$ are piecewise linear and constant interpolants of $\{u_h^n\}$, respectively.

**Proof.** The existence and uniqueness of $\{u_h^n\}$ follow directly from the continuity and coercivity of the bilinear form. Upon taking $v_h = u_h^n$ in the discrete system (4.3), appealing to the Cauchy-Schwarz inequality and noting the lower bound for the conductivity $\alpha(x)$ and $\gamma_{h,\tau}$, we deduce
\[
\frac{1}{\tau} \left( \|u_h^n\|^2_{L^2(\Omega)} - \|u_h^{n-1}\|^2_{L^2(\Omega)} + \|u_h^n - u_h^{n-1}\|^2_{L^2(\Omega)} \right) + \alpha_0 \|\nabla u_h^n\|^2_{L^2(\Omega)} + c_0 \|u_h^n\|^2_{L^2(\Gamma)} 
\leq c_1 \|u_h^n - u_h^{n-1}\|^2_{L^2(\Gamma)} + \|f^n\|^2_{L^2(\Omega)} \|u_h^n\|^2_{L^2(\Omega)} 
+ c_1 \|u_h^n\|^2_{H^{1/2}(\Gamma_\tau)} + \|g^n\|^2_{L^2(\Omega)} \|u_h^n\|^2_{H^{1/2}(\Gamma_\tau)}.
\]

By utilizing Young’s inequality and Lemma 2.2, we get
\[
\frac{1}{\tau} \left( \|u_h^n\|^2_{L^2(\Omega)} - \|u_h^{n-1}\|^2_{L^2(\Omega)} + \|u_h^n - u_h^{n-1}\|^2_{L^2(\Omega)} \right) + \|u_h^n\|^2_{H^1(\Omega)} 
\leq C \left( \|u_h^n\|^2_{H^{1/2}(\Gamma_\tau)} + \|g^n\|^2_{H^{1/2}(\Gamma_\tau)} + \|f^n\|^2_{L^2(\Omega)} \right) 
+ \|u_h^n - u_h^{n-1}\|^2_{L^2(\Gamma)} \|u_h^n\|^2_{L^2(\Gamma)}.
\]

Now observe that $u_h^n - u_h^{n-1} \in V_h \subset H^1(\Omega)$, Lemma 2.1 i.e.,
\[
\|u_h^n\|^2_{L^2(\Gamma_\tau)} \leq C \|u_h^n\|^2_{H^1(\Omega)} \|u_h^n\|^2_{H^1(\Omega)},
\]

inverse estimate for the finite element space $V_h$ [BS01 Thm 4.5.11], i.e., $\|u_h\|^2_{H^1(\Omega)} \leq Ch^{-1} \|u_h\|^2_{L^2(\Omega)}$, and the condition $\tau \leq \beta \theta$ imply that
\[
\|u_h^n - u_h^{n-1}\|^2_{L^2(\Gamma_\tau)} \leq C \|u_h^n - u_h^{n-1}\|^2_{L^2(\Omega)} \|u_h^n - u_h^{n-1}\|^2_{H^1(\Omega)} 
\leq C h^{-1} \|u_h^n - u_h^{n-1}\|^2_{L^2(\Omega)} 
\leq C \beta \tau^{-1} \|u_h^n - u_h^{n-1}\|^2_{L^2(\Omega)}.
\]

Combining this inequality with Lemma 2.1 and Young’s inequality yields
\[
C \|u_h^n - u_h^{n-1}\|^2_{L^2(\Gamma_\tau)} \|u_h^n\|^2_{L^2(\Gamma_\tau)} 
\leq C \sqrt{\beta} \|u_h^n - u_h^{n-1}\|^2_{L^2(\Omega)} \|u_h^n\|^2_{L^2(\Omega)} \|u_h^n\|^2_{H^1(\Omega)} 
\leq \frac{1}{2} \|u_h^n\|^2_{H^1(\Omega)} + C(\beta \tau)^{1/2} \|u_h^n - u_h^{n-1}\|^2_{L^2(\Omega)} \|u_h^n\|^2_{L^2(\Omega)} 
\leq \frac{1}{2} \|u_h^n\|^2_{H^1(\Omega)} + \frac{1}{2\tau} \|u_h^n - u_h^{n-1}\|^2_{L^2(\Omega)} + C \beta \|u_h^n\|^2_{L^2(\Omega)}.
\]

This together with inequality (4.4) gives
\[
\frac{1}{\tau} \left( \|u_h^n\|^2_{L^2(\Omega)} - \|u_h^{n-1}\|^2_{L^2(\Omega)} + \|u_h^n - u_h^{n-1}\|^2_{L^2(\Omega)} \right) + \|u_h^n\|^2_{H^1(\Omega)} 
\leq C \left( \|u_h^n\|^2_{H^{1/2}(\Gamma_\tau)} + \|f^n\|^2_{L^2(\Omega)} + \|g^n\|^2_{H^{1/2}(\Gamma_\tau)} \right) + C \beta \|u_h^n\|^2_{L^2(\Omega)}.
\]
By the discrete Gronwall’s inequality and that for sufficiently small \( \tau \), i.e., \( \frac{1}{\tau} > C\beta^2 \), we deduce

\[
\max_{1 \leq n \leq N} \left\| u_h^n \right\|_{L^2(\Omega)}^2 + \sum_{n=1}^N \left\| u_h^n - u_h^{n-1} \right\|_{L^2(\Omega)}^2 + \tau \sum_{n=1}^N \left\| u_h^n \right\|_{H^1(\Omega)}^2 \\
\leq C\beta \left( \left\| u^0 \right\|_{L^2(\Omega)}^2 + \sum_{n=1}^N \left( \left\| u_h^n \right\|_{(H^{\frac{1}{2}}(\Gamma,\gamma)^2}^2 + \left\| q^n \right\|_{(H^{\frac{1}{2}}(\Gamma,\gamma))^2}^2 + \left\| f^n \right\|_{L^2(\Omega)}^2 \right) \right).
\]

(4.5)

Next we estimate the term \( \left\| \partial \tau u_h^n \right\|_{(H^1(\Omega))'} \). To this end, for any \( v_h \in V_h \), we have

\[
\left\langle \partial \tau u_h^n, v_h \right\rangle \leq \alpha_1 \left\| \nabla u_h^n \right\|_{L^2(\Omega)} \left\| \nabla v_h \right\|_{L^2(\Omega)} + C_1 \left\| u_h^n + u_h^{n-1} \right\|_{L^2(\Gamma)} \left\| v_h \right\|_{L^2(\Gamma)} + C_2 \left\| q^n \right\|_{L^2(\Omega)} \left\| v_h \right\|_{L^2(\Omega)}
\]

\[
\leq C \left\| v_h \right\|_{H^1(\Omega)} \left( \left\| u_h^n \right\|_{H^1(\Omega)} + \left\| u_h^{n-1} \right\|_{H^1(\Omega)} + \left\| u_h^n \right\|_{(H^{\frac{1}{2}}(\Gamma,\gamma))'} + \left\| q^n \right\|_{(H^{\frac{1}{2}}(\Gamma,\gamma))'} + \left\| f^n \right\|_{L^2(\Omega)} \right).
\]

Consequently, the definition of the \( L^2(\Omega) \)-projection operator \( P_h \) and its \( H^1(\Omega) \) stability (see Lemma 4.2) yield

\[
\left\| \partial \tau u_h^n \right\|_{(H^1(\Omega))'} = \sup_{v \in H^1(\Omega)} \frac{\left\langle \partial \tau v_h, u_h^n \right\rangle}{\left\| v \right\|_{H^1(\Omega)}} = \sup_{v \in H^1(\Omega)} \frac{\left\langle \partial \tau v_h, P_h v \right\rangle}{\left\| P_h v \right\|_{H^1(\Omega)}} \left\| v \right\|_{H^1(\Omega)} \leq C \sup_{v \in V_h} \left\langle \partial \tau v_h, v_h \right\rangle \leq C \left( \left\| u_h^n \right\|_{H^1(\Omega)} + \left\| u_h^{n-1} \right\|_{H^1(\Omega)} + \left\| v_h^n \right\|_{(H^{\frac{1}{2}}(\Gamma,\gamma))'} + \left\| q^n \right\|_{(H^{\frac{1}{2}}(\Gamma,\gamma))'} + \left\| f^n \right\|_{L^2(\Omega)} \right).
\]

This together with estimate (4.5) gives

\[
\tau \sum_{n=1}^N \left\| \partial \tau u_h^n \right\|_{(H^1(\Omega))'}^2 \leq C\beta \left( \left\| u^0 \right\|_{H^1(\Omega)}^2 + \tau \sum_{n=1}^N \left( \left\| u_h^n \right\|_{(H^{\frac{1}{2}}(\Gamma,\gamma))'}^2 + \left\| q^n \right\|_{(H^{\frac{1}{2}}(\Gamma,\gamma))'}^2 + \left\| f^n \right\|_{L^2(\Omega)}^2 \right) \right).
\]

The desired assertion follows from above estimate, inequality (4.5) and Lemma 4.1.

\( \square \)

**Remark 4.1.** The stability constant \( C\beta \) in Lemma 4.3 is independent of the regularization parameter \( \eta \). The constant \( C\beta \) is obtained by discrete Gronwall’s inequality in (4.3), and \( C\beta = e^{C\beta^2} + C \). Therefore, we cannot choose a large \( \beta \), i.e., the time step \( \tau \) has a slight restriction. It violates the absolute stability of the usual implicit scheme for the heat equation. This is due to the mid-point rule employed in the term \( \int_{\Gamma_1} \gamma_h^n u_h^n u_h^{n-1} v_h ds \). Nonetheless, the usual setting \( \tau = O(h) \) does satisfy the assumption in Lemma 4.3.

The fully discretized optimization problem of the continuous formulation, i.e., Problem 3.1 now reads

**Problem 4.1.** Find \( \{ \gamma_h^n \} \subset U_h \) such that

\[
\min_{\{ \gamma_h^n \} \subset U_h} \left\{ J_h, \tau \left( \{ \gamma_h^n \} \right) = \frac{1}{2} \left\| u_h, \tau (\{ \gamma_h^n \}) - g \right\|_{L^2(\Sigma_\gamma)}^2 + \frac{1}{2} \left\| \gamma_h, \tau \right\|_{L^2(\Sigma_\gamma)}^2 \right\}.
\]
where the approximation \( u_{h,\tau}(\{\gamma^h_i\}) \) is the piecewise linear interpolant of \( \{u^n_h(\{\gamma^h_i\})\} \).

**Lemma 4.4.** Under the assumption in Lemma 4.3, the map \( \{\gamma^h_i\} \mapsto \{u^n_h(\{\gamma^h_i\})\} \) is continuous.

**Proof.** Consider an increment \( \{\zeta^h_i\} \) of \( \{\gamma^h_i\} \) with \( \{\gamma^h_i + \zeta^h_i\} \subset U_h \). Let \( \delta u^n_h = u^n_h(\{\gamma^h_i + \zeta^h_i\}) - u^n_h(\{\gamma^h_i\}) \), then \( \delta u^n_h \) satisfies \( \delta u^0 = 0 \) and for \( n = 1, \ldots, N \),

\[
\int_{\Omega} \partial_t \delta u^n_h v_h + \int_{\Omega} \alpha^n \nabla \delta u^n_h \cdot \nabla v_h + \int_{\Gamma_i} (\gamma^h_i + \zeta^h_i) \frac{\delta u^n_h \delta u^{n-1}_h}{2} v_h = \int_{\Gamma_i} -\zeta^h_i u^n_h v_h \quad \forall v_h \in V_h.
\]

By taking \( v_h = \delta u^n_h \) in the weak formulation and repeating the arguments of Lemma 4.3, we arrive at

\[
\tau \sum_{n=1}^{N} \|\delta u^n_h\|_{H^1(\Omega)}^2 \leq C \sup_n \|\zeta^h_i\|_{L^\infty(\Gamma_i)}^2 \tau \sum_{n=1}^{N} \|u^n_h\|_{H^1(\Omega)}^2.
\]

The continuity of the map \( \{\gamma^h_i\} \mapsto \{u^n_h(\{\gamma^h_i\})\} \) follows directly from this inequality and norm equivalence in a finite-dimensional space. \( \square \)

With the help of Lemma 4.4, we can establish the well-posedness of the discrete optimization Problem 4.1.

**Theorem 4.1.** Under the assumption in Lemma 4.3, there exists at least one solution to Problem 4.1.

**Proof.** By Lemma 4.4, the objective functional \( J_{h,\tau} \) is continuous. The minimization problem is finite dimensional, and the functional \( J_{h,\tau} \) is continuous and bounded from below by zero. The desired assertion on the existence of a minimizer follows directly from the compactness of the discrete admissible set. \( \square \)

The remaining part of this section is devoted to the convergence analysis of the finite element approximation. To this end, we shall need the following two approximation results in \( L^2(0,T;H^1(\Omega)) \) and \( L^q(\Sigma) \).

**Lemma 4.5.** For any \( v(t,x) \in L^2(0,T;H^1(\Omega)) \), there exist sequences \( \{v^n_h\} \subset V_h \) such that the piecewise constant interpolant \( \tilde{v}_{h,\tau} \) satisfies

\[
\|\tilde{v}_{h,\tau} - v\|_{L^2(0,T;H^1(\Omega))} \to 0 \quad \text{as} \ (h,\tau) \to 0^+.
\]

**Proof.** First we assume \( v(t,x) \in C^\infty(Q) \). Then for any fixed \( t \), the \( H^1(\Omega) \)-projection operator \( Q_h v(t) \) satisfies the following error estimate (cf. [BS08])

\[
\|Q_h v(t) - v(t)\|_{H^1(\Omega)} \leq Ch\|v(t)\|_{H^2(\Omega)}.
\]

We define a discrete sequence \( \{v^n_h\} \) as follows:

\[
v^n_h = \frac{1}{\tau} \int_{t_{n-1}}^{t_n} Q_h v(t).
\]
Consequently, by the triangle inequality, Hölder’s inequality, Fubini’s theorem [EG92] and the error estimate for the triangle inequality, we deduce that for any $t \in [t_{n-1}, t_n]$,

$$\| v^n_h - v \|^2_{H^1(\Omega)} = \left\| \frac{1}{\tau} \int_{t_{n-1}}^{t_n} Q_h \frac{v(\xi)}{v(\xi)} \right\|^2_{H^1(\Omega)}$$

$$\leq 2 \left( \left\| \frac{1}{\tau} \int_{t_{n-1}}^{t_n} (Q_h \frac{v(\xi)}{v(\xi)}) \right\|^2_{H^1(\Omega)} + 2 \left\| \frac{1}{\tau} \int_{t_{n-1}}^{t_n} \int_t^\xi \frac{\partial v}{\partial t}(s) \right\|^2_{H^1(\Omega)} \right)$$

$$\leq C \left( h^2 \frac{1}{\tau} \int_{t_{n-1}}^{t_n} \|v(\xi)\|^2_{H^2(\Omega)} + \tau \int_{t_{n-1}}^{t_n} \left\| \frac{\partial v}{\partial t}(s) \right\|^2_{H^1(\Omega)} \right).$$

Integrating the above inequality from 0 to $T$, we arrive at

$$\| \tilde{v}_{h, \tau} - v \|_{L^2(0,T;H^1(\Omega))} \leq C \left( h \|v\|_{L^2(0,T;H^2(\Omega))} + \tau \left\| \frac{\partial v}{\partial t} \right\|_{L^2(0,T;H^1(\Omega))} \right).$$

Therefore, the approximation $\tilde{v}_{h, \tau}$ satisfies the property $\| \tilde{v}_{h, \tau} - v \|_{L^2(0,T;H^1(\Omega))} \to 0$ for $v \in C^\infty(Q)$. The lemma follows from this estimate and the density of $C^\infty(Q)$ in $L^2(0,T;H^1(\Omega))$.

**Lemma 4.6.** For any $\gamma \in A$, there exist sequences $\{\gamma^n_h\} \subset U_h$ such that the piecewise constant interpolant $\tilde{\gamma}_{h, \tau}$ satisfies

$$\| \tilde{\gamma}_{h, \tau} - \gamma \|_{L^\infty(\Sigma_i)} \to 0 \text{ as } (h, \tau) \to 0^+.\$$

**Proof.** First assume $\gamma \in C^\infty(\Sigma_i) \cap A$. Let $I_h$ be the standard nodal interpolation operator [BS08]. Then, for each fixed $t$, $I_h \gamma(\cdot, t) \in U_h$, and on each polyhedral surface, there holds [BS08] the following estimate:

$$\| \gamma - I_h \gamma \|_{L^\infty} \leq C h \| \gamma \|_{C^1}.$$ 

Next we define

$$\gamma^n_h = \frac{1}{\tau} \int_{t_{n-1}}^{t_n} I_h \gamma.$$

Clearly, we have $\gamma^n_h \in U_h$. Analogous to the proof of Lemma 4.5 by virtue of the triangle inequality and Hölder’s inequality, we deduce that for any $t \in [t_{n-1}, t_n]$,

$$\| \gamma^n_h - \gamma(t) \|^q_{L^q(\Gamma_i)}$$

$$\leq C \left( \left\| \frac{1}{\tau} \int_{t_{n-1}}^{t_n} [I_h \gamma(\xi) - \gamma(\xi)] \right\|^q_{L^q(\Gamma_i)} + \left\| \frac{1}{\tau} \int_{t_{n-1}}^{t_n} [\gamma(\xi) - \gamma(t)] \right\|^q_{L^q(\Gamma_i)} \right)$$

$$\leq C \left( \frac{1}{\tau} \int_{t_{n-1}}^{t_n} \|I_h \gamma(\xi) - \gamma(\xi)\|^q_{L^q(\Gamma_i)} + \frac{1}{\tau} \int_{t_{n-1}}^{t_n} \|\gamma(\xi) - \gamma(t)\|^q_{L^q(\Gamma_i)} \right)$$

$$\leq C \left( \frac{1}{\tau} \int_{t_{n-1}}^{t_n} \|I_h \gamma(\xi)\|^q_{L^q(\Gamma_i)} + \tau^q \int_{t_{n-1}}^{t_n} \left\| \frac{\partial \gamma}{\partial t}(s) \right\|_{L^q(\Gamma_i)}^q \right).
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Integrating the inequality from $[0, T]$, we get

$$
\| \tilde{\gamma}_{h, \tau} - \gamma \|_{L^q(\Sigma_i)}^q \leq C \left( h^q \| \gamma \|_{L^q(0, T; C^1(\Gamma_i))}^q + \tau^q \left\| \frac{\partial \gamma}{\partial t} (\eta) \right\|_{L^q(0, T; L^q(\Sigma_i))}^q \right).
$$

The desired assertion follows from this estimate and the density of $C^\infty(\Sigma_i)$ in $L^q(\Sigma_i)$. □

Now we can show the following important result. It is a discrete analogue of Lemma 2.6, and will be key to demonstrating the convergence of the finite element approximations.

**Lemma 4.7.** Let the assumption in Lemma 4.3 be fulfilled, and given a sequence \( \{\gamma^n_h\} \subset U_h \), let \( \{u^n_h(\{\gamma^n_h\})\} \) be the solution to system (4.3). If the sequence of piecewise constant interpolants \( \tilde{\gamma}_{h, \tau} \) converges to \( \gamma \) weakly in \( L^q(\Sigma_i) \) as \( h, \tau \) tend to zero, then the sequences of piecewise linear and constant interpolants \( u_{h, \tau} \) and \( \tilde{u}_{h, \tau} \) converge to \( u(\gamma) \) weakly in \( W \) and \( L^2(0, T; H^1(\Omega)) \), respectively.

**Proof.** By virtue of the a priori estimate in Lemma 4.3, \( u_{h, \tau} \) and \( \tilde{u}_{h, \tau} \) are uniformly bounded in the spaces \( W \) and \( L^2(0, T; H^1(\Omega)) \), respectively. Therefore, there exist subsequences of them, possibly after relabeling, and some \( u \in W \) and \( \tilde{u} \in L^2(0, T; H^1(\Omega)) \) such that

\[
\begin{align*}
\tilde{\gamma}_{h, \tau} &\to \gamma \quad \text{weakly in } L^q(\Sigma_i), \\
u_{h, \tau} &\to u \quad \text{weakly in } W, \\
\tilde{u}_{h, \tau} &\to \tilde{u} \quad \text{weakly in } L^2(0, T; H^1(\Omega)).
\end{align*}
\]

By Lemma 2.1, we have

\[
u_{h, \tau} \to u \quad \text{in } L^{2+\theta}(\Sigma_i) \text{ and } L^2(Q).
\]

Now Lemma 4.3 indicates that \( \| \tilde{u}_{h, \tau} - u_{h, \tau} \|_{L^2(Q)}^2 \leq C \tau \). Consequently, we have \( \tilde{u} = u \). Hence, it suffices to show that \( u = u(\gamma) \). Recall that \( \{u^n_h(\{\gamma^n_h\})\} \) satisfies the discrete system (4.3), or equivalently

\[
\begin{align*}
\int_Q (u_{h, \tau})_t \tilde{v}_{h, \tau} \, dx \, dt + \int_Q \alpha \nabla \tilde{u}_{h, \tau} \cdot \nabla \tilde{v}_{h, \tau} + \int_{\Sigma_i} \tilde{\gamma}_{h, \tau} u_{h, \tau} \tilde{v}_{h, \tau} \\
= \int_{\Sigma_i} u_a \tilde{v}_{h, \tau} + \int_{\Sigma_c} q \tilde{v}_{h, \tau} \, ds \, dt + \int_Q f \tilde{v}_{h, \tau},
\end{align*}
\]

for all \( \{v^n_h\} \subset V_h \) with \( \tilde{v}_{h, \tau} \) being its piecewise constant interpolant. For any test function \( v \in L^2(0, T; H^1(\Omega)) \), by Lemma 4.3, we can choose \( \{v^n_h\} \) such that \( \| \tilde{v}_{h, \tau} -
v‖_{L^2(0,T;H^2(Ω))} → 0 as h, τ tend to zero. By taking the limit on the subsequence as
h, τ → 0, we have
\( (u_{h,τ})_t \to u_t \) weakly in \( L^2(0,T; (H^1(Ω))') \)
\( \tilde{v}_{h,τ} \to v \) weakly in \( L^2(0,T; H^1(Ω)) \)
\( \tilde{u}_{h,τ} \to u \) weakly in \( L^2(0,T; H^1(Ω)) \)
\( \tilde{q}_{h,τ} \to q \) weakly in \( L^2(0,T; (H^\frac{1}{2}(Γ_i))') \)
\( \tilde{f} \in L^2(Q) \)
By combining these identities, we deduce that the limit \( u \) satisfies the variational equation
\[
\int_Q u_t v + \int_Q \alpha \nabla u \cdot \nabla v + \int_{Γ_i} \gamma v w = \int_{Ω_c} u_a v + \int_{Ω_c} q v + \int_Q f v \quad ∀v \in L^2(0,T; H^1(Ω)).
\]
It remains to show the initial condition \( u(0) = u_0 \) holds. From Lemma 2.1
\( u_{h,τ} \to u \) in \( C(0,T; (H^1(Ω))') \).
Then for any \( v \in H^1 \), we have
\[
(u(0), v) = \lim_{h→0} \int_Ω u_{h,τ}(0)v = \lim_{h→0} \int_Ω P_h u_0 v = \int_Ω u_0 v.
\]
This implies that \( u(0) = u_0 \), and thus \( u = u(γ) \). Since this holds for every weakly
convergent subsequence, the whole sequence converges weakly. This concludes the
proof of the lemma. \( \square \)

Now we can show the main result of this section: the convergence of the finite
element approximations.

**Theorem 4.2.** Let the assumption in Lemma 3.3 be fulfilled, and \( \{γ_{h,*}^n\} \) be a se-
quence of minimizers to Problem 3.1. Then there exists a subsequence, still denoted
by \( \{γ_{h,*}^n\} \), such that its piecewise constant interpolant \( \{\tilde{γ}_{h,*}^n\} \) converges weakly in
\( L^2(Σ_i) \) to a minimizer of Problem 3.1 as h, τ tend to zero.
Proof. Recall the definition of piecewise constant and linear interpolants (see (1.2)) and Problem 4.1. Let \( u_{h,\tau}^\ast = u_{h,\tau}(\{\gamma_{h,\tau}^n\}) \) and \( \tilde{u}_{h,\tau}^\ast = \tilde{u}_{h,\tau}(\{\gamma_{h,\tau}^n\}) \). Clearly, the sequence \( \{\gamma_{h,\tau}^n\} \) is uniformly bounded in \( L^q(\Sigma_i) \). Therefore, there exists a subsequence, also denoted as \( \{\gamma_{h,\tau}^n\} \), and some \( \gamma^\ast \in A \) such that
\[
\gamma_{h,\tau}^n \to \gamma^\ast \quad \text{weakly in} \quad L^q(\Sigma_i).
\]
By Lemma 4.7, \( u_{h,\tau}^n \to u(\gamma^\ast) \) weakly in \( W \) as well as strongly in \( L^2(\Sigma_c) \) as a consequence of Lemma 4.1. We need only to show that \( \gamma^\ast \) is a minimizer of Problem 4.1. To this end, we recall
\[
J_{h,\tau}(\{\gamma_{h}^n\}) = \frac{1}{2} \| u_{h,\tau} - g \|^2_{L^2(\Sigma_c)} + \frac{\eta}{2} \| \gamma_{h,\tau} \|^2_{L^2(\Sigma_i)}.
\]
By observing \( u_{h,\tau}^n \to u(\gamma^\ast) \) in \( L^2(\Sigma_c) \) and \( \gamma_{h,\tau}^n \to \gamma^\ast \) weakly in \( L^2(\Sigma_i) \), and weakly lower semi-continuity of norms, we derive
\[
J_{\eta}(\gamma^\ast) \leq \liminf_{(h,\tau) \to 0^+} J_{h,\tau}(\{\gamma_{h}^n\}^\ast).
\]
By Lemma 4.6, for any \( \gamma \in A \), there exists a sequence \( \{\gamma_{h}^n\} \subset U_h \) such that \( \gamma_{h,\tau} \to \gamma \) in \( L^q(\Sigma_i) \). Then Lemma 4.7 implies that \( u_{h,\tau}(\{\gamma_{h}^n\}) \to u(\gamma) \) weakly in \( W \), which by virtue of Lemma 4.1 implies \( u_{h,\tau}(\{\gamma_{h}^n\}) \to u(\gamma) \) in \( L^2(\Sigma_c) \). Consequently,
\[
J_{h,\tau}(\{\gamma_{h}^n\}) = \frac{1}{2} \| u_{h,\tau}(\{\gamma_{h}^n\}) - g \|^2_{L^2(\Sigma_c)} + \frac{\eta}{2} \| \gamma_{h,\tau} \|^2_{L^2(\Sigma_i)}
\]
\[
\to \frac{1}{2} \| u(\gamma) - g \|^2_{L^2(\Sigma_c)} + \frac{\eta}{2} \| \gamma \|^2_{L^2(\Sigma_i)} \quad \text{as} \quad h, \tau \to 0.
\]
Therefore, by the minimizing property of \( \gamma_{h,\tau}^\ast \), we arrive at
\[
J_{\eta}(\gamma^\ast) \leq \liminf_{h,\tau \to 0} J_{h,\tau}(\{\gamma_{h}^n\}^\ast) \leq \lim_{h,\tau \to 0} J_{h,\tau}(\{\gamma_{h}^n\}) = J_{\eta}(\gamma), \quad \forall \gamma \in A.
\]
Hence the limit \( \gamma^\ast \) is a minimizer of the functional \( J_{\eta} \). \( \square \)

5. Numerical experiments and discussions

In this section, we present some numerical results for one- and two-dimensional problems to illustrate the proposed approach. The discrete constrained optimization problem, i.e., Problem 4.1, is minimized by the conjugate gradient method with a smoothed gradient [JZ10]. The algorithm is widely applied in inverse heat conduction problems, and we refer to Appendix A for a detailed description. All the computations were performed using MATLAB 2010a on a personal computer with dual core and 2.00GB memory.

5.1. One-dimensional example. In this part, we consider two one-dimensional examples. The domain \( \Omega \) is taken to \((0,1)\), and the final time \( T \) is fixed at \( T = 1 \). The temperature measurements are made on the boundary \( \Gamma_c = \{x = 0\} \), and a Robin coefficient \( \gamma(t) \) on the boundary \( \Gamma_i = \{x = 1\} \) is to be estimated. The spatial domain \( \Omega \) is discretized into 50 elements, and the number of time steps is 100, i.e. \( h = 0.02 \) and \( \tau = 0.01 \). For the inverse problem, the noisy data \( g^\delta \) are generated pointwise as
\[
g^\delta(t_i) = g(t_i) + \varepsilon \max_i |g(t_i)| \xi_i,
\]
where \( \{\xi_i\} \) are standard normal random variables, and \( \varepsilon \) denotes the relative noise level. For the results presented below, we fixed the regularization parameter \( \eta \) at
To illustrate the approach, we consider the following two examples with a smooth solution and a discontinuous solution, respectively.

**Example 5.1.** The conductivity $\alpha(x)$ is set to $\alpha = 1$, and the exact Robin coefficient $\gamma^\dagger(t)$ is given by $\gamma^\dagger(t) = 2 + \sin(2\pi t)$. The boundary conditions, source term and initial condition are specified such that the analytical solution to the direct problem (2.3) is given by $u(t) = e^{2x} \sin(t)$.

**Example 5.1.** The conductivity $\alpha(x)$ is set to $\alpha(x) = e^x$, and the exact Robin coefficient $\gamma^\dagger(t)$ is given by $\gamma^\dagger(t) = 1 + \frac{1}{2} \chi_{\frac{3}{10} \leq x \leq \frac{7}{10}}$, where $\chi_S$ denotes the characteristic function of the set $S$. The boundary conditions, source term and initial condition are specified such that the analytical solution to the direct problem (2.3) is given by $u(t) = x^2 \sin(\pi t)$.

The numerical results for the two examples are shown in Figure 1 and Table 1. First we observe that as the noise level $\varepsilon$ decreases from 5% to 0%, the accuracy of the reconstructions $\tilde{\gamma}$ increases accordingly. This holds for both smooth and nonsmooth solutions, although it is not so conspicuous for the latter due to the discontinuity of the exact solution. Therefore, the proposed approach is convergent with respect to noise level. This is more clearly seen from Table 1 where the accuracy error $e$ is defined by relative error $e = \|\tilde{\gamma} - \gamma^\dagger\|_{L^2(\Sigma_i)}/\|\gamma^\dagger\|_{L^2(\Sigma_i)}$, with $\gamma^\dagger$ being the exact Robin coefficient. Second, the reconstructions remain very reasonable approximations for up to $\varepsilon = 5\%$ noise in the data. The result for discontinuous case is less accurate, see Figure 1(b), as the true solution contains discontinuities which

---

**Table 1.** Numerical results (accuracy error $e$) for 1d examples.

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>0%</th>
<th>1%</th>
<th>3%</th>
<th>5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 5.1</td>
<td>1.54e-4</td>
<td>2.18e-3</td>
<td>6.56e-3</td>
<td>9.08e-3</td>
</tr>
<tr>
<td>Example 5.1</td>
<td>3.79e-3</td>
<td>3.88e-3</td>
<td>4.85e-3</td>
<td>4.73e-3</td>
</tr>
</tbody>
</table>

$\eta = 1.0 \times 10^{-6}$. To illustrate the approach, we consider the following two examples with a smooth solution and a discontinuous solution, respectively.
could not be accurately resolved by a smoothing regularization term $\|\gamma\|^2_{L^2(\Sigma_i)}$. This might be overcome by adopting an edge-preserving regularization formulation, e.g., total variation [JZ09]. Third, the conjugate gradient algorithm converges fairly steadily. The accuracy error $e$ of the intermediate iterates first decreases quickly and then levels off as the iteration proceeds, and the residual $E = \|u(\tilde{\gamma}) - g\|^2_{L^2(\Sigma_c)}$ decreases monotonically; see Figure 2.

5.2. Two-dimensional example. Finally, we show a two-dimensional example. The domain $\Omega$ is taken to be the unit square $(0,1) \times (0,1)$, and the final time $T$ is fixed at $T = 1$. The boundaries $\Gamma_i$ and $\Gamma_c$ are taken to be $\Gamma_i = \{x = (x_1, x_2) : 0 < x_1 < 1, x_2 = 1\}$ and $\Gamma_c = \Gamma \setminus \Gamma_i$, respectively. The spatial domain $\Omega$ is discretized into a uniform mesh composed of 3600 triangular elements, and the number of time steps is 50. The noisy data is generated as before.

Example 5.2. The conductivity $\alpha(x)$ is $\alpha(x) = e^{x_1 - x_2}$, and the exact Robin coefficient $\gamma^i(t, x)$ is taken to be $\gamma^i(t, x) = 3e^{x_1-t}\sin(\pi t) + e^{x_2}$. The boundary conditions, source term and initial condition are specified such that the analytical solution to the direct problem (2.3) is given by $u(t) = \frac{1}{2}(x_1^2 + x_2^2)\sin(\pi t)$.

The numerical result for Example 5.2 with 15% noise (see Figures 3(a) and 3(b) for exact and noisy data, respectively) is shown in Figures 3. The reconstruction is in excellent agreement with the exact solution (cf. Figure 3(d)), especially when taking into account the fairly large amount of noise in the data. The accuracy error $e$ is $e = 3.01 \times 10^{-2}$. The convergence of the algorithm for Example 5.2 remains very steady; see Figure 4 in terms of the accuracy error $e$ and residual $E$. However, the overall convergence is much slower compared to Examples 5.1 and 5.1 since the number of unknowns (3,060) is much larger.
Figure 3. The exact and noisy (15%) data for Example 5.2, and the exact solution and reconstruction.

Figure 4. Convergence of the method for Example 5.2 with 15% noise in the data.
6. Conclusions

We have studied the numerical identification of a Robin coefficient in parabolic problems from one single boundary measurement. Some analytical properties, e.g., continuity, differentiability and weak continuity, of the map from the parameter (Robin coefficient) to the state were discussed. A regularization formulation of Tikhonov type was studied, the existence and stability of the minimizers were shown, and the optimality system was derived. A finite element method with non-standard time-direction discretization was suggested for numerically implementing the optimizing problem, and the convergence of the finite element approximations was established, which seems to be the first discrete scheme with a rigorous convergence proof. Numerical results for both one- and two-dimensional examples were also presented to illustrate the feasibility of the approach.

There are several avenues deserving further investigations. First, the adoption of faster algorithms and preconditioning techniques as well as their theoretical justification, is of significant interest. This is especially important in two- and three dimensions, for which the conjugate gradient method is relatively slow and each forward solve is expensive, as we observed in Section 5.2. Second, although we have analyzed the convergence of the finite element discretization, error estimates and convergence rate analysis for such discretization are still missing. The latter knowledge would give an indication of an appropriate discretization level compatible with the noise level and achievable accuracy in order to achieve good computational complexity. Third, the optimal regularity, especially in the time-direction, of the minimizer $\gamma^*$ to the Tikhonov functional remains to be established. This relies crucially on the maximal regularity results for parabolic equations with rough coefficients. One then might also expect a bootstrap argument to further improve the regularity for the dual variable $p^*$ and the minimizer $\gamma^*$. Finally, the Robin boundary condition can be inaccurate for certain high-temperature applications, e.g., in steel production, and instead the Stefan-Boltzmann type nonlinear boundary condition is more suitable. One natural research problem is to extend the analysis and numerics of the proposed approach to these more complicated boundary conditions.

Appendix A. Numerical algorithm

We adopt the conjugate gradient method for minimizing the constrained optimization problems, i.e., Problem 4.1. A complete description is shown in Algorithm 1. Every iteration of the algorithm requires solving two auxiliary problems, i.e., the adjoint problem and the sensitivity problem, which are needed for calculating the gradient and the step size, respectively.

The algorithm is basically of gradient descent type, i.e., $\gamma^{k+1} = \gamma^k - \beta_k d_k$, where $\beta_k$ is the step size at the $k$th iteration and $d_k$ is a descent direction given by $d_k = J'_\eta(\gamma^k) + \theta_k d_{k-1}$ with the conjugate coefficient $\theta_k$ being determined by (the Fletcher-Reeves choice)

$$
\theta_k = \frac{\|J'_\eta(\gamma^k)\|^2_{L^2(\Omega)}}{\|J'_\eta(\gamma^{k-1})\|^2_{L^2(\Omega)}}
$$

with the convention $\theta_0 = 0$. The step size $\beta_k$ is determined by minimizing the functional $J_\eta(\gamma)$ with respect to $\beta$, i.e., solving

$$
\beta = \arg\min_{\beta \geq 0} J_\eta(\gamma),
$$
Algorithm 1. Conjugate gradient algorithm.

1: Set $k = 0$ and choose $\gamma^0$.
2: repeat
3:   Solve the direct problem with $\gamma = \gamma^k$, and determine the residual $r_k = u(\gamma^k) - g$;
4:   Solve the adjoint problem;
5:   Calculate the gradient $J'_\eta(\gamma^k)$, the conjugate coefficient $\theta_k$, and the descent direction $d_k$;
6:   Solve the sensitivity problem with $\zeta = d_k$;
7:   Compute the step length $\beta_k$ in the conjugate direction $d_k$;
8:   Update the Robin coefficient $\gamma^k$ by $\gamma^k = \gamma^k - \beta_k d_k$;
9:   Increase $k$ by one;
10: until A stopping criterion is satisfied.

with $\gamma = \gamma^k - \beta d_k$. By means of a Taylor expansion of the forward operator $u(\gamma)$ around $\gamma^k$, we arrive at the following approximate formula for determining $\beta_k$:

$$
\beta_k = \frac{\langle r_k, u'(\gamma^k) d_k \rangle_{L^2(\Sigma)}}{\|u'(\gamma^k) d_k\|_{L^2(\Sigma)}^2} + \eta \|d_k\|_{L^2(\Sigma)}^2.
$$

In the computation, we have employed this heuristic rule for determining the step size. Our numerical experiments indicate that it works well for the Robin inverse problem.

Finally, we would like to remark on the choice of initial guess $\gamma^0$ for the algorithm. The optimality system (see Theorem 3.3) indicates that the minimizer to the optimization problem (3.1) must vanish on the lateral boundary $t = T$ (and $t = 0$, possibly) due to the vanishing terminal condition for the adjoint problem. Therefore, a direct application of the adjoint method could only poorly recover the value of the Robin coefficient over these parts. In the numerical experiments, we specified its true value. This is reasonable as both the Dirichlet and Neumann boundary conditions are known there, and the coefficient on the boundary can be evaluated directly from the Newton’s law. In order to preserve the boundary condition, we smooth the gradient by Laplacian (temporally and/or spatially independently) with a homogeneous Dirichlet boundary condition [JZ10].
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An error in the numbering of the examples in Section 5 occurred during the production process. Specifically, the two one-dimensional examples were incorrectly both labeled as 5.1, which should be separately labeled as 5.1 and 5.2, and the two-dimensional example was labeled as 5.2, which should be 5.3. We clarify the possible confusion in the tables and figures as follows: The second row of Table 1 is for Example 5.2, Figure 2 is for Example 5.1, and Figures 3 and 4 are for Example 5.3. Similar corrections should be applied to the numbering in the paragraph after Example 5.3.

References


