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Abstract. We analyse a discretisation method for solving (systems of) semilinear parabolic equations on Euclidean spheres. The approximation method is based upon a discretisation in space using spherical basis functions and can hence be of arbitrary order in space, provided that the true solution is sufficiently smooth, which is, at least locally in time, true for semilinear parabolic problems. We rigorously prove stability and convergence of the semi-discrete approximation, if basis functions with a prescribed Sobolev regularity are employed. For discretisation in time, we give two examples and prove the expected convergence orders in space and time for the fully discretised system.

1. Introduction

We are interested in numerically solving (systems of) semilinear parabolic partial differential equations on the sphere $S^{d-1} \subseteq \mathbb{R}^d$. This means we are looking for solutions $u : (0,T] \times S^{d-1} \to \mathbb{R}^n$ of reaction diffusion equations of the form

\begin{align}
\partial_t u + Lu &= F(u) \quad \text{on } (0,T] \times S^{d-1}, \\
u(0,\cdot) &= u_0 \quad \text{on } S^{d-1}.
\end{align}

Here, $L$ denotes a second order elliptic operator. The reaction term is described by a smooth function $F : \mathbb{R}^n \to \mathbb{R}^n$ and the time interval $[0,T]$ as well as the initial data $u_0 : S^{d-1} \to \mathbb{R}^n$ are given. Our method is a high-order meshfree method based upon radial basis functions. Our method is in principle not restricted to the sphere but works on arbitrary compact Riemannian manifolds and also bounded Euclidean domains. However, the analysis presented in this paper will be particularly derived for the sphere as the spatial domain.

Particular examples of equations we are interested in comprise the Allen-Cahn equation with double wells potential. The Allen-Cahn equation, which has been introduced in [1], represents a diffuse interface model or phase field approach for studying the evolution of a diffuse phase boundary between two phases of, for example, crystalline solids. On the sphere, the Allen-Cahn equation takes the form

\begin{align}
\partial_t u - \Delta_s u &= F(u) = \frac{1}{\epsilon^2} u(1-u^2) \quad \text{on } (0,T] \times S^{d-1}, \\
\quad u(0,\cdot) &= u_0 \quad \text{on } S^{d-1}.
\end{align}

Here, the nonlinearity on the right-hand side is given by $F(u) = W'(u)$ with the double well potential $W : \mathbb{R} \to \mathbb{R}$ satisfying $W'(u) = \frac{1}{\epsilon^2} u(1-u^2)$ with a given parameter $\epsilon > 0$ and $\Delta_s$ denotes the Laplace-Beltrami operator.
Other examples, which are covered by our theory, comprise systems of semilinear parabolic equations such as activator-inhibitor models like the Schnakenberg model or the Gray-Scott model; see for example [15]:

\[
\begin{align*}
\partial_t u &= D_1 \Delta_s u - uv^2 + \tilde{\gamma}(1 - u) & \text{ on } (0, T] \times S^{d-1}, \\
\partial_t v &= D_2 \Delta_s v + uv^2 - (\tilde{\gamma} + \kappa)v & \text{ on } (0, T] \times S^{d-1},
\end{align*}
\]

(1.5) \hspace{1cm} (1.6)

\[u(0, \cdot) = u_0 \quad \text{ on } S^{d-1}, \]
\[v(0, \cdot) = v_0 \quad \text{ on } S^{d-1}.
\]

Here, \(\tilde{\gamma}\) indicates the feed rate and \(\kappa\) gives the rate constant of the second reaction. These models, where the unknowns represent certain chemical concentrations, allow us to describe the interaction between two (or more) of such chemicals and are, for example, used to investigate the formation of pattern in animal coats and skins but are also used to model cancer growth.

There is a fast growing literature on solving partial differential equations using meshfree methods in general (see for example [2]) and using radial basis function or kernel-based methods in particular (see for example the literature in [4]). Amongst those, there are only a few papers, which deal with partial differential equation on spheres (see for example [6, 7, 9, 11]) though the number is steadily increasing. More recent work, including large-scale applications, is described in [5]. Most of these papers are of numerical nature, lacking a thorough mathematical analysis, or deal with time-independent problems.

This paper is organised as follows. In the rest of this section, we will introduce the necessary material for working on the sphere. Then, we will discuss material on reaction diffusion equations as required for our approximation scheme. In the third section we will derive our approximation scheme and show that it is both a collocation and a Galerkin scheme. The fourth section is devoted to a rigorous mathematical analysis of the semi-discretisation, while section 5 deals with examples of a full discretisation. Numerical examples can be found in the above mentioned papers but will also be the subject of a future paper.

Error estimates will be given in the natural norm of the reproducing kernel Hilbert space, which is a consequence of interpreting the collocation method as a Galerkin method in this norm. However, the Sobolev embedding theorem also immediately grants estimates in the maximum norm, though these are not optimal and hence require further research.

The results of this paper can also be seen in the context of improving time stepping stability and accuracy for finite difference methods based upon radial basis functions (see [8]).

1.1. Basic information on the sphere. We will study equations on the \(d\)-variate unit sphere given by \(S^{d-1} := \{ x \in \mathbb{R}^d : \| x \|_2 = 1 \} \subseteq \mathbb{R}^d \). It has surface area \(\omega_{d-1} = \frac{2\pi^{d/2}}{\Gamma(d/2)}\). On \(S^{d-1}\), we will use the usual inner product

\[(f, g)_{L^2} := \int_{S^{d-1}} f(x)g(x) dS(x),\]

(1.7)

where \(dS(x)\) is given by the standard measure on the sphere.

The distance between two points \(x, y \in S^{d-1}\) is the geodesic distance, which is the length of the shorter part of the great circle joining \(x\) and \(y\), or in other words, \(\text{dist}(x, y) = \arccos(x^T y)\).
The restriction of the standard Laplace operator $\Delta = \sum_{j=1}^{d} \partial_{jj}^{2} \sigma$ to the sphere gives the well-known Laplace-Beltrami operator, which can be written without a parametrisation using the standard Laplace and gradient operator and the Hessian matrix $H(u) = (\partial_{ij} u)$:

$$\Delta_{s} u(x) = \Delta u(x) - (d - 1) x^{T} \nabla u(x) - x^{T} H(u)x.$$  

It is well known that the eigenvalues of $-\Delta_{s}$ are given as

$$\lambda_{\ell} = \ell(\ell + d - 2), \quad \ell \in \mathbb{N}_{0},$$  

and that the corresponding eigenfunctions are (spherical) polynomials called spherical harmonics. We will use the notation \{$Y_{\ell,k} : 1 \leq k \leq N(d, \ell)$\} to denote an orthonormal basis for the eigenspace corresponding to $\lambda_{\ell}$. It is known that this space has dimension

$$N(d, \ell) = \begin{cases} 1, & \text{if } \ell = 0, \\ \frac{(2d-2)!}{\ell! (\ell + d - 3)!}, & \text{if } \ell \geq 1, \end{cases}$$

with $N(d, \ell) = \mathcal{O}(\ell^{d-2})$ for $\ell \to \infty$. The collection of all eigenfunctions $Y_{\ell,k}$ forms an orthonormal basis for $L_{2} = L_{2}(\mathbb{S}^{d-1})$. This can be used to introduce Sobolev spaces $H^{\sigma} := \{ u \in L_{2} : \| u \|_{H^{\sigma}} < \infty \}$ with

$$\| u \|_{H^{\sigma}}^{2} = \sum_{\ell=0}^{N(d, \ell)} \sum_{k=1}^{N} |\hat{u}_{\ell,k}|^{2}(1 + \lambda_{\ell})^{\sigma}, \quad \hat{u}_{\ell,k} = \int_{\mathbb{S}^{d-1}} u(\omega) Y_{\ell,k}(\omega) d\omega.$$  

Obviously, the norm stems from an inner product

$$\langle u, v \rangle_{H^{\sigma}} = \sum_{\ell=0}^{\infty} \sum_{k=1}^{N(d, \ell)} \hat{u}_{\ell,k} \hat{v}_{\ell,k} (1 + \lambda_{\ell})^{\sigma}.$$  

In the case of a vector-valued function $u : \mathbb{S}^{d-1} \to \mathbb{R}^{n}$, Sobolev spaces are introduced accordingly, using, for example, the $\ell_{2}$-norm on $\mathbb{R}^{n}$ of the $H^{\sigma}$-norms of the components

$$\| u \|_{H^{\sigma}}^{2} = \sum_{j=1}^{n} \| u_{j} \|_{H^{\sigma}}^{2}.$$  

We will not distinguish between vector- and scalar-valued Sobolev spaces. It should become clear from the context which ones are meant.

All this information as well as further material on spherical harmonics can be found in [12].

1.2. **Reproducing Kernel Hilbert spaces.** For $\sigma > (d - 1)/2$, the Sobolev embedding theorem guarantees that $H^{\sigma} \subseteq C(\mathbb{S}^{d-1})$. Hence, in this situation, $H^{\sigma}$ has a reproducing kernel given by

$$\Phi_{\sigma}(x,y) = \sum_{\ell=0}^{\infty} \sum_{k=1}^{N(d, \ell)} (1 + \lambda_{\ell})^{-\sigma} Y_{\ell,k}(x) Y_{\ell,k}(y).$$  

This kernel is reproducing in the sense that $\Phi_{\sigma}(\cdot, x) \in H^{\sigma}$ for all $x \in \mathbb{S}^{d-1}$ and $u(x) = \langle u, \Phi_{\sigma}(\cdot, x) \rangle_{H^{\sigma}}$ for all $x \in \mathbb{S}^{d-1}$ and all $u \in H^{\sigma}$. The kernel is also *bizonal* in the sense that $\Phi_{\sigma}(x, y) = \phi_{\sigma}(x^{T} y)$ with $\phi_{\sigma} : \mathbb{R} \to \mathbb{R}$, which immediately follows from the addition theorem for spherical harmonics; see [12]. Obviously, a bizonal kernel is symmetric in the sense that $\Phi(x, y) = \Phi(y, x).$
We will relax the idea of a reproducing kernel in the following sense. Suppose, we have a symmetric kernel of the form

\[(1.8) \quad \Phi(x, y) = \sum_{\ell=0}^{\infty} \sum_{k=1}^{N(d, \ell)} \hat{\phi}(\ell) Y_{\ell,k}(x) Y_{\ell,k}(y),\]

where the Fourier coefficients satisfy

\[(1.9) \quad c_1 (1 + \lambda \ell)^{-\sigma} \leq |\hat{\phi}(\ell)| \leq c_2 (1 + \lambda \ell)^{-\sigma}, \quad \ell \in \mathbb{N}_0.\]

Then, we can introduce a new Hilbert space consisting of all functions \(u \in L_2(\mathbb{S}^{d-1})\) with

\[(1.10) \quad \|u\|_\Phi^2 = \sum_{\ell=0}^{\infty} \sum_{k=1}^{N(d, \ell)} \frac{|\hat{u}_{\ell,k}|^2}{\hat{\phi}(\ell)} < \infty.\]

Obviously, this Hilbert space is, because of the decay condition (1.9), algebraically identical with \(H^\sigma\) and the norm defined by (1.10) is equivalent to the standard norm on \(H^\sigma\). Furthermore, \(\Phi\) is the reproducing kernel of \(H^\sigma\) with respect to the inner product associated to the norm (1.10). Taking this into account, we will also simply define the norm and inner product on \(H^\sigma\) to be

\[\|u\|_{H^\sigma}^2 = \sum_{\ell=0}^{\infty} \sum_{k=1}^{N(d, \ell)} \frac{|\hat{u}_{\ell,k}|^2}{\phi(\ell)}, \quad \langle u, v \rangle_{H^\sigma} = \sum_{\ell=0}^{\infty} \sum_{k=1}^{N(d, \ell)} \frac{\hat{u}_{\ell,k} \hat{v}_{\ell,k}}{\phi(\ell)}.\]

We will use the notation \(\|\cdot\|_\Phi\) and \(\langle \cdot, \cdot \rangle_\Phi\) only if it is necessary to distinguish.

This approach gives us access to a variety of kernels, including Sobolev splines and Wendland’s compactly supported functions (see [19]). To be more precise, we can use kernels defined on all of \(\mathbb{R}^d\) and restrict them to \(\mathbb{S}^{d-1}\) since it is well known that a kernel \(\Psi : \mathbb{R}^d \to \mathbb{R}\), which is the reproducing kernel to \(H^\tau(\mathbb{R}^d)\) leads via restriction to a kernel \(\Phi(x, y) = \Psi(x - y), \quad x, y \in \mathbb{S}^{d-1}\), which is the reproducing kernel of \(H^{\tau-1/2}\); see [14].

For vector-valued Sobolev spaces, we will simply use the reproducing kernel theory for each component.

2. REACTION-DIFFUSION EQUATIONS

In this section, we will shortly discuss the kind of equations we will be analysing. In particular, we are interested in systems (1.1) with initial conditions (1.2).

2.1. Reflections on elliptic operators. In many applications, the elliptic operator \(L\) in (1.1) is given by the Laplace-Beltrami operator itself, i.e., \(L = -\Delta_*\). Here, however, the following differential operator will play a major role in this paper. Let

\[L = -D \Delta_* + \gamma,\]

where \(D\) and \(\gamma\) are positive constants in the case of a single equation and are diagonal matrices with positive entries on the diagonal in the case of systems. Obviously, \(L\) is a strictly elliptic operator. In principle, it is not necessary that \(D\) and \(\gamma\) are constants but this assumption will simplify our analysis. Note that, when solving equations (1.1) and (1.2), this particular choice of differential operator is not
a restriction. For example, the standard heat equation \( \partial_t u - \Delta_x u = 0 \) can obviously be described in this way, since, with \( D = \gamma = 1 \) and \( F(u) = u \), we immediately have \( \partial_t u + Lu = u \). Also, the Allen-Cahn equation \( \partial_t u - \Delta_x u = \frac{1}{\varepsilon^2} u(1 - u^2) \) can be rewritten in the form \((\ref{1.1})\) by choosing once again \( D = \gamma = 1 \) and \( F(u) = u + \frac{1}{\varepsilon^2} u(1 - u^2) \). The same is true for the Grey-Scott model using

\[
D = \begin{pmatrix} D_1 & 0 \\ 0 & D_2 \end{pmatrix}, \quad \gamma = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad F(u,v) = \begin{pmatrix} -uw^2 + \gamma(1 - u) + u \\ uu^2 - (\gamma + \kappa)v + v \end{pmatrix}.
\]

We will use the fact that if \( u \) has Fourier coefficients \( \hat{u}_{\ell,k} \), the function \( Lu \) has Fourier coefficients

\[
(\hat{L}u)_{\ell,k} = (D\lambda_\ell + \gamma)\hat{u}_{\ell,k}.
\]

Consequently,

\[
\|Lu\|_{H^\sigma}^2 = \sum_{\ell=0}^\infty \sum_{k=1}^{N(d,\ell)} |D\lambda_\ell + \gamma|^2 |\hat{u}_{\ell,k}|^2 (1 + \lambda_\ell)\sigma
\]

and since we can argue similarly for a lower bound, we have the well-known norm equivalence on \( H^{\sigma+2} \) given by

\[
(2.1) \quad k_1 \|u\|_{H^{\sigma+2}} \leq \|Lu\|_{H^\sigma} \leq k_2 \|u\|_{H^{\sigma+2}}
\]

with \( k_1 = \min(D,\gamma) \) and \( k_2 = \max(D,\gamma) \) being independent of the degree of smoothness \( \sigma \). Obviously, this remains valid for systems.

Another important consequence is the following. If \( \Phi \) is a reproducing kernel of \( H^\sigma \), then \( \Psi(x,y) = L^{(1)}\Phi(x,y) \), where the superscript indicates that the operator \( L \) is applied to the first argument of \( \Phi \), has a Fourier expansion

\[
\Psi(x,y) = \sum_{\ell=0}^\infty \sum_{k=1}^{N(d,\ell)} \hat{\phi}(\ell)(D\lambda_\ell + \gamma)Y_{k,\ell}(x)Y_{k,\ell}(y)
\]

\[
= \sum_{\ell=0}^\infty \sum_{k=1}^{N(d,\ell)} \hat{\psi}(\ell)Y_{k,\ell}(x)Y_{k,\ell}(y).
\]

Hence, \( \Psi \) is a zonal kernel, as well, and the norm equivalence \((\ref{1.9})\) implies

\[
c_1 (1 + \lambda_\ell)^{-\sigma+1} \leq \hat{\psi}(\ell) \leq c_2 (1 + \lambda_\ell)^{-\sigma+1}.
\]

We can summarise these simple but important findings as follows.

\begin{lemma}
Let \( L \) be the operator \( L = -D\Delta_x + \gamma I \) with positive constants \( D,\gamma \). Then, \( L \) induces a norm on \( H^\sigma \), \( \sigma \geq 2 \), via \( u \mapsto \|Lu\|_{H^{\sigma-2}} \), which is equivalent to the standard norm on \( H^\sigma \). Furthermore, if \( \Phi \) is a reproducing kernel of \( H^\sigma \), the kernel \( \Psi := L\Phi \) is a reproducing kernel of \( H^{\sigma-1} \).
\end{lemma}

2.2. Semilinear parabolic equations on the sphere. Semilinear parabolic equations are known to have smooth solutions, as long as these solutions exist. To be more precise:

\begin{lemma}
Suppose that \( F \in C^\infty(\mathbb{R}^n) \) and \( u_0 \in H^{2\sigma}(S^{d-1}) \) with \( \sigma \geq 1 \). Then there is a time \( T > 0 \) such that \((\ref{1.1}), \(1.2\)) has a unique solution \( u \) satisfying

\[
u \in C([0,T],H^{2\sigma}(S^{d-1})) \cap C^1([0,T],H^{2\sigma-2}(S^{d-1})).
\]

The proof follows essentially from Proposition 1.2 and Proposition 4.2 from Chapter 15 of [16]. The smoothness assumption on the right-hand side \( F \) can be further relaxed but is satisfied for what we have in mind.

As usual, we interpret \( u \) also as a map \( u : [0, T] \to H^\sigma(S^{d-1}) \) by defining \( u(t) = u(t, \cdot) \) for \( t \in [0, T] \). Since \( u \in C([0, T], H^\sigma(S^{d-1})) \), there is a finite interval \( I = [a, b] \subseteq \mathbb{R} \), such that
\[
\|u(t)\|_{H^\sigma} \in I = [a, b], \quad t \in [0, T].
\]
If \( F : \mathbb{R}^n \to \mathbb{R}^n \) is a polynomial of degree \( m \) such as \( F(x) = \sum_{|\alpha| \leq m} c_\alpha x^\alpha \), then it is easy to see that \( (D^\beta F)(u(t)) \in H^\sigma \) for \( 0 \leq |\beta| \leq m \), simply because the triangle inequality and the Cauchy-Schwarz inequality yield for any \( \beta \in \mathbb{N}_0^n, \)
\[
\|\sum_{|\beta| \leq m} \frac{\alpha!}{(\alpha - \beta)!} c_\alpha u^{\alpha - \beta}(t)\|_{H^\sigma} \leq \sum_{|\alpha| \geq |\beta|} \frac{\alpha!}{(\alpha - \beta)!} \|c_\alpha\| \|u(t)\|_{H^\sigma}^{\alpha - |\beta|} =: C_\beta(a, b).
\]
Even more, if we set \( I_\delta = [a - \delta, b + \delta] \) for \( \delta > 0 \) sufficiently small (i.e. \( \delta < (b - a)/2 \)) and assume that \( v(t) \in H^\sigma \) with \( \|v(t)\|_{H^\sigma} \in I_\delta \) for \( t \in [0, T] \) then
\[
F(v(t)) - F(u(t)) = \sum_{0 < |\alpha| \leq m} \frac{D^\alpha F(u(t))}{\alpha!} (v(t) - u(t))^\alpha
\]
such that
\[
\|F(u(t)) - F(v(t))\|_{H^\sigma} \leq \sum_{0 < |\alpha| \leq m} \frac{1}{\alpha!} \|D^\alpha F(u(t))\|_{H^\sigma} \|u(t) - v(t)\|_{H^\sigma}^{\alpha}
\leq \left( \sum_{0 < |\alpha| \leq m} \frac{C_\alpha(a, b)}{\alpha!} \|u(t) - v(t)\|_{H^\sigma}^{\alpha - 1} \right) \|u(t) - v(t)\|_{H^\sigma}
\leq C(a, b, \delta, \|u(t) - v(t)\|_{H^\sigma}^{H^\sigma}).
\]
For an arbitrary smooth \( F \), we can employ Taylor’s theorem or use known results on the composition of functions in (fractional) Sobolev spaces (see for example, [3]) to derive the following result.

**Lemma 2.3.** Suppose \( u(t) \in H^\sigma \), \( t \in [0, T] \), with \( \sigma \geq 2 \) satisfies \( \|u(t)\|_{H^\sigma} \in I = [a, b] \) for \( t \in [0, T] \). Suppose \( \delta > 0 \) is given and \( I_\delta = [a - \delta, b + \delta] \). Let \( F \in C^\infty(\mathbb{R}^n) \). Then, for any \( v \in H^\sigma \) we have \( F(v) \in H^\sigma \) and there is a constant \( C_L = C(\delta, F, a, b) \) such that
\[
\|F(u(t)) - F(v(t))\|_{H^\sigma} \leq C_L \|u(t) - v(t)\|_{H^\sigma}
\]
for all \( v \in H^\sigma \) with \( \|v(t)\|_{H^\sigma} \in I_\delta \).

Finally, we need the following simple observation.

**Lemma 2.4.** Let \( u \in H^{2\sigma} \) with \( \sigma \geq 2 \). Let \( L \) be a second-order linear differential operator. Then, \( Lu \in H^\sigma \).
3. THE DISCRETISATION SCHEME

We will use a meshfree approximation method to approximate the solution of (1.1) and (1.2) in space yielding a semi-discrete solution. This method can be interpreted as a collocation method as well as a Petrov-Galerkin method.

We will restrict our description to the scalar-valued case \( n = 1 \) but it should be apparent that systems of equations can be handled in the same manner.

3.1. Collocation. Let \( X = \{ x_1, \ldots, x_N \} \subseteq \mathbb{S}^{d-1} \) be the set of collocation points. Let \( \Phi : \mathbb{S}^{d-1} \times \mathbb{S}^{d-1} \to \mathbb{R} \) be a reproducing kernel of \( H^\sigma \) with \( \sigma \geq \max(2, (d-1)/2) \). Then, we define the discrete approximation space

\[
V_X := \text{span} \{ \Phi(\cdot, x_1), \ldots, \Phi(\cdot, x_N) \}.
\]

We will now describe an alternative basis for \( V_X \) consisting of cardinal functions \( \psi_j \in V_X, 1 \leq j \leq N \), i.e., functions satisfying \( \psi_j(x_k) = \delta_{jk} \).

**Lemma 3.1.** The cardinal functions \( \psi_j \in V_X \) can be determined by solving the linear system

\[
\begin{pmatrix}
\Phi(x_1, x_1) & \ldots & \Phi(x_1, x_N) \\
\vdots & \ddots & \vdots \\
\Phi(x_N, x_1) & \ldots & \Phi(x_N, x_N)
\end{pmatrix}
\begin{pmatrix}
\psi_1(x) \\
\vdots \\
\psi_N(x)
\end{pmatrix}
= \begin{pmatrix}
\Phi(x_1, x) \\
\vdots \\
\Phi(x_N, x)
\end{pmatrix}.
\]

They obviously form a basis of \( V_X \).

**Proof.** This is a standard result on interpolation with radial basis functions and follows from the fact that the matrix in (3.1) is positive definite, hence the vector \( \psi(x) \in \mathbb{R}^N \) is well defined for all \( x \in \mathbb{S}^{d-1} \). Moreover, for \( x = x_k \), row \( i \) of (3.1) becomes

\[
\sum_{j=1}^N \Phi(x_i, x_j) \psi_j(x_k) = \Phi(x_i, x_k)
\]

and uniqueness gives \( \psi_j(x_k) = \delta_{jk} \). Obviously, \( \psi_j \in V_X \) by construction. \( \square \)

With these cardinal functions at hand, we build our approximation \( u_h(t, \cdot) \in V_X \) as

\[
u_h(t, x) = \sum_{j=1}^N \alpha_j(t) \psi_j(x),
\]

where the coefficients \( \alpha_j \) have to be determined. This is done, as usual for such a method-of-line approach, by realising that \( u_h(t, x_k) = \alpha_k(t) \) and hence, the PDE, when restricted to the collocation points becomes an explicit system of ordinary differential equations for the coefficient vector:

\[
\frac{d}{dt} \alpha_k(t) = \partial_t u_h(t, x_k) = -Lu_h(t, x_k) + F(u_h(t, x_k))
\]

\[= - \sum_{j=1}^N \alpha_j(t) L \psi_j(x_k) + F \left( \sum_{j=1}^N \alpha_j(t) \psi_j(x_k) \right) \]

\[= - \sum_{j=1}^N \alpha_j(t) L \psi_j(x_k) + F(\alpha_k(t)). \]
Together with the initial conditions \( u_h(t, x_k) = u_0(x_k) \), this can be written in matrix form as

\[
\frac{d}{dt} \alpha(t) = B \alpha(t) + F(\alpha(t)),
\]

\[
\alpha(0) = u_0,
\]

where \( B = (-L \psi_j(x_i)) \), \( F(\alpha) = (F(\alpha_i)) \), and \( u_0 = (u_0(x_i)) \). Note that the nonlinearity on the right-hand side is rather easily resolved since the system of ordinary differential equations is explicit and the nonlinearity only appears on the right-hand side, again.

### 3.2. Petrov-Galerkin approximation

We are now going to interpret the above approximation scheme as a Galerkin scheme in \( H^\sigma \). This will be quite important when it comes to analysing the stability and the approximation error.

To this end, we have to make sure that our approximant \( u_h = \sum \alpha_j \psi_j \) satisfies \( Lu_h \in H^\sigma \). Obviously, it suffices to look at functions of the form \( \Phi_y(x) = \Phi(x, y) \) with \( y \in \mathbb{S}^{d-1} \) fixed.

**Lemma 3.2.** Fix \( y \in \mathbb{S}^{d-1} \) and define \( \Phi_y(x) = \Phi(x, y) \), where \( \Phi \) is a reproducing kernel of \( H^\sigma \). Then, \( \Phi_y \in H^\tau \) for all \( \tau < 2\sigma - (d-1)/2 \). This means that \( L \Phi_y \in H^\sigma \) if \( \sigma > \frac{d-1}{2} + 2 \).

**Proof.** For the first part note that (1.8) implies that \( \Phi_y \) has Fourier coefficients \( (\hat{\Phi}_y)_{\ell,k} = \hat{\phi}(\ell)Y_{\ell,k}(y) \). Hence, \( \Phi_y \in H^\tau \), if the sum

\[
\|\Phi_y\|_{H^\tau}^2 = \sum_{\ell=0}^{\infty} \sum_{k=1}^{N(d, \ell)} |(\hat{\Phi}_y)_{\ell,k}|^2 (1 + \lambda_\ell)^\tau
\]

\[
\leq C \sum_{\ell=0}^{\infty} \sum_{k=1}^{N(d, \ell)} (1 + \lambda_\ell)^{-2\sigma + \tau} |Y_{\ell,k}(y)|^2
\]

\[
= C \sum_{\ell=0}^{\infty} \sum_{k=1}^{N(d, \ell)} (1 + \lambda_\ell)^{-2\sigma + \tau} \frac{N(d, \ell)}{\omega_{d-1}} P_\ell(d; 1)
\]

\[
\leq C \sum_{\ell=0}^{\infty} (1 + \lambda_\ell)^{-2\sigma + \tau + \frac{d}{2} - 2}
\]

\[
\leq C \sum_{\ell=0}^{\infty} (1 + \ell^2)^{-2\sigma + \tau + \frac{d}{2} - 1}
\]

is finite. Here, we have used the addition theorem for spherical harmonics, where \( P_\ell(d; \cdot) \) denotes the generalised Legendre polynomials with \( |P_\ell(d; t)| \leq 1 \) for all \( t \in [-1, 1] \), and the fact that \( N(d, \ell) = O(\ell^{d-2}) \) and \( \lambda_\ell = O(\ell^2) \). This sum is obviously finite if \( 2(-2\sigma + \tau + \frac{d}{2} - 1) < -1 \), which equivalently means \( \tau < 2\sigma - \frac{d-1}{2} \).

The second part follows since \( L \) is a second-order operator, such that \( L \Phi_y \in H^{\tau-2} \subseteq H^\sigma \) if \( \sigma \leq \tau - 2 < 2\sigma - \frac{d-1}{2} - 2 \), which resolves to \( \sigma > \frac{d-1}{2} + 2 \). \( \Box \)

On account of this result, we will, from now on, assume that \( \sigma > 2 + (d-1)/2 \).

The usual strategy for a Galerkin approximation is to multiply equation (1.1) with a test function \( \chi \) and then to integrate the new equation. This leads to

\[
\langle \partial_t u_h, \chi \rangle + \langle L u_h, \chi \rangle = \langle F(u_h), \chi \rangle.
\]
If we just integrate then the inner product in the above equation is just the $L_2$ inner product on the sphere. The next step would be to integrate the term $\langle Lu, \chi \rangle$ by parts and to restrict $\chi$ to our discretisation space $V_X$.

However, we will go a slightly different way. Instead of using the $L_2$ inner product, we will use the $H^\sigma$ inner product induced by the kernel $\Phi$. We will also not integrate by parts but still restrict the choice of $\chi$ to $V_X$, i.e., we are looking at the equation

$$
\langle \partial_t u_h, \chi \rangle_{H^\sigma} = -\langle Lu_h, \chi \rangle_{H^\sigma} + \langle F(u_h), \chi \rangle_{H^\sigma}, \quad \chi \in V_X.
$$

If we use the expansion (3.2) for $u_h$ in terms of the cardinal functions $\psi_j$ and test with the basis function $\Phi(\cdot, x_k)$, we derive a Petrov-Galerkin approximation of the form

$$
\sum_{j=1}^{N} \alpha_j(t) \langle \psi_j, \Phi(\cdot, x_k) \rangle_{H^\sigma} = -\sum_{j=1}^{N} \alpha_j(t) \langle L\psi_j, \Phi(\cdot, x_k) \rangle_{H^\sigma} + \langle F(\sum_{j=1}^{N} \alpha_j(t) \psi_j), \Phi(\cdot, x_k) \rangle_{H^\sigma}.
$$

However, using the reproducing kernel property, we can see that the mass and stiffness matrix and the right-hand side are actually given by

$$
\langle \psi_j, \Phi(\cdot, x_k) \rangle_{H^\sigma} = \psi_j(x_k) = \delta_{jk}, \\
-\langle L\psi_j, \Phi(\cdot, x_k) \rangle_{H^\sigma} = -L\psi_j(x_k), \\
\langle F(\sum_{j=1}^{N} \alpha_j(t) \psi_j), \Phi(\cdot, x_k) \rangle_{H^\sigma} = F\left(\sum_{j=1}^{N} \alpha_j(t) \psi_j(x_k)\right) = F(\alpha_k(t)).
$$

Hence, we have recovered the collocation scheme from the previous section.

**Corollary 3.3.** The $H^\sigma$-Petrov-Galerkin method (3.3) with trial functions $\psi_j$ and test functions $\Phi(\cdot, x_j)$ is identical with the collocation method from Section 3.1.

### 4. Analysis of the semi-discrete scheme

#### 4.1. Stability

We will now show that the collocation scheme is stable for finite time intervals. To this end, we will, as usual, use Gronwall’s inequality in the form that if $u$ is continuous on $[0, T]$ and $h$ is integrable on $[0, T]$ and nonnegative, then an estimate of the form

$$
u(t) \leq K + \int_0^t h(s)u(s)ds, \quad t \in [0, T]
$$

with a constant $K$ implies

$$
u(t) \leq K \exp\left(\int_0^t h(s)ds\right).
$$

For our proof it will be essential that the collocation solution is also the Petrov-Galerkin solution in $H^\sigma$ with reproducing kernel $\Phi$, as described above.

**Theorem 4.1.** Let $u_0 \in H^{2\sigma}$ with $\sigma > (d-1)/2 + 2$. There is a constant $C = C_T$ such that the semi-discrete solution $u_h(t)$ satisfies

$$
\|u_h(t)\|_{H^\sigma} \leq C_T(\|u_h(0)\|_{H^\sigma} + 1).
$$
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Proof. We will prove this only under the assumption that $F$ is globally Lipschitz continuous in the sense that (2.2) holds for all $v \in H^\sigma$. The general case will follow using the same arguments as in the following proof of Theorem 4.5.

Since, by our assumptions, $\partial_t u_h(t, \cdot), Lu_h(t, \cdot)$ and $F(u_h(t, \cdot))$ all belong to $H^\sigma$, we know that the collocation equations

$$\partial_t u_h(t, x_k) = -Lu_h(t, x_k) + F(u_h(t, x_k)), \quad 1 \leq k \leq N,$$

are equivalent to (3.3). Hence, using the fact that $u_h(t) \in V_X$, we can derive

$$\langle \partial_t u_h(t), u_h(t) \rangle_{H^\sigma} = -\langle Lu_h(t), u_h(t) \rangle_{H^\sigma} + \langle F(u_h(t)), u_h(t) \rangle_{H^\sigma},$$

which leads to

$$\frac{1}{2} \frac{d}{dt} \| u_h(t) \|^2_{H^\sigma} = -\langle Lu_h(t), u_h(t) \rangle_{H^\sigma} + \langle F(u_h(t)), u_h(t) \rangle_{H^\sigma} \leq \| F(u_h(t)) \|_{H^\sigma} \| u_h(t) \|_{H^\sigma},$$

using the fact that $L$ is a positive operator. Next, our assumption on the Lipschitz continuity of $F$ guarantees that

$$\| F(u_h(t)) \|_{H^\sigma} \leq \| F(u_h(t)) - F(0) \|_{H^\sigma} + \| F(0) \|_{H^\sigma} \leq CL \| u_h(t) \|_{H^\sigma} + C.$$

Inserting this into the previous estimate and using

$$\frac{d}{dt} \| u_h(t) \|^2_{H^\sigma} = 2\| u_h(t) \|_{H^\sigma} \frac{d}{dt} \| u_h(t) \|_{H^\sigma},$$

gives

$$\frac{d}{dt} \| u_h(t) \|_{H^\sigma} \leq C (\| u_h(t) \|_{H^\sigma} + 1).$$

Integrating this inequality over $[0, t] \subseteq [0, T]$ then gives

$$\| u_h(t) \|_{H^\sigma} \leq \| u_h(0) \|_{H^\sigma} + C \int_0^t (1 + \| u_h(s) \|_{H^\sigma}) ds \leq \| u_h(0) \|_{H^\sigma} + CT + C \int_0^t \| u_h(s) \|_{H^\sigma} ds.$$

Thus, Gronwall’s inequality yields finally,

$$\| u_h(t) \|_{H^\sigma} \leq (\| u_h(0) \|_{H^\sigma} + CT) \exp \left( \int_0^t C ds \right) \leq e^{CT} (CT + \| u_h(0) \|_{H^\sigma}) = C_T (\| u_h(0) \|_{H^\sigma} + 1),$$

which is the desired estimate. \hfill \square

4.2. Error analysis. We will now analyse the error of the semi-discrete solution. We will again employ the equivalent form as a Petrov-Galerkin scheme and follow ideas from [18].

Error estimates will be stated using the fill distance

$$h = h_X = \max_{x \in S^{d-1}} \min_{x_j \in X} \text{dist}(x, x_j),$$

which measures the radius of the largest spherical cap containing no data site. The following lemma states the well-known forward estimates for scattered data approximation on spheres (cf. [13] [10]).
Lemma 4.2. Let $X \subseteq \mathbb{S}^{d-1}$ have a sufficiently small fill distance $h_X$. Let $\sigma > (d - 1)/2$ be given. Then, for every function $u \in H^{\sigma}$ with $u|X = 0$, and every $0 \leq \beta \leq \sigma$, there is a constant $C > 0$ independent of $u$ and $X$ such that

$$\|u\|_{H^\beta} \leq C h_X^{\sigma - \beta} \|u\|_{H^{\sigma}}.$$  

Next, we need a construction, which mimics the Ritz projection in classical finite elements.

Theorem 4.3. Let $\sigma > (d - 1)/2 + 2$. There is a linear operator $R_h : H^{2\sigma} \to V_X$ with $LR_h u(x_k) = Lu(x_k)$ for $1 \leq k \leq N$. Furthermore, for $2 \leq \beta \leq \sigma + 1$, we have the estimate

$$\|R_h u - u\|_{H^\beta} \leq C h_X^{\sigma - \beta} \|u\|_{H^{2\sigma}}$$

and hence, in particular,

$$\|R_h u - u\|_{H^{\sigma}} \leq C h_X^{\sigma} \|u\|_{H^{2\sigma}}.$$

Proof. We define $R_h u(x) = \sum_{j=1}^N \alpha_j \Phi(x, x_j)$ where the coefficients are determined by the interpolation conditions

$$LR_h u(x_i) = \sum_{j=1}^N \alpha_j L^{(1)}(x_i, x_j) = Lu(x_i), \quad 1 \leq i \leq N.$$

Here, the upper index indicates that the elliptic operator is applied with respect to the first argument of the kernel. Since $\Phi$ is a reproducing kernel of $H^{\sigma}$, we know that $\Psi = L\Phi$ is a reproducing kernel of $H^{\sigma - 1}$. Particularly, the kernel is also positive definite, showing that the above system is uniquely solvable. Furthermore, we see that the interpolant based on $X$ and $\Psi$ to $f = Lu$ is given by $I_X f = LR_h u$. Thus, standard RBF interpolation yields orthogonality

$$\langle Lu - LR_h u, \Psi(\cdot, x_j) \rangle_{\Psi} = 0, \quad 1 \leq j \leq N,$$

and thus

$$\langle Lu - LR_h u, LR_h u \rangle_{\Psi} = 0.$$

This leads to

$$\|Lu - LR_h u\|_\Psi^2 = \langle Lu - LR_h u, Lu \rangle_{\Psi}$$

$$= \sum_{\ell=0}^{\infty} \sum_{k=1}^{N(d,\ell)} \frac{(D\lambda_\ell + \gamma)}{\phi(\ell)} \widehat{u}_{\ell,k}(\widehat{u}_{\ell,k} - \widehat{R_h u}_{\ell,k})$$

$$\leq \left( \sum_{\ell,k} |\widehat{u}_{\ell,k}|^2 |\phi(\ell)|^{-2} \right)^{1/2} \left( \sum_{\ell,k} (D\lambda_\ell + \gamma)^2 |\widehat{u}_{\ell,k} - \widehat{R_h u}_{\ell,k}|^2 \right)^{1/2}$$

$$\leq C \|u\|_{H^{2\sigma}} \| Lu - LR_h u \|_{L_2}.$$

Next, Lemma 4.2 yields with $h = h_X$ that

(4.1) $$\|Lu - LR_h u\|_{L_2} \leq Ch^{\sigma - 1} \|Lu - LR_h u\|_{H^{\sigma - 1}} = Ch^{\sigma - 1} \|u - R_h u\|_{H^{\sigma + 1}}$$

such that

$$\|u - R_h u\|_{H^{\sigma + 1}} \leq C \|Lu - LR_h u\|_\Psi^2 \leq Ch^{\sigma - 1} \|u - R_h u\|_{H^{\sigma + 1}} \|u\|_{H^{2\sigma}}$$

or

(4.2) $$\|u - R_h u\|_{H^{\sigma + 1}} \leq Ch^{\sigma - 1} \|u\|_{H^{2\sigma}}.$$
Inserting this back into (4.1) yields
\[
\|u - R_h u\|_{H^2} \leq C \|Lu - LR_h u\|_{L^2} \leq Ch^{2\sigma-2}\|u\|_{H^{2\sigma}}.
\]
Finally, standard interpolation theory in Sobolev spaces applied to (4.2) and (4.3) gives
\[
\|u - R_h u\|_{H^\beta} \leq Ch^{2\sigma-\beta}\|u\|_{H^\beta},
\]
for every \(2 \leq \beta \leq \sigma + 1\).

**Remark 4.4.** Interpolation between (4.2) and \(u - R_h u\|_{H^{\sigma+1}} \leq C\|u\|_{H^{\sigma+1}}\) shows that we also have
\[
\|u - R_h u\|_{H^{\sigma+1}} \leq Ch^{\gamma-\sigma-1}\|u\|_{H^\gamma}
\]
for all \(u \in H^\gamma\) with \(\sigma + 1 \leq \gamma \leq 2\sigma\).

After this, we are in the position to state and prove our main result for the semi-discrete approximation.

**Theorem 4.5.** Let \(u_0 \in H^{2\sigma}\) with \(\sigma > (d - 1)/2 + 2\). There is a constant \(C = C_T\) such that the error between the semi-discrete approximation \(u_h(t)\) and the solution \(u(t)\) of \((1.1), (1.2)\) can be bounded by
\[
\|u(t) - u_h(t)\|_{H^{\sigma}} \leq Ch^{\sigma} \left(\|u_0\|_{H^{2\sigma}} + \|u\|_{H^{\sigma}([0,T];H^{2\sigma})}\right).
\]

**Proof.** First, we will assume that \(F\) is globally Lipschitz continuous in the sense that (2.2) holds for all \(v \in H^\sigma\).

As usual in this context, we write \(w_h - u = (u_h - R_h u) + (R_h u - u) =: \theta + \rho\).
From Theorem 4.3 we know that, for \(t \in [0,T]\),
\[
\|\rho(t)\|_{H^{\sigma}} \leq Ch^\sigma \left\{\|u_0\|_{H^{2\sigma}} + \int_0^T \|u(s)\|_{H^{2\sigma}} ds\right\}.
\]

In the following, we will suppress the variable \(t\), whenever possible. To estimate the norm of \(\theta\), we observe that for every \(\chi \in V_X\) we have
\[
(\theta, \chi)_{H^\sigma} + (L\theta, \chi)_{H^\sigma} = (\partial_t u_h + Lu_h, \chi)_{H^\sigma} - (\partial_t R_h u + LR_h u, \chi)_{H^\sigma} = (F(u_h), \chi)_{H^\sigma} - (\partial_t R_h u + Lu, \chi)_{H^\sigma} = (F(u_h), \chi)_{H^\sigma} - (\partial_t R_h u + F(u) - \partial_t u, \chi)_{H^\sigma} = (F(u_h) - F(u), \chi)_{H^\sigma} - (\rho_t, \chi)_{H^\sigma}.
\]

Setting \(\chi = \theta\) yields
\[
\frac{1}{2} \frac{d}{dt}\|\theta\|^2_{H^\sigma} = - (L\theta, \theta)_{H^\sigma} + (F(u_h) - F(u), \theta)_{H^\sigma} - (\rho_t, \theta)_{H^\sigma} \leq \|F(u_h) - F(u)\|_{H^\sigma} \|\theta\|_{H^\sigma} + \|\rho_t\|_{H^{\sigma+1}} \|\theta\|_{H^\sigma} \leq \{C_L \|u_h - u\|_{H^\sigma} + \|\rho_t\|_{H^\sigma}\} \|\theta\|_{H^\sigma}.
\]

Since \(\frac{1}{2} \frac{d}{dt}\|\theta\|^2_{H^\sigma} = \|\theta\|_{H^\sigma} \frac{d}{dt}\|\theta\|_{H^\sigma}\) we can conclude, using also the bounds on \(\rho\) and \(\rho_t\), that
\[
\frac{d}{dt}\|\theta\|_{H^\sigma} \leq C_L \|u_h - u\|_{H^\sigma} + \|\rho_t\|_{H^\sigma} \leq C \left[\|\theta\|_{H^\sigma} + \|\rho\|_{H^\sigma} + \|\rho_t\|_{H^\sigma}\right] \leq C \|\theta\|_{H^\sigma} + Ch^\sigma \left[\|u\|_{H^{2\sigma}} + \|\partial_t u\|_{H^{2\sigma}}\right].
\]
Integrating this inequality leads to
\[
\|\theta(t)\|_{H^\sigma} \leq \|\theta(0)\|_{H^\sigma} + C h^\sigma \int_0^T \left[ \|u(s)\|_{H^{2\sigma}} + \|\partial_t u(s)\|_{H^{2\sigma}} \right] ds
\]
\[+ \int_0^T C \|\theta(s)\|_{H^\sigma} ds,\]
such that Gronwall’s lemma leads to
\[
\|\theta(t)\|_{H^\sigma} \leq C_T \left[ \|\theta(0)\|_{H^\sigma} + h^\sigma \int_0^T (\|u(s)\|_{H^{2\sigma}} + \|\partial_t u(s)\|_{H^{2\sigma}}) ds \right].
\]

The initial error \(\theta(0)\) can be bounded via
\[
\|\theta(0)\|_{H^\sigma} = \|u_h(0) - R_h u(0)\|_{H^\sigma} \leq \|u_h(0) - u(0)\|_{H^\sigma} + \|u(0) - R_h u(0)\|_{H^\sigma}
\]
\[\leq C h^\sigma \|u(0)\|_{H^{2\sigma}} + C h^\sigma \|u(0)\|_{H^{2\sigma}},\]
where the first bound comes from the fact that \(u_h(0)\) is the interpolant from \(V_X\) to \(u_0\). Thus, we have
\[
\|\theta(t)\|_{H^\sigma} \leq C h^\sigma \left( \|u(0)\|_{H^{2\sigma}} + \int_0^T (\|u(s)\|_{H^{2\sigma}} + \|\partial_t u(s)\|_{H^{2\sigma}}) ds \right).
\]

This, together with the bound on \(\rho\) gives the stated result in the case that \(F\) is globally Lipschitz continuous.

If \(F\) is not globally Lipschitz continuous, then we have to modify the proof as follows.

First note that by Lemma 2.3, we know that \(\|u(t)\|_{H^\sigma} \in I = [a, b]\) for \(t \in [0, T]\) for a certain interval \(I = [a, b]\). Furthermore, if we fix a \(\delta \in (0, (b - a)/2)\), then we know that \(F\) is at least locally Lipschitz continuous in the sense of Lemma 2.3. The proof so far remains valid if we can show that \(\|u_h(t)\|_{H^\sigma} \in I_\delta\) for every \(t \in [0, T]\), provided \(h\) is sufficiently small.

To see this, we pick an \(h_1\) such that for \(h \leq h_1\) we find
\[
(4.4) \quad \|\rho(t)\|_{H^\sigma} = \|R_h u(t) - u(t)\|_{H^\sigma} \leq C h^\sigma \|u(t)\|_{H^{2\sigma}} < \delta/2.
\]
This is possible because of Theorem 4.3 and because Lemma 2.2 implies that even \(\|u(t)\|_{H^{2\sigma}}\) is uniformly bounded in \(t \in [0, T]\). Thus, with \(I_\delta = [a - \delta, b + \delta]\), we have, in particular, that \(\|Ru_h(t)\|_{H^\sigma} \in I_\delta/2\) for \(t \in [0, T]\).

Next, define for such an \(h \leq h_1\) the time \(t_h = \sup\{t \in [0, T] : \|u_h(t)\|_{H^\sigma} \in I_\delta\}\).

We must have \(t_h > 0\) since \(u_h(0)\) is simply the interpolant to \(u_0\) and satisfies a bound like
\[
\|u_h(0) - u_0\|_{H^\sigma} \leq C h^\sigma \|u_0\|_{H^{2\sigma}} \leq \delta.
\]
For any \(t \leq t_h\) we then obviously have \(\|u_h(t)\|_{H^\sigma} \in I_\delta\) and we wish to show that \(t_h = T\). We can use the local Lipschitz continuity of \(F\) such that the analysis of the first part of this proof applies, showing
\[
\|\theta(t)\|_{H^\sigma} \leq C_T h^\sigma (\|u(0)\|_{H^{2\sigma}} + \|u\|_{H^{1([0,T],H^{2\sigma})}}) < \delta/2,
\]
where the last inequality holds for given \(h \leq h_2\). Hence, for any \(t \leq t_h\) with \(h \leq \min(h_1, h_2)\) we have
\[
\|u(t) - u_h(t)\|_{H^\sigma} \leq \|\rho(t)\|_{H^\sigma} + \|\theta(t)\|_{H^\sigma} < \delta,
\]
which means \(\|u_h(t)\|_{H^\sigma} \in I_\delta\). Continuity now shows that we could choose \(t_h\) even slightly larger. However, we have chosen \(t_h \leq T\) as the maximum time with the
property \( \|u(t)\|_{H^\sigma} \in I_\delta \) for all \( t \leq t_h \). This actually means \( t_h = T \) and thus the first part of the proof applies. This concludes the proof. \( \square \)

5. Discretisation in time

We will now discuss discretisation in time. We will give two examples of implicit discretisation schemes, implicit Euler and linearised Crank-Nicolson. We will explicitly prove convergence and stability of the Crank-Nicolson method. The proof is meant as a model proof for higher order discretisation methods. There is obviously no restriction to these time discretisations and the high convergence order in space would suggest to use also higher order discretisations in time. However, this is not the goal of this paper. Analysing convergence of a larger class of time discretisations would be beyond the scope of this paper.

We have to discretise the nonlinear system of ordinary differential equations

\[
\frac{d}{dt} \alpha(t) = B\alpha(t) + F(\alpha(t)), \quad \alpha(0) = u_0,
\]

where \( B = (-L\psi_j(x_i)) \), \( F(\alpha) = (F(\alpha_i)) \), and \( u_0 = (u_0(x_i)) \). A first important remark concerns the matrix \( B \).

**Lemma 5.1.** The matrix \( B = (-L\psi_j(x_i)) \) is negative definite.

**Proof.** The vector \( \psi(x) \) of the cardinal functions \( \psi_j(x) \) is given by

\[
\psi(x) = A^{-1}R(x),
\]

where \( A = (\Phi(x_i, x_j)) \) is a positive definite, symmetric matrix and \( R(x) \) is the vector with entries \( R_i(x) = \Phi(x_i, x) \). Thus, we have \(-L\psi(x) = -A^{-1}LR(x)\). Evaluating at \( x = x_i \) gives the vector \( b_i = -A^{-1}LR(x_i) \) such that \( B \) can be written as

\[
B = \begin{pmatrix}
   b_1^T \\
   \vdots \\
   b_N^T
\end{pmatrix} = -\begin{pmatrix}
   (LR)^T(x_1)A^{-1} \\
   \vdots \\
   (LR)^T(x_N)A^{-1}
\end{pmatrix} = -A^{-1}
\begin{pmatrix}
   \Phi(x_1, x_1) & \Phi(x_1, x_N) \\
   \vdots & \vdots \\
   \Phi(x_N, x_1) & \Phi(x_N, x_N)
\end{pmatrix}
=: -A.LA^{-1}.
\]

Since \( A \) is positive definite and \( L \) is an elliptic operator, which means that \( A_L \) is also positive definite, we see that \( B \) is negative definite. \( \square \)

Throughout this section we will assume that we work on a fixed time interval \([0, T]\) and that we discretise this time interval using equally spaced time discretisation points \( t_n = n\tau \) for \( 0 \leq n \leq N_T \) with \( \tau = T/N_T \).

For completeness, we start with an implicit Euler scheme for (5.1), though the order will only be linear in time and hence the method is not really suited for such a high-order method in space. Generalisations to more sophisticated time-stepping procedures are of course possible and we will discuss the linearised Crank-Nicolson scheme as an example.

Implicit or backward Euler for (5.1) is given by

\[
\frac{\alpha^n - \alpha^{n-1}}{\tau} = B\alpha^n + F(\alpha^n).
\]
Obviously, the fact that \( \alpha^n \) appears as an argument of the nonlinear function \( F \) causes problems, which are, in this case, most appropriately resolved by looking at the linearised implicit Euler scheme

\[
\frac{\alpha^n - \alpha^{n-1}}{\tau} = B\alpha^n + F(\alpha^{n-1}),
\]

which then takes the form

\[
(I - \tau B)\alpha^n = \alpha^{n-1} + \tau F(\alpha^{n-1}).
\]

Since, by Lemma 5.1, the matrix \( B \) is negative definite, this method is unconditionally stable and we can always solve for a new vector \( \alpha^{n+1} \). Associated with these coefficient vectors are the approximate solutions

\[
U^n = \sum_{j=1}^{N} \alpha^n_j \psi_j.
\]

A standard but also technical analysis, which follows a standard analysis of a linearised implicit Euler scheme for classical finite elements simply by replacing \( L^2 \) inner products with \( H^\sigma \) inner products (see for example [17, Theorem 13.3]) and which we will omit here, shows the following result.

**Theorem 5.2.** The linearised implicit Euler scheme (5.3) is unconditionally stable. The spatial error between the fully discretised solution \( U^n \) and the true solution \( u(t_n) \) can be bounded by

\[
\|U^n - u(t_n)\|_{H^\sigma} \leq C_1 h^\sigma \left\{ \|u_0\|_{H^{2\sigma}} + \int_0^T \|u_t\|_{H^{2\sigma}} ds + \tau \sum_{j=0}^{n} \|u(t_j)\|_{H^{2\sigma}} \right\}
\]

\[
+ C_2 \tau \int_0^T \|u_{tt}\|_{H^\sigma} ds = C(u) (\tau + h^\sigma).
\]

As an example of a higher-order discretisation in time, we will discuss the linearised implicit Crank-Nicolson method.

Assuming again that the time discretisation is given by \( t_n = n\tau \), the implicit Crank-Nicolson method for the system (5.1) is given by

\[
\frac{\alpha^n - \alpha^{n-1}}{\tau} = B\alpha^n + F\left(\frac{\alpha^n + \alpha^{n-1}}{2}\right),
\]

which again suffers from the presence of the next solution \( \alpha^n \) within the nonlinear function \( F \). A typical linearisation of this, based on an extrapolation, is given by

\[
(I - \frac{\tau}{2} B)\alpha^n = (I + \frac{\tau}{2} B)\alpha^{n-1} + \tau F\left(\frac{3}{2} \alpha^{n-1} - \frac{1}{2} \alpha^{n-2}\right),
\]

which results in the scheme

\[
\left(I - \frac{\tau}{2} B\right)\alpha^n = \left(I + \frac{\tau}{2} B\right)\alpha^{n-1} + \tau F\left(\frac{3}{2} \alpha^{n-1} - \frac{1}{2} \alpha^{n-2}\right),
\]

which, however, now requires two initial values. We will use the following scheme to acquire the second initial value. It is an obvious modification from a scheme given in [17].
First, we choose \( U^0 \in V_X \) as the interpolant to \( u^0 \) on \( X \). Then, we define an intermediate function \( U^{1,0} \in V_X \) as the solution of
\[
(5.6) \quad \left\langle \frac{U^{1,0} - U^0}{\tau}, \chi \right\rangle_{H^s} + \left\langle L \frac{U^{1,0} + U^0}{2}, \chi \right\rangle_{H^s} = \left\langle F(U^0), \chi \right\rangle_{H^s}, \quad \chi \in V_X
\]
and then the second initial value \( U^1 \in V_X \) via solving
\[
(5.7) \quad \left\langle U^1 - U^0, \chi \right\rangle_{H^s} + \left\langle L \frac{U^1 + U^0}{2}, \chi \right\rangle_{H^s} = \left\langle F\left(\frac{U^1 + U^{1,0}}{2}\right), \chi \right\rangle_{H^s}, \quad \chi \in V_X.
\]
This can again be recast as a generalised interpolation problem, which does not require (numerical) integration. The proof of the following theorem borrows ideas from a similar theorem from [17].

**Theorem 5.3.** The linearised Crank-Nicolson scheme is unconditionally stable. For sufficiently smooth solutions on an interval \([0,T]\), the error between the fully discretised solution \( U^n \) and the true solution \( u(t_n) \) can be bounded by
\[
\|U^n - u(t_n)\|_{H^s} \leq C(u)(\tau^2 + h^s).
\]

**Proof.** We will restrict ourselves once again to the case where \( F \) is globally Lipschitz continuous. As in this context usual, we will use the following notation. We will write \( u^n = u(t_n) \) and \( w^n_h = R_h u(t_n) \). The time steps are given by \( t_n = n\tau \) and we will also use \( t_{n-1/2} = (n - 1/2)\tau \). Furthermore, we will employ the following operators, not only for the sequence \( U^n \),
\[
\overline{\partial} U^n = \frac{U^n - U^{n-1}}{\tau}, \quad \widehat{U}^n = \frac{U^n + U^{n-1}}{2}, \quad \overline{U}^n = \frac{3}{2}U^{n-1} - \frac{1}{2}U^{n-2}.
\]
With this notation, \((5.5)\) can be reformulated as
\[
\left\langle \overline{\partial} U^n, \chi \right\rangle_{H^s} + \left\langle L \widehat{U}^n, \chi \right\rangle_{H^s} = \left\langle F(\overline{U}^n), \chi \right\rangle_{H^s}, \quad \chi \in V_X.
\]
We split the error again in the form
\[
U^n - u^n = (U^n - w^n_h) + (w^n_h - u^n) = \theta^n + \rho^n,
\]
and know from Theorem 4.3 that
\[
\|\rho^n\|_{H^s} \leq C h^s \|u^n\|_{H^{2s}}.
\]

For the \( \theta^n \) part of the error, we first note that for \( \chi \in V_X \),
\[
\left\langle \overline{\partial} \theta^n, \chi \right\rangle_{H^s} + \left\langle L \widehat{\theta}^n, \chi \right\rangle_{H^s} = \left\langle \overline{\partial} U^n, \chi \right\rangle_{H^s} + \left\langle L \widehat{U}^n, \chi \right\rangle_{H^s} - \left\langle \overline{\partial} w^n_h, \chi \right\rangle_{H^s} - \left\langle L \widehat{w}^n_h, \chi \right\rangle_{H^s}
\]
\[
= \left\langle F(\overline{U}^n), \chi \right\rangle_{H^s} - \left\langle u^n_{t-1/2}, \chi \right\rangle_{H^s} - \left\langle \overline{\partial} w^n_h - u^n_{t-1/2}, \chi \right\rangle_{H^s}
\]
\[
= \left\langle F(\overline{U}^n) - F(u^n_{t-1/2}), \chi \right\rangle_{H^s} - \left\langle \overline{\partial} w^n_h - u^n_{t-1/2}, \chi \right\rangle_{H^s}
\]
using the reproducing kernel property \( \left\langle Lu^n, \chi \right\rangle_{H^s} = \left\langle L \widehat{w}^n_h, \chi \right\rangle_{H^s}, \chi \in V_X \). Setting \( \chi = \widehat{\theta}^n \) and using that \( \left\langle L \widehat{\theta}^n, \chi \right\rangle_{H^s} \geq 0 \), leads to
\[
\left\langle \overline{\partial} \theta^n, \widehat{\theta}^n \right\rangle_{H^s} = \frac{1}{2} \overline{\partial} \|\theta^n\|_{H^s}^2 = \overline{\partial} \|\theta^n\|_{H^s} \cdot \|\theta^n\|_{H^s} \leq \|\theta^n\|_{H^s} \leq R_n \|\theta^n\|_{H^s} \leq R_n \|\theta^n\|_{H^s}.
\]
with
\[ R_n = C_L \| \bar{U}^n - u^{n-1/2} \|_{H^s} + \| \partial w^n_h - u^{n-1/2}_t \|_{H^s} + \| L\tilde{u}^n - Lu^{n-1/2} \|_{H^s}. \]
Hence, we have
\[ \bar{\partial} \| \theta^n \|_{H^s} \leq R_n. \]

We are now going to bound the three terms defining \( R_n \) separately. For the first term, we use the fact that \( \tilde{\pi}^n \) is the value at \( t = t_{n-1/2} \) of the linear polynomial that interpolates \( (t_{n-2}, u_{n-2}) \) and \( (t_{n-1}, u_{n-1}) \). Hence, we can use the standard error formula for linear interpolation to derive
\[ \| \bar{U}^n - u^{n-1/2} \|_{H^s} \leq \| \bar{\partial} \theta^n \|_{H^s} + \| \bar{\partial} (\bar{\pi}^n - \theta^n) \|_{H^s} + \| \bar{\partial} \tilde{u}^n - u^{n-1/2}_t \|_{H^s}, \]
where \( \bar{\tilde{t}}_n \in [0, T] \). For the second term, we note that
\[ \| \bar{\partial} w^n_h - u^{n-1/2}_t \|_{H^s} \leq \| \bar{\partial} \rho^n \|_{H^s} + \| \bar{\partial} w^n - u^{n-1/2}_t \|_{H^s} \]
\[ \leq Ch^n \| u_t(t'_n) \|_{H^{2s}} + C\tau^2 \left\{ \| u_{ttt}(t'_n) \|_{H^s} + \| u_{ttt}(t'_{n-1}) \|_{H^s} \right\}, \]
where we have used \( \bar{\partial} \rho^n = (\rho^n - \rho^{n-1})/\tau = \rho_t(t'_n) \) with a \( t'_n \in [t_{n-1}, t_n], \) Theorem 4.3 and once again the standard error formula for linear interpolation with \( t'_n, t'_{n-1} \in [0, T] \).

The standard difference approximation shows that there is a \( t'_n \in [0, T] \) such that the third term can be bounded by
\[ \| L\tilde{u}^n - Lu^{n-1/2} \|_{H^s} \leq \tau^2 \| Lu_{ttt}(t'_n) \|_{H^s}. \]
Hence, taking this all into account, we have
\[ \bar{\partial} \| \theta^n \|_{H^s} \leq C \| \bar{\partial} \theta^n \|_{H^s} + C(u) (\tau^2 + \sigma^2), \]
which means
\[ \| \theta^n \|_{H^s} \leq (1 + C\tau) \| \theta^{n-1} \|_{H^s} + C\tau \| \theta^{n-2} \|_{H^s} + C(u)\tau (\tau^2 + \sigma^2), \]
from which we can conclude that
\[ \| \theta^n \|_{H^s} + C\tau \| \theta^{n-1} \|_{H^s} \leq (1 + 2C\tau) \left[ \| \theta^{n-1} \|_{H^s} + C\tau \| \theta^{n-2} \|_{H^s} \right] + C(u)\tau (\sigma^2 + \tau^2), \]
which resolves to
\[ \| \theta^n \|_{H^s} \leq \| \theta^n \|_{H^s} + C\tau \| \theta^{n-1} \|_{H^s} \]
\[ \leq (1 + 2C\tau)^n \left[ \| \theta^1 \|_{H^s} + C\tau \| \theta^0 \|_{H^s} \right] + C(u)\tau (\sigma^2 + \tau^2) \sum_{j=0}^{n-1} (1 + 2C\tau)^j \]
\[ = (1 + 2C\tau)^n \left[ \| \theta^1 \|_{H^s} + C\tau \| \theta^0 \|_{H^s} \right] + C(u)\tau (\sigma^2 + \tau^2) \frac{(1 + 2C\tau)^n - 1}{2C\tau}. \]

For a fixed time interval \([0, T]\) this leads, because of \( \tau = T/N_T \), to
\[ \| \theta^n \|_{H^s} \leq C(T) \left[ \| \theta^1 \|_{H^s} + \| \theta^0 \|_{H^s} + C(u) (\sigma^2 + \tau^2) \right]. \quad (5.8) \]

Next, we bound \( \| \theta^1 \|_{H^s} \). To this end, we have \( \theta^1 = U^1 - w^1_h \) and \( \theta^0 = U^{1,0} - w^1_h \) and set \( \theta^{0,0} = \theta^0 = U^0 - w^1_h \) and let the operators act as in \( \bar{\partial} \theta^{1,0} = (\theta^{1,0} - \theta^{0,0})/\tau \) and so on.
The previous part of the proof applied to this situation, taking (5.6) into account yields the estimate
\[ \| \theta^{1.0} \|_{H^s} \leq C \| U^0 - u^{1/2} \|_{H^s} + C(u)(h^s + \tau^2). \]
Moreover, we have
\[ \| U^0 - u^{1/2} \|_{H^s} \leq \| \theta^0 \|_{H^s} + \| \rho^0 \|_{H^s} + \| u^0 - u^{1/2} \|_{H^s} \leq \| \theta^0 \|_{H^s} + C(u)(h^s + \tau) \]
such that we can conclude that
\[ \| \theta^{1.0} \|_{H^s} \leq (1 + C\tau) \| \theta^0 \|_{H^s} + C(u)(h^s + \tau) \leq C \| \theta^0 \|_{H^s} + C(u)(h^s + \tau^2). \]
In the same way, we can conclude from (5.7) that
\[ \| \theta^1 \|_{H^s} \leq \frac{C}{2} \left( \frac{U^{1.0} + U^0}{2} - u^{1/2} \right)_{H^s} + C(u)(h^s + \tau^2). \]
Since, by particularly using (5.9),
\[ \left\| \frac{U^{1.0} + U^0}{2} - u^{1/2} \right\|_{H^s} \leq \left\| \frac{1}{2}(\theta^{1.0} + \theta^0) \right\|_{H^s} + \left\| \hat{\omega}^1 - u^{1/2} \right\|_{H^s} \leq \left\| \frac{1}{2}(\theta^{1.0} + \theta^0) \right\|_{H^s} + \left\| \hat{\omega}^1 - \hat{u}^1 \right\|_{H^s} + \left\| \hat{u}^1 - u^{1/2} \right\|_{H^s} \leq C \| \theta^0 \|_{H^s} + C(u)(h^s + \tau^2), \]
we can conclude from (5.10) that
\[ \| \theta^1 \|_{H^s} \leq (1 + C\tau) \| \theta^0 \|_{H^s} + C(u)(h^s + \tau^2) \]
and the bound \( \| \theta^0 \|_{H^s} \leq C(u)h^s \) together with (5.8) establishes the result. \( \square \)

6. Conclusion

In this paper, we considered reaction diffusion systems and their numerical approximation. For discretisation in space we used spherical basis functions, which are reproducing kernels in smooth Sobolev spaces. The most prominent example of such SBFs are given by the restriction of Wendland’s functions to the sphere. We identified the norm-minimal collocation as a Galerkin method in a specific Sobolev space. We proved convergence and stability for the semi-discrete approximation. The convergence order proven is induced by the smoothness of the involved functions and in this sense optimal. Finally, we proved convergence for the fully discrete system if a linearised Crank-Nicolson method is used in time. This, however, is only an example to show how standard techniques have to be modified to prove convergence for higher order time discretisations.
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