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COMPUTING HIGHLY OSCILLATORY INTEGRALS

YUNYUN MA AND YUESHENG XU

Abstract. We develop two classes of composite moment-free numerical quad-

ratures for computing highly oscillatory integrals having integrable singulari-
ties and stationary points. One class of the quadrature rules has a polynomial
order of convergence and the other class has an exponential order of conver-
gence. We first modify the moment-free Filon-type method for the oscillatory
integrals without a singularity or a stationary point to accelerate its conver-
gence. We then consider the oscillatory integrals without a singularity or a
stationary point and then those with singularities and stationary points. The
composite quadrature rules are developed based on partitioning the integration
domain according to the wave number and the singularity of the integrand.
The integral defined on the resulting subinterval has either a weak singularity
without rapid oscillation or oscillation without a singularity. Classical quad-
rature rules for weakly singular integrals using graded points are employed for
the singular integral without rapid oscillation and the modified moment-free
Filon-type method is used for the oscillatory integrals without a singularity.
Unlike the existing methods, the proposed methods do not have to compute
the inverse of the oscillator which normally is a nontrivial task. Numerical
experiments are presented to demonstrate the approximation accuracy and
the computational efficiency of the proposed methods. Numerical results show
that the proposed methods outperform methods published recently.

1. Introduction

We consider in this paper numerical computation of highly oscillatory integrals
defined on a bounded interval whose integrands have the form feiκg, where the wave
number κ is large, the amplitude function f may have weak singularities, and the
oscillator g has stationary points of a certain order. Computing highly oscillatory
integrals is of importance in wide application areas ranging from quantum chem-
istry, computerized tomography, electrodynamics and fluid mechanics. For a large
wave number κ, the integrands oscillate rapidly and cancel themselves over most
of the range. The cancellation does not occur in neighborhoods of critical points of

Received by the editor August 3, 2014 and, in revised form, November 15, 2015 and July 27,
2016.

2010 Mathematics Subject Classification. Primary 65D30, 65D32.
Key words and phrases. Oscillatory integrals, algebraic singularities, stationary points,

moment-free Filon-type method, graded points.
This research was supported in part by the Ministry of Science and Technology of China

under grant 2016YFB0200602, by the US National Science Foundation under grant DMS-1522332,
by Guangdong Provincial Government of China through the Computational Science Innovative
Research Team program and by the Natural Science Foundation of China under grants 11471013
and 91530117.

The second author is also a Professor Emeritus of Mathematics, Syracuse University, Syracuse,
New York 13244.

c©2017 American Mathematical Society

309

http://www.ams.org/mcom/
http://dx.doi.org/10.1090/mcom/3214


310 YUNYUN MA AND YUESHENG XU

the integrand: the endpoints of the integration interval and the stationary points
of the oscillator. Efficiency of a quadrature of highly oscillatory integrals depends
on the behavior of functions f and g near the critical points. Traditional methods
for evaluating oscillatory integrals become expensive when the wave number κ is
large, since the number of the evaluations of the integrand used grows linearly with
the wave number κ in order to obtain accuracy of a certain order. The calculation
of integrals of this kind is widely perceived as a challenge issue. Calculating such
oscillatory integrals requires special effort.

The interest in highly oscillatory integrals has led to much progress in develop-
ing numerical quadrature formulas for computing these integrals. In the literature,
there are mainly four classes of methods for the computation: asymptotic methods,
Filon-type methods, Levin-type methods and numerical steepest descent methods.
The basis for convergence analysis of these quadrature rules is the asymptotic ex-
pansion of the oscillatory integral, an asymptotic expansion in negative powers of
the wave number κ. The leading terms in the asymptotic expansion may be de-
rived from integration by parts [16] for the case when the oscillator has no stationary
point. For the case when the oscillator has stationary points, the main tool is the
method of the stationary phase [24,34]. For a fixed wave number, the convergence
order of the asymptotic method is rather low. To overcome this weakness, the
Filon-type methods [9,10,20] were proposed, which replace the amplitude function
f by a suitable interpolating function. In many situations the convergence order of
the Filon-type methods is significantly higher than that of the asymptotic methods.
A thorough qualitative understanding of the Filon-type methods and the analysis
of their convergence may be found in [13, 14, 16] for the univariate case and in [17]
for the multivariate case. In these methods, interpolation at the Chebyshev points
ensures convergence [23]. A drawback of the Filon-type methods is that they re-
quire to compute the moments, which themselves are oscillatory integrals. For the
cases having nonlinear oscillators, it is not always possible to compute the moments
exactly. In [6, 7, 27, 37], the moment-free Filon-type methods were developed. An
entirely different approach without computing the moments is the Levin colloca-
tion method [21]. The Levin-type methods [22, 26, 28, 29] reduce computation of
the oscillatory integral to a simple problem of finding the antiderivative F of the
integrand, where F satisfies the differential equation F ′ + iκg′F = f . The Filon-
type methods and the Levin-type methods with polynomial bases are identical for
the cases having the linear oscillator but not for the cases having the nonlinear
oscillator [21,25,38]. Numerical steepest descent methods [1,8,12] for removing the
oscillation convert a real integration interval into a path in the complex plane, with
a standard quadrature method used to calculate the resulting complex integral.

Although many methods were proposed in the literature for computing oscilla-
tory integrals, there is still big room for improving their approximation accuracy
and computational efficiency. The Filon-type and Levin-type methods require in-
terpolating the derivatives of the amplitude f at critical points in order to achieve
a higher convergence order. Even though computing derivatives can be avoided by
allowing the interpolation points to approach the critical points as the wave number
increases for the formula proposed in [15], the moments cannot always be explicitly
computed. In particular, certain special functions were used for calculating the os-
cillatory integrals in the case when f has singularities and g has stationary points.
The formulas proposed in [6,7] do not require computing the special functions and
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the moments of these formulas can be computed exactly, at the expense of comput-
ing the inverse of the oscillator, which takes up much computing time. Numerical
steepest descent methods also require computing the inverse of the oscillator or
higher order derivatives of the integrand [1].

The purpose of this paper is to develop efficient composite quadrature rules for
computing highly oscillatory integrals with singularities and stationary points. The
methods to be described in this paper require neither inverting the oscillator nor
calculating the derivatives of f or those of g′. The main idea used here is to divide
the integration interval into subintervals according to the wave number κ and the
singularity of the integrand. To avoid using the special functions, we first split the
integration interval into the subintervals according to the singularity of f and the
stationary points of g such that the integrand on the subintervals either has a weak
singularity but no oscillation, or has oscillation but no singularity or stationary
point. The weakly singular integrals are calculated by the classical quadratures
using graded points [4, 19, 35]. To avoid using the derivatives of f and those of g′

and avoid computing the inverse of the oscillator, we design composite quadrature
formulas using a partition of the subinterval formed according to the wave number κ
and the property of the oscillator g for the oscillatory integrals, where the modified
moment-free Filon-type method is used to calculate the oscillatory integrals on
the subintervals of the partition. These formulas can improve the approximation
accuracy effectively, since the convergence order of the formulas computing the
oscillatory integrals with smooth integrand and without stationary point may be
increased by adding more internal interpolation nodes. Specifically, we develop
two classes of composite moment-free quadrature formulas for highly oscillatory
integrals. Class one uses a fixed number of quadrature nodes in each subinterval
and has a polynomial order of convergence. This class of formulas is stable and
easy to implement. Class two uses variate numbers of quadrature nodes in the
subintervals and achieves an exponential order of convergence.

The quadrature formulas proposed in this paper have the following advantages.
Compared with the existing formulas, the proposed formulas need not compute
the inverse of the nonlinear oscillator, or utilize the incomplete Gamma function
[2] for the oscillator with stationary points. These formulas not only reduce the
computational complexity, but also enhance the approximation accuracy. The ap-
proximation accuracy of these formulas is higher than that of the existing formulas
for the case when the oscillator has stationary points and when the oscillator is not
easy to invert.

We organize this paper in seven sections. In Section 2, we present an improve-
ment of the moment-free Filon-type method developed in [37]. In Section 3, we
design a partition of the integration interval and propose composite moment-free
Filon-type methods for the oscillatory integrals with smooth integrand and with-
out a stationary point. In Sections 4 and 5, we develop the composite moment-free
quadratures defined on a mesh according to the wave number κ and the properties
of the integrand for the oscillatory integrals with both singularities and stationary
points. The formulas proposed in Section 4 have a polynomial order of convergence,
and those in Section 5 have an exponential order of convergence. Numerical results
are presented in Section 6 to confirm the theoretical estimates on the accuracy of
the proposed formulas. Moreover, we compare the numerical performance of the
proposed formulas with that of those recently developed in [6, 7]. We summarize
our conclusions in Section 7.
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2. The Filon-type quadrature method

The goal of this paper is to develop quadrature methods for evaluating oscillatory
integrals in the form

(2.1) I :=

∫
I

f(x)eiκg(x)dx,

where I := [0, 1], κ � 1 is the wave number, f ∈ L1(I) has weak singularities and
the oscillator g ∈ C∞(I) has stationary points. Our main idea to fulfill this may be
described as follows. We first develop a basic quadrature formula for computing an
oscillatory integral defined on a subinterval [a, b] of I where the integrand has no
singularity or stationary point. We then design an appropriate partition 0 = x0 <
x1 < . . . < xn−1 < xn = 1 of I according to the wave number κ, the singularities of
f and the stationary points of g and employ the basic quadrature formula for each of
the integrals defined on the subintervals [xj , xj+1], for j ∈ Zn−1 := {0, 1, . . . , n−1}.

We recall the Filon-type quadrature method proposed in [37] for computing the
integral

(2.2) I [a,b] :=

∫ b

a

f(x)eiκg(x)dx,

where [a, b] ⊂ I, f is continuous on [a, b] and the oscillator g is continuously dif-
ferentiable on [a, b] and has no stationary point in [a, b]. By a change of variables
g(x) �→ x, the integral in (2.2) may be written as

(2.3) I [a,b] =

∫ β

α

Ψ(x)eiκxdx,

where

(2.4) Ψ(x) :=
(
(f/g′) ◦ g−1

)
(x), for x ∈ [α, β], α := g(a), β := g(b).

For a fixed m ∈ N := {1, 2, . . .}, we approximate Ψ by its Lagrange interpolation
polynomial of degree m. Since g is differentiable on [a, b] and has no stationary
point in the interval, g must be strictly monotone on the interval. Without loss
of generality, we assume that g is strictly increasing since the other case can be
similarly handled. Choosing m + 1 points a = t0 < t1 < . . . < tm−1 < tm = b,
we construct the Lagrange polynomial pm which interpolates Ψ at the points g(tj),
j ∈ Zm. Hence, its Newton form is given by pm =

∑
j∈Zm

ajwj with wj(x) =∏
l∈Zj−1

(x−g(tl)) for x ∈ [α, β] and j ∈ Zm, where the coefficients aj are the divided

differences of Ψ, that is, aj := Ψ[g(t0), g(t1), . . . , g(tj)]. When computing aj , we
are required to compute the values of Ψ at g(tj). Noting that

(
g−1 ◦ g

)
(tj) = tj

for j ∈ Zm, we need only to evaluate the functional values of f and g′ at the points
tj . Hence, there is no need to calculate the inverse of g. A Filon-type quadrature
rule is then obtained by replacing Ψ in (2.3) with pm. That is, we use

(2.5) Q[a,b]
m :=

∑
j∈Zm

ajWj , where Wj :=

∫ β

α

wj(x)e
iκxdx, j ∈ Zm,

to approximate the integral (2.3). The integrals Wj appearing in formula (2.5) can
be computed exactly. Specifically, to compute these integrals, we first represent wj

inductively on j. By the Lagrange interpolation, we see that w0(x) = b0,0 := 1
for x ∈ [α, β]. For j ∈ Zm−1, wj+1(x) =

∑
l∈Zj+1

bj+1,lx
l for x ∈ [α, β], where
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bj+1,0 := −g(tj)bj,0, bj+1,j+1 := 1 and bj+1,l := bj,l−1 − g(tj)bj,l for l ∈ Z
+
j . Define

Xj :=
∫ β

α
xjeiκxdx. The value of Xj can be computed recursively by

X0 = (eiκβ − eiκα)/(iκ), Xj = (eiκββj − eiκααj − jXj−1)/(iκ), j ∈ Z
+
m.

We then obtain that Wj =
∑

l∈Zj
bj,lXl for j ∈ Zm.

We now turn our attention to error analysis of formula (2.5). For a function

φ ∈ C(Ω), let ‖φ‖∞ := max
x∈Ω

{|φ(x)|}. We denote the error of (2.5) by E [a,b]
m :=∣∣∣I [a,b] −Q[a,b]

m

∣∣∣. For a quadrature formula Q that approximates integral (2.3), we

use N (Q) to denote the number of evaluations of the integrand Ψ used in the
formula. According to [37], we have the error estimate

(2.6) E [a,b]
m ≤ 3(m+ 1)

m!κ2

∥∥∥Ψ(m+1)
∥∥∥
∞

(β − α)m.

Moreover, according to (2.5), we have that N
(
Q[a,b]

m

)
≤ m+ 1.

Estimate (2.6) demonstrates that the decay of the error of the Filon-type method
(2.5) is of order O(κ−2) when

∥∥Ψ(m+1)
∥∥
∞ is bounded. Note that the decay of

the error of (2.5) for the integral having a linear oscillator is also O(κ−2) (see,
[13, 17, 37]). Estimate (2.6) is consistent with the known estimate for the case
having a linear oscillator.

From (2.6), we see that convergence of the quadrature rule Q[a,b]
m is affected by∥∥Ψ(m+1)

∥∥
∞ and (β − α)m, in addition to κ−2. We first analyze the influence of∥∥Ψ(m+1)
∥∥
∞. To this end, we compute Ψ(m+1) by using the chain rule of differenti-

ation for a composite function. Let Z+
m+1 := {1, 2, . . . ,m+ 1} and set

a0,0 := 1, an,0 := g′a′n−1,0 − (2n− 1)an−1,0g
′′,

an,j := g′(an−1,j−1 + a′n−1,j)− (2n− 1)an−1,jg
′′, j ∈ Z

+
n−1,

an,n := g′an−1,n−1 = (g′)n, n ∈ Z
+
m+1.

For n ∈ Zm+1, we define

Gn :=
1

(g′)2n+1

∑
j∈Zn

an,jf
(j).

With this notation, by the chain rule, we have that

Ψ(n) = Gn ◦ g−1, for n ∈ Zm+1.

From the definition of an,j , it is clear that an,j is a product of g′ and its derivatives

of orders up to n. If f (j), j ∈ Zn, g
′ and its derivatives of orders up to n are all

bounded above and g′ is bounded below from zero, then ‖Ψ(n)‖∞ is bounded. To
avoid a complicated description of the condition, we shall assume in the rest of the
paper that ‖Ψ(n)‖∞ is bounded.

We next discuss the influence of (β−α)m. Note that (β−α)m ≤ σm(b−a)m with
σ := ‖g′‖∞. In this paper [a, b] will be a subinterval of [0, 1] and thus, b − a < 1.
However, σ may be greater than 1, in which case, σm grows as m increases. To
weaken the influence of σ, we shall subdivide [a, b] into N ∈ N equal subintervals
and approximate Ψ by its Lagrange interpolation polynomial pm of degree m ∈ N

on each of the subintervals. Specifically, we use yj := a+ (b− a)j/N for j ∈ ZN to

denote the partition of [a, b] and Q[yj−1,yj ]
m defined in (2.5) to approximate I [yj−1,yj ]
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for j ∈ Z
+
N . This leads to the quadrature formula Q[a,b]

N,m for computing (2.3), defined
by

(2.7) Q[a,b]
N,m :=

∑
j∈Z

+
N

Q[yj−1,yj ]
m .

This quadrature formula will be used in the following sections for computing the
oscillatory integral with the integrand without a singularity or a stationary point.
The number N will be designed according to the property of g.

In the next theorem, we analyze the error E [a,b]
N,m :=

∣∣∣I [a,b] −Q[a,b]
N,m

∣∣∣ of the quad-

rature formula.

Theorem 2.1. If Ψ ∈ Cm+1[α, β], then for N ∈ N

(2.8) E [a,b]
N,m ≤ 3(m+ 1)

m!κ2Nm−1

∥∥∥Ψ(m+1)
∥∥∥
∞

σm(b− a)m,

and N
(
Q[a,b]

N,m

)
≤ Nm + 1. If σ > 1 and N is chosen as 
σ�, the smallest integer

not less than σ, then

(2.9) E [a,b]
N,m ≤ 3(m+ 1)

m!κ2

∥∥∥Ψ(m+1)
∥∥∥
∞

σ(b− a)m.

Proof. The bound (2.8) is proved by estimating the error
∣∣∣I [yj−1,yj ] −Q[yj−1,yj ]

m

∣∣∣ by
first employing estimate (2.6) with β−α replaced by σ(yj−yj−1) and then summing
up both sides of the resulting inequality over j ∈ Z

+
N and using yj−yj−1 = (b−a)/N .

According to formula (2.7), the nodes yj for j ∈ Z
+
N−1 are used twice in it. Thus,

we conclude that

N
(
Q[a,b]

N,m

)
≤ NN

(
Q[a,b]

1,m

)
− (N − 1) ≤ Nm+ 1.

When σ > 1, we substitute N = 
σ� into estimate (2.8) to yield estimate (2.9).
�

Note that Q[a,b]
1,m = Q[a,b]

m . Comparing estimate (2.8) in Theorem 2.1 for N > 1

and N = 1, we see that formula (2.7) uses Nm + 1 number of the functional
evaluations of Ψ, which is about N times of that used in the traditional Filon

method to reach the order of error estimate N−m+1E [a,b]
m . Formula (2.7) will serve

as a basic quadrature formula in this paper for developing sophisticated formulas
for computing singular oscillatory integrals.

In the remaining sections of this paper, we shall consider the following three
cases:

(i) When f and g are smooth and g has no stationary point or inflection point
in I, according to the wave number κ we design a partition 0 = x0 < x1 <
. . . < xn = 1, and write I =

∑
j∈Z

+
n
I [xj−1,xj ]. Formula (2.7) is then used

to compute integrals I [xj−1,xj ] for j ∈ Z
+
n .

(ii) When f has a weak singularity only at the origin and g is smooth without
a stationary point or an inflection point in I, we first divide I into two
subintervals [0, b] and Λ := [b, 1] such that the integrand of I [0,b] does not
rapidly oscillate and that of IΛ does not have singularity. The integral
I [0,b] is calculated by a quadrature rule for weakly singular integrals. The
integral IΛ is computed by the method described in item (i).
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(iii) When f has a weak singularity only at the origin and g is smooth with one
stationary point at the origin and has no inflection point in the interior of
I, we first divide I into two subintervals [0, b] and Λ such that the integrand
of I [0,b] does not rapidly oscillate and that of IΛ does not have singularity
or g has no stationary point in Λ. The integrals I [0,b] and IΛ are handled
in the way described in (ii).

The case of f having a finite number of singularities in I, g having a finite
number of stationary points or inflection points in I can be treated by splitting I
into subintervals, on each of which f has only one singular point or g has only one
stationary point at an endpoint and without an inflection point in the interior of
the subinterval. For simplicity of representation, we shall not provide details for
this general case. Extension of the proposed quadrature method to this general
case is straightforward.

3. A composite Filon-type quadrature method

In this section, we develop a composite Filon-type quadrature method for com-
puting the oscillatory integrals (2.1).

For reasons explained at the end of the last section, without loss of generality
we consider only the special case when f , g ∈ C2(I), g is increasing monotonically,
g′(x) �= 0 for x ∈ I and g′′(x) �= 0 for x ∈ (0, 1). The last condition is imposed to
ensure that g has no inflection points in (0, 1). We shall partition the interval I into
n subintervals according to the wave number κ, and propose a composite quadrature
rule, where we approximate Ψ by its Lagrange interpolation polynomial of variable
degrees in the subintervals, aiming at the asymptotic error order O(κ−n−1).

We first motivate the construction of a κ-dependent partition of I. By a change
of variables of κx �→ x, the integral (2.1) becomes

(3.1) I = 1/κ

∫ 1

0

f(x/κ)eiκg(x/κ)dx+ 1/κ

∫ κ

1

f(x/κ)eiκg(x/κ)dx.

The integrals on the right hand side do not oscillate rapidly since
∣∣(κg(x/κ))′∣∣ ≤ σ

for x ∈ [0, κ]. However, for a large κ, standard quadratures for computing the
second integral on the right hand side of (3.1) lead to prohibitive computational
costs. Inspired by the quadratures for singular integrals using graded points pro-
posed in [19], for n ∈ N with n > 1 we suggest the partition of [1, κ] with graded
points κ(j−1)/(n−1), for j ∈ Z

+
n . The graded points are chosen so that the resulting

quadrature formula has equal-errors on all the resulting subintervals. Using the
change of variables x/κ �→ x, we obtain the desired partition of I.

We now describe the κ-dependent partition of I. Throughout this section, we
assume that n ∈ N with n > 1. For fixed κ, let Πκ denote the partition of I with
nodes

(3.2) x0 := 0, xj := κ(j−1)/(n−1)−1, for j ∈ Z
+
n .

According to the partition Πκ, the integral (2.1) is written as I =
∑

j∈Z
+
n
I [xj−1,xj ].

We then use formula (2.7) with [a, b] := [xj−1, xj ] to calculate the integrals I [xj−1,xj ]

for j ∈ Z
+
n . We shall develop two quadrature methods. Method one uses a fixed

number of quadrature nodes in each of the subintervals and has a polynomial order
(in terms of the wave number) of convergence. Method two uses variable numbers of
quadrature points in the subintervals and achieves an exponential order (in terms of
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the wave number) of convergence. The number of quadrature nodes used depends
on the behavior of g′. Specifically, we define the quantities

(3.3) Mj := max {|g′(xj−1)| , |g′(xj)|} and Nj := 
Mj�, for j ∈ Z
+
n .

Then, Mj ≤ σ. Since g′(x) �= 0 for x ∈ I, Nj > 0 for j ∈ Z
+
n . By the hypothesis

g′′(x) �= 0 for x ∈ (0, 1), we have for j ∈ Z
+
n that

(3.4) Mj = max {|g′(x)| : x ∈ [xj−1, xj ]} .

We first describe the method having a polynomial order of convergence. We

choose a fixed positive integer m. For each j ∈ Z
+
n , we use Q[xj−1,xj ]

Nj ,m
defined as in

(2.7) to approximate I [xj−1,xj ]. Integral I defined by (2.1) is then approximated
by the quadrature formula

(3.5) Qn,m :=
∑
j∈Z

+
n

Q[xj−1,xj ]
Nj ,m

.

Below, we estimate the error En,m := |I − Qn,m| and N (Qn,m). We let η :=

max
{
1/κ, 1− κ−1/(n−1)

}
.

Proposition 3.1. If Ψ ∈ Cm+1[g(0), g(1)] for some m ∈ N, then

En,m ≤ 3(m+ 1)

m!κ2

∥∥∥Ψ(m+1)
∥∥∥
∞

σηm−1,

and N (Qn,m) ≤ 
σ�nm+ 1.

Proof. The proof is done by applying Theorem 2.1 on each of the subintervals
[xj−1, xj ]. Specifically, for j ∈ Z

+
n , we use Theorem 2.1 to estimate

ej :=
∣∣∣I [xj−1,xj ] −Q[xj−1,xj ]

Nj ,m

∣∣∣ .
For j ∈ Z

+
n , we apply (2.9) with σ being replaced by Mj and b−a by hj := xj−xj−1

to conclude that

ej ≤
3(m+ 1)

m!κ2

∥∥∥Ψ(m+1)
∥∥∥
∞

Mjh
m
j .

Note that h1 = 1/κ ≤ η, and for j ∈ Z
+
n with j > 1, hj = xj(1 − κ−1/(n−1)) ≤

xjη ≤ η, and Mj ≤ σ. Substituting these bounds into the inequalities above and
summing the resulting inequalities over j ∈ Z

+
n , we obtain the desired estimate for

En,m. Using Theorem 2.1 again yields that

N (Qn,m) ≤
∑
j∈Z

+
n

(Njm+ 1)− (n− 1) ≤ 
σ�nm+ 1.

�

As a direct consequence of Proposition 3.1, we have the next estimate for the
case having the linear oscillator g(x) = x, x ∈ I, where σ = 1.

Corollary 3.2. If f ∈ Cm+1(I) for some m ∈ N and g(x) = x for x ∈ I, then

En,m ≤ 3(m+ 1)

m!κ2

∥∥∥f (m+1)
∥∥∥
∞

ηm−1

and N (Qn,m) ≤ nm+ 1.
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We now turn to developing the quadrature formula having an exponential order
of convergence. This is done by choosing variable numbers of quadrature nodes in
the subintervals of I. Specifically, for the partition Πκ of I chosen as (3.2), we let

(3.6) mj := 
n(n− 1)/(n+ 1− j)� , for j ∈ Z
+
n .

For each j ∈ Z
+
n , we use Q

[xj−1,xj ]
Nj ,mj

to approximate I [xj−1,xj ], where Nj is defined by

(3.3). Integral I defined by (2.1) is then approximated by the quadrature formula

(3.7) Qn :=
∑
j∈Z

+
n

Q[xj−1,xj ]
Nj ,mj

.

We next study the error En := |I − Qn|. To this end, we first establish two
technical lemmas.

Lemma 3.3. There exists a positive constant c such that for all n ∈ N with n > 2,∑
j∈Z

+
n
1/(mj − 1) ≤ c.

Proof. We prove this result by estimating the lower bound of the set {mj−1:j∈Z
+
n }.

For j ∈ Z
+
n , by the choice (3.6) of mj , we have that mj − 1 ≥ n − 2. Thus, we

obtain that
∑

j∈Z
+
n
1/(mj − 1) ≤ n/(n− 2), which is bounded by a constant c. �

Lemma 3.4. There exists a positive constant c such that for all κ > 1, n ∈ N that
satisfy

(3.8) (n− 1)(ln (n− 2 + e)− 1) ≥ lnκ,

and j ∈ Z
+
n with j > 1,

(κ1/(n−1) − 1)mj−2/(mj − 2)! ≤ c(n− 2)−1/2.

Proof. By the choice (3.6) of mj , we see that mj − 2 ≥ n− 2 for j > 1. Condition
(3.8) implies that n > 2 since κ > 1. We observe from the Stirling formula [2] for
n ∈ N that

(3.9) n! ≥
√
2πn (n/e)

n
.

Using inequality (3.9) with n := mj − 2, we conclude that there exists a positive
constant c such that for all n ∈ N with n > 2 and j ∈ Z

+
n with j > 1,

1/(mj − 2)! ≤ c(mj − 2)−1/2 (e/(mj − 2))
mj−2 ≤ c(n− 2)−1/2 (e/(n− 2))

mj−2
.

Moreover, (3.8) implies that e(κ1/(n−1) − 1) ≤ n− 2. This together with the above
inequality ensures that

(κ1/(n−1) − 1)mj−2/(mj − 2)! ≤ c(n− 2)−1/2
(
e(κ1/(n−1) − 1)/(n− 2)

)mj−2

≤ c(n− 2)−1/2,

proving the desired result. �
For a function φ ∈ Cn(Ω), we let ‖φ‖n := max

{∥∥φ(j)
∥∥
∞ : j ∈ Zn

}
. We next

estimate En.

Theorem 3.5. If Ψ ∈ C∞[g(0), g(1)], then there exists a positive constant c such
that for all κ > 1 and n ∈ N satisfying (3.8),

En ≤ cσ(n− 2)−1/2κ−n−1 ‖Ψ‖(n−1)n+1 .

For n∈N with n > 2, there holds the estimate N (Qn)≤
σ�
(
n(n− 1) lnn+ n2

)
+ 1.
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Proof. We establish the error bound by estimating errors

ej :=
∣∣∣I [xj−1,xj ] −Q[xj−1,xj ]

Nj ,mj

∣∣∣
for j ∈ Z

+
n , and then sum them over j. By using (2.9) with b− a being replaced by

hj and m by mj and (3.4), we obtain that

(3.10) ej ≤
3σ(mj + 1)

mj !κ2
h
mj

j

∥∥∥Ψ(mj+1)
∥∥∥
∞

, j ∈ Z
+
n .

For j = 1, we have that e1 ≤ 6σκ−n−1

(n− 2)!

∥∥Ψ(n)
∥∥
∞ . For j > 1, by substituting

hj = κ
j−n−1
n−1 (κ1/(n−1) − 1) into (3.10) we obtain that

(3.11)

ej ≤
6σ

mj − 1

(κ1/(n−1) − 1)mj−2

(mj − 2)!

(
κ1/(n−1) − 1

)2

κ
j−n−1
n−1 mj−2

∥∥∥Ψ(mj+1)
∥∥∥
∞

.

In addition, (3.8) implies that n > 2. Thus,
(
κ1/(n−1) − 1

)2
< κ. Applying Lemma

3.4 to (3.11) yields a positive constant c such that for all κ > 1, n ∈ N satisfying
(3.8), and j ∈ Z

+
n with j > 1,

ej ≤ cσ
(n− 2)−1/2

mj − 1
κ

j−n−1
n−1 mj−1

∥∥∥Ψ(mj+1)
∥∥∥
∞

.

Using the choice (3.6) of mj , we have that
j − n− 1

n− 1
mj − 1 ≤ −n− 1, for j ∈ Z

+
n

with j > 1. Thus, the above inequality becomes

ej ≤ cσ
(n− 2)−1/2

mj − 1
κ−n−1

∥∥∥Ψ(mj+1)
∥∥∥
∞

.

Summing up the bound of errors ej over j ∈ Z
+
n , we observe that

En ≤ 6σκ−n−1

(n− 2)!

∥∥∥Ψ(n)
∥∥∥
∞

+ cσκ−n−1

⎧⎨⎩
n∑

j=2

(n− 2)−1/2

mj − 1

⎫⎬⎭ ‖Ψ‖(n−1)n+1 .

Applying Lemma 3.3 to the second term leads to the desired estimate of En.
It remains to estimate the number of functional evaluations used in the quadra-

ture formula. To this end, we note that Theorem 2.1 yields

N (Qn) ≤ 
σ�

⎧⎨⎩n+ n(n− 1)
∑
j∈Z

+
n

1/(n+ 1− j)

⎫⎬⎭+ 1.

For n ∈ N by using
∑

j∈Z
+
n
1/j ≤ lnn+ 1 we have that

N (Qn) ≤ 
σ� {n+ n(n− 1)(lnn+ 1)}+ 1,

which leads to the desired estimate of N (Qn). �

As a direct consequence of Theorem 3.5, we have the next estimate for the case
having the linear oscillator.
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Corollary 3.6. If f ∈ C∞(I), then there exists a positive constant c such that for
all κ > 1 and n ∈ N satisfying (3.8),

En ≤ c(n− 2)−1/2κ−n−1 ‖f‖(n−1)n+1 .

For n ∈ N with n > 2, there holds the estimate N (Qn) ≤ n(n− 1) lnn+ n2 + 1.

Quadrature methods developed in this section require neither computing deriva-
tives of f or those of g′, nor evaluating g−1.

4. Quadratures with a polynomial order of convergence

In this section, we consider computing the oscillatory integral (2.1), where f is al-
lowed to have weak singularities, g has stationary points and has no inflection point
in I. We develop quadrature formulas having a polynomial order of convergence.

The key idea to be employed is to split the interval I into two subintervals such
that on one subinterval the integrand has a weak singularity but no oscillation and
on the other subinterval it has oscillation but no singularity or stationary point.
Then, for the singular integral we employ quadratures using graded points and for
the oscillatory integral we design a composite quadrature rule using a partition of
the subinterval which is formed according to the wave number κ and the property
of g.

We first describe the weak singularity of a function at the origin defined on I
according to [19, 31]. For some μ ∈ (−1, 1) and a nonnegative integer m, a real-
valued function f ∈ Cm(0, 1] is said to be of Cm

μ if there exists a positive constant
c such that

(4.1)
∣∣∣f (m)(x)

∣∣∣ ≤ cxμ−m, for all x ∈ (0, 1].

When we say that f is of C∞
μ , we mean that for all m ∈ N, f ∈ C∞(0, 1] satisfies

(4.1). A function of C∞
μ may have an integrable singularity at the origin. The

parameter μ is called the index of singularity.
In this section, f is allowed to have a single weakly singular point at zero with

index μ ∈ (−1, 1) and g satisfies the following assumption:

Assumption 4.1. For a nonnegative integer r, the function g ∈ Cr+1(I) has a
single stationary point at zero satisfying g(j)(0) = 0 for j ∈ Zr, g

(r+1)(x) �= 0 for
x ∈ I, and

(4.2) σr :=
∥∥∥g(r+1)

∥∥∥
∞
/(r + 1)! � κ,

and g is increasing monotonically without an inflection point in (0, 1).

The requirement that g(0) = 0 in Assumption 4.1 is without loss of general-
ity, since if g(0) �= 0, we compute instead the integral

∫
I
f(x)eiκ(g(x)−g(0))dx +

exp {iκg(0)}
∫
I
f(x)dx. An oscillator g that satisfies Assumption 4.1 with r = 0

does not have a stationary point.
We now write the integral (2.1) as the sum of two integrals: a weakly singular

integral without rapid oscillation and an oscillatory integral without a singularity
or a stationary point. According to the assumption on g, by the Taylor theorem,
for each x ∈ I there exists a constant ξx ∈ [0, (κσr)

−1/(r+1)x] such that

κ
∣∣∣g ((κσr)

−1/(r+1)x
)∣∣∣ = ∣∣∣g(r+1)(ξx)x

r+1/σr

∣∣∣ /(r + 1)!.
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Hence, we see that κ|g(x)| ≤ 1 for 0 ≤ x ≤ (κσr)
−1/(r+1). Thus, for such an x the

function eiκg(x) does not oscillate rapidly. Motivated from the above discussion, we
introduce

κr :=

{
κ, σr ≤ 1,

κσr, σr > 1,

and define

(4.3) λr := κ−1/(r+1)
r .

We split the interval I into two subintervals [0, λr] and Λ := [λr, 1]. Correspond-
ingly, integral (2.1) may be written as the sum of integrals on these two subintervals.
For φ ∈ L1(I) we set I[φ] :=

∫
I
φ(x)dx. Using a change of variables: y = λ−1

r x for

x ∈ [0, λr], the integral (2.1) is rewritten as I = I0 + IΛ, where

(4.4) I0 := λrI[ϕκ],

with

(4.5) ϕκ(x) := f (λrx) e
iκg(λrx), for x ∈ I,

and

(4.6) IΛ :=

∫
Λ

f(x)eiκg(x)dx.

Note that the function ϕκ defined as in (4.5) has a singularity at the origin but has
no oscillation and the integrand in (4.6) has no singularity or stationary point but
has oscillation. We shall treat these two integrals separately.

4.1. Quadrature formulas for integrals with a singularity. We consider in
this subsection the integral I[ϕκ] that appears in (4.4) and develop quadrature rules
for computing the singular integral (4.4) having a polynomial order (in terms of
the number of nodes used) of convergence. The integrand ϕκ defined by (4.5) does
not oscillate rapidly. The classical quadrature rules for weakly singular integrals
developed in [19] can then be used to treat the singularity. Below, we briefly review
the quadrature rules.

We begin with describing the Gauss-Legendre quadrature rule for integral

I [a,b][ψ] :=
∫ b

a
ψ(x)dx, where ψ is a smooth function defined on [a, b]. Given m ∈ N,

we denote by −1 < t1 < t2 < . . . < tm < 1 the zeros of the Legendre polynomial
Pm of degree m and by ωj := 2(1− t2j )[mPm−1(tj)]

−2, j ∈ Z
+
m, the weights of the

Gauss-Legendre quadrature rule which has the form

(4.7) Q[a,b]
m [ψ] := (b− a)/2

∑
j∈Z

+
m

ωjψ ([(b− a)tj + (b+ a)]/2) .

There is a constant ξ ∈ [a, b] such that the error of the approximation Q[a,b]
m [ψ] to

I [a,b][ψ] is given by

(4.8) R[a,b]
m [ψ] := (b− a)2m+1ψ(2m)(ξ)/(22m(2m+ 1)!).

We now recall the integration method proposed in [19]. Given m ∈ N, let
p := (2m + 1)/(1 + μ), where μ ∈ (−1, 1) is the index of singularity of f . For
s ∈ N with s > 1, according to the parameter p we choose s + 1 points given by
xj := s−pjp for j ∈ Zs. The quadrature rule for I[ϕκ] is obtained by replacing ϕκ

on [x0, x1] by zero and using Q[xj ,xj+1]
m [ϕκ] for computing the integrals I [xj ,xj+1][ϕκ]
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for j ∈ Z
+
s−1. Integral I0 defined by (4.4) is then approximated by the quadrature

formula

(4.9) Qs
μ,m := λr

∑
j∈Z

+
s−1

Q[xj ,xj+1]
m [ϕκ],

where λr is defined in (4.3).
We next estimate the error Es

μ,m :=
∣∣Qs

μ,m − I0
∣∣. We need a lemma that esti-

mates the norm of

(4.10) wκ(x) := exp {uκ(x)} with uκ(x) := iκg (λrx) , for x ∈ I.

This requires the use of the Faà di Bruno formula [18, 30, 32] for derivatives of the
composition of two functions. For a fixed n ∈ N, if the upto n-th order derivatives
of two functions φ and ψ exist, then

(4.11) (φ ◦ ψ)(n) =
∑
j∈Z

+
n

φ(j)(ψ)Bn,j

(
ψ(1), ψ(2), . . . , ψ(n−j+1)

)
,

where for j ∈ Z
+
n ,

(4.12) Bn,j(x1, x2, . . . , xn−j+1) =
∑ n!

m1!m2! · · ·mn−j+1!

∏
l∈Z

+
n−j+1

(xl

l!

)ml

,

with the sum being taken over all (n − j + 1)-tuples (m1, . . ., mn−j+1) satisfying
the constraints ∑

l∈Z
+
n−j+1

ml = j and
∑

l∈Z
+
n−j+1

lml = n.

For j ∈ Z
+
n , we let Bn,j := Bn,j(1, 1, . . . , 1) for brevity. Note that

Bn,j = 1/j!
∑
l∈Zj

(−1)j−lCl
j l

n

are the Stirling numbers of the second kind [2,33]. The Bell number has the bound
[3] that

(4.13) Bn :=
∑
j∈Zn

Bn,j ≤
(

0.792n

ln (n+ 1)

)n

.

Lemma 4.2. If g ∈ C2m(I) for some m ∈ N satisfying Assumption 4.1, then there
exists a positive constant c such that for all κ > 1, ‖wκ‖2m ≤ c.

Proof. For n ∈ Z
+
2m, by using (4.11), we obtain that

(4.14) w(n)
κ =

∑
j∈Z

+
n

wκBn,j

(
u(1)
κ , u(2)

κ , . . . , u(n−j+1)
κ

)
.

From the definition (4.10) of uκ, for j ∈ Z
+
n with j ≥ r + 1, we have that

(4.15)
∣∣∣u(j)

κ (x)
∣∣∣ ≤ κλj

r

∣∣∣g(j) (λrx)
∣∣∣ ≤ ‖g‖n , for x ∈ I.

For j ∈ Z
+
n with j < r + 1, by Assumption 4.1 there exists a constant ξx ∈ [0, λrx]

such that

g(j) (λrx) = g(r+1)(ξx)/(r + 1− j)! (λrx)
r+1−j , for x ∈ I,
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which implies that for all j ∈ Z
+
n with j < r + 1 and x ∈ I,

(4.16)
∣∣∣u(j)

κ (x)
∣∣∣ ≤ κλj

r

∣∣∣g(j) (λrx)
∣∣∣ ≤ ‖g‖r+1 .

Letting M := max
{
1, ‖g‖r+1 , ‖g‖2m

}
and applying (4.12) with (4.15) and (4.16),

we observe for all κ > 1 and x ∈ I that∣∣∣Bn,j

(
u(1)
κ , u(2)

κ , . . . , u(n−j+1)
κ

)∣∣∣ ≤ Bn,jM
j .

This together with (4.14) yields for all κ > 1 and n ∈ Z
+
2m that∥∥∥w(n)

κ

∥∥∥
∞

≤ ‖wκ‖∞
∑
j∈Z

+
n

Bn,jM
j ≤ ‖wκ‖∞ BnM

n.

According to ‖wκ‖∞ ≤ 1, we obtain the desired estimate, since Bn and Mn are
constants independent of κ from equation (4.13) and the assumption on g. �

We next estimate the derivatives of the function ϕκ defined by (4.5). We recall
the Leibniz formula for the n-th derivative of the product of two functions for n ∈ N,

(4.17) (φψ)(n) =
∑

m∈Zn

Cm
n φ(m)ψ(n−m),

where Cm
n :=

n!

m!(n−m)!
are the binomial coefficients that satisfy

(4.18)
∑

m∈Zn

Cm
n = 2n.

Lemma 4.3. Let m ∈ N. If f is of C2m
μ for some μ ∈ (−1, 1) and g ∈ C2m(I)

satisfies Assumption 4.1, then there exists a positive constant c such that for all

κ > 1 and x ∈ (0, 1],
∣∣∣ϕ(2m)

κ (x)
∣∣∣ ≤ cλμ

rx
μ−2m.

Proof. Applying the Leibniz formula (4.17) to the function ϕκ yields

ϕ(2m)
κ (x) =

∑
j∈Z2m

Cj
2m (f (λrx))

(j) w(2m−j)
κ (x), for x ∈ (0, 1].(4.19)

From the assumption on f , there exists a positive constant c such that for all κ > 1,
j ∈ Z2m and x ∈ (0, 1],

(4.20)
∣∣∣(f (λrx))

(j)
∣∣∣ ≤ λj

r

∣∣∣f (j) (λrx)
∣∣∣ ≤ cλμ

rx
μ−j .

This together with (4.19) yields a positive constant c such that for all κ > 1 and
x ∈ (0, 1],∣∣∣ϕ(2m)

κ (x)
∣∣∣ ≤ c

∑
j∈Z2m

Cj
2mλμ

rx
μ−j

∣∣∣w(2m−j)
κ (x)

∣∣∣ ≤ cλμ
rx

μ−2m ‖wκ‖2m
∑

j∈Z2m

Cj
2m.

Using Lemma 4.2 and formula (4.18) in the inequality above, we obtain the desired
estimate. �

We need a technical result for the integral of a function of C0
μ for some μ ∈ (−1, 1).

Lemma 4.4. If φ is of C0
μ for some μ ∈ (−1, 1), then there exists a positive constant

c such that for all 0 < b < 1 and � > 0,
∫ b

0
|φ(�x)|dx ≤ c�μb1+μ.
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Proof. We prove the result of this lemma by bounding |φ(�x)| by c�μxμ and com-
puting the resulting integral exactly. �

With the above preparation, we estimate the error Es
μ,m and N

(
Qs

μ,m

)
in the

following theorem.

Theorem 4.5. Let m ∈ N. If f is of C2m
μ for some μ ∈ (−1, 1) and g ∈ C2m(I)

satisfies Assumption 4.1, then there exists a positive constant c such that for all
κ > 1, s ∈ N with s > 1

(4.21) Es
μ,m ≤ cκ−(1+μ)/(r+1)

r s−2m,

and N
(
Qs

μ,m

)
≤ (s − 1)m. If g(x) = x for x ∈ I, then the upper bound in (4.21)

reduces to cκ−1−μs−2m.

Proof. Let E0[ϕκ] :=
∣∣∣∫ x1

x0
ϕκ(x)dx

∣∣∣ and Ej [ϕκ] :=
∣∣∣Q[xj ,xj+1]

m [ϕκ]− I [xj ,xj+1][ϕκ]
∣∣∣

for j ∈ Z
+
s−1. We prove (4.21) by estimating Ej [ϕκ] and then sum them over

j ∈ Zs−1.
We first consider E0[ϕκ]. By applying Lemma 4.4 with � := λr and b := x1 =

s−(2m+1)/(1+μ) we conclude that there exists a positive constant c such that for all
κ > 1 and s ∈ N with s > 1

E0[ϕκ] ≤
∫ x1

0

|f (λrx)| dx ≤ cλμ
r s

−2m−1,

where λr is defined by (4.3). For j ∈ Z
+
s−1, by the error bound (4.8) of the Gauss-

Legendre quadrature, there exists a constant ξj ∈ [xj , xj+1] such that

Ej [ϕκ] ≤ h2m+1
j

∣∣∣ϕ(2m)
κ (ξj)

∣∣∣ /(22m(2m+ 1)!),

where hj := xj+1 − xj . Using Lemma 4.3 with ξj ≥ xj for j ∈ Z
+
s−1, there exists

a positive constant c such that for all κ > 1, s ∈ N with s > 1 and j ∈ Z
+
s−1,∣∣∣ϕ(2m)

κ (ξj)
∣∣∣ ≤ cλμ

rx
μ−2m
j . Substituting this estimate into the inequality above and

employing the estimate h2m+1
j xμ−2m

j ≤ cs−2m−1, we see that the upper bound of

Ej [ϕκ] becomes cλμ
r s

−2m−1. Summing up the bound of errors Ej [ϕκ] over j ∈ Zs−1

and using the definition (4.3) of λr we obtain the estimate (4.21).
The bound on the number of functional evaluations used in the algorithm (4.9)

may be obtained directly.
When g(x) = x, we substitute r = 0 and κ0 = κ into estimate (4.21) to yield the

special result. �

4.2. Quadrature formulas for integrals with oscillation. We develop in this
subsection composite quadrature formulas for computing the oscillatory integral
(4.6) having a polynomial order (in terms of the wave number) of convergence.

We first present a partition of Λ. For n ∈ N, we choose the partition Πκ,r of Λ
with nodes defined by

(4.22) xj := κ
( j
n−1)/(r+1)

r , j ∈ Zn.

According to this partition, the integral (4.6) is rewritten as IΛ =
∑

j∈Z
+
n
I [xj−1,xj ].

For each j ∈ Z
+
n , we use quadrature formula (2.7) to compute the approximation

Q[xj−1,xj ]
Nj ,m

of the integral I [xj−1,xj ], where Nj is a positive integer to be specified
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later. We estimate in the following lemma the error ej :=
∣∣∣I [xj−1,xj ] −Q[xj−1,xj ]

Nj ,m

∣∣∣
for j ∈ Z

+
n . For this purpose, we let

(4.23) Θ(y) := Ψ(g(1)y), for y ∈ I,

with Ψ defined by (2.4), and

(4.24) δr := min
{∣∣∣g(r+1)(x)

∣∣∣ /(r + 1)! : x ∈ I
}
.

Recalling Mj = max {|g′(xj−1)| , |g′(xj)|} and λr defined by (4.3), we define

qj := Mjxj−1/g(xj−1), for j ∈ Z
+
n ,(4.25)

θn,r := λ−1/n
r − 1.(4.26)

Lemma 4.6. If Θ is of Cm+1
ν for some ν ∈ (−1, 1) and some m ∈ N, and g ∈

Cm+2(I) satisfies Assumption 4.1, then there exists a positive constant c such that
for all κ > 1, n ∈ N and j ∈ Z

+
n

ej ≤ c
|g(1)|−ν δν−1

r

(m− 1)!κ2Nm−1
j

qmj x
(ν−1)(r+1)
j−1 θmn,r.

Proof. We prove this result by applying (2.8) in Theorem 2.1 to ej for j ∈ Z
+
n .

From (2.8), we have for all j ∈ Z
+
n that

ej ≤
3(m+ 1)

m!κ2Nm−1
j

∥∥∥Ψ(m+1)
∥∥∥
∞

Mm
j hm

j ,

where hj := xj − xj−1. In the estimate above, using the relation

Ψ(m+1)(g(1)y) = (g(1))−m−1Θ(m+1)(y) for y ∈ (0, 1],

with the assumption on Θ, we observe that there exists a positive constant c such
that for all κ > 1, n ∈ N and j ∈ Z

+
n ,

ej ≤ c
|g(1)|−ν

(m− 1)!κ2Nm−1
j

qmj (g(xj−1))
ν−1x−m

j−1h
m
j .

Note that (g(xj−1))
ν−1 ≤ δν−1

r x
(r+1)(ν−1)
j−1 and x−m

j−1h
m
j = θmn,r for j ∈ Z

+
n . Substi-

tuting these relations into the inequality above yields the desired result. �

We estimate an upper bound of the quantity Qn := max {qj : j ∈ Z
+
n }.

Lemma 4.7. If g satisfies Assumption 4.1, then for all n ∈ N and κ > 1, Qn ≤
(r + 1)κ

r/(n(r+1))
r σr/δr.

Proof. Using the definitions (4.2) and (4.24) of σr and δr, we have that g(x) ≥
δrx

r+1 and |g′(x)| ≤ (r+1)σrx
r for x ∈ I. Thus, |g(xj−1)| ≥ δrx

r+1
j−1 and Mj ≤ (r+

1)σrx
r
j . For n ∈ N, we obtain for κ > 1 and j ∈ Z

+
n that qj ≤ (r+1)κ

r/(n(r+1))
r σr/δr.

�

We now discuss the choice of Nj . Lemma 4.7 demonstrates that the upper bound
of Qn is independent of κ for the case r = 0 and it depends on κ for the case r > 0.
Therefore, we need to consider these two cases separately. For the case r = 0, we
choose

(4.27) Nj := 
qj� for j ∈ Z
+
n ,
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where qj are defined by (4.25). For the case r > 0, we choose

Nj :=
⌈
q
m/(m−1)
j

⌉
for j ∈ Z

+
n ,

so that N
−(m−1)
j qmj for all j ∈ Z

+
n are independent of κ. With this choice of Nj ,

we use Q[xj−1,xj ]
Nj ,m

to approximate the integral I [xj−1,xj ] for j ∈ Z
+
n . Thus, integral

IΛ defined by (4.6) is approximated by the quadrature formula

(4.28) QΛ
n,m :=

∑
j∈Z

+
n

Q[xj−1,xj ]
Nj ,m

.

We next estimate the error EΛ
n,m :=

∣∣IΛ −QΛ
n,m

∣∣ and N
(
QΛ

n,m

)
. We first con-

sider the case r = 0.

Theorem 4.8. If Θ is of Cm+1
ν for some ν ∈ (−1, 1), m ∈ N and g ∈ Cm+2(I)

satisfies Assumption 4.1 with r = 0, then there exists a positive constant c such that
for all κ > 1 and n ∈ N satisfying n ≥ lnκ0/ ln 2,

(4.29) EΛ
n,m ≤ c |g(1)|−ν

δν−2
0 σ0κ

−2κ1−ν
0 lnκ0θ

m−1
n,0 .

There holds the estimate N
(
QΛ

n,m

)
≤ 
σ0/δ0�nm+ 1.

Proof. We prove (4.29) by estimating ej for j ∈ Z
+
n , and then summing them over

j. By employing Lemmas 4.6 and 4.7 with r = 0 and the choice (4.27) of Nj , there
exists a positive constant c such that for all κ > 1, n ∈ N and j ∈ Z

+
n ,

ej ≤ c |g(1)|−ν δν−2
0 σ0κ

−2xν−1
j−1θ

m
n,0.

Since −1 < ν < 1, we see that xν−1
j−1 ≤ xν−1

0 = κ1−ν
0 . Thus, the inequalities above

become

ej ≤ c |g(1)|−ν δν−2
0 σ0κ

−2κ1−ν
0 θmn,0.

Moreover, condition n ≥ ln κ0/ ln 2 implies that nθn,0 ≤ 2 lnκ0. Using this in-
equality and summing the inequalities above over j leads to the desired estimate
(4.29).

The estimate of N
(
QΛ

n,m

)
is obtained by using formula (4.28), the choice of Nj

and Lemma 4.7 with r = 0. �

In passing, we comment on the hypothesis imposed to Θ in the last theorem. If
f ∈ Cm(I) for some m ∈ N and g ∈ Cm(I) satisfies Assumption 4.1, then Θ is of
Cm
ν with ν := −r/(r + 1). A proof of this conclusion may be found in [6]. As a

direct consequence of Theorem 4.8, we have the next estimate for the case having
the linear oscillator g(x) = x for x ∈ I, where we have that g(1) = δ0 = σ0 = 1 and
κ0 = κ.

Corollary 4.9. If f is of Cm+1
ν for some ν ∈ (−1, 1), m ∈ N, then there exists a

positive constant c such that for all κ > 1 and n ∈ N satisfying n ≥ lnκ/ ln 2,

EΛ
n,m ≤ cκ−ν−1lnκ(κ1/n − 1)m−1.

There holds the estimate N
(
QΛ

n,m

)
≤ nm+ 1.
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We now consider the case r > 0.

Theorem 4.10. If Θ is of Cm+1
ν for some ν ∈ (−1, 1), m ∈ N and g ∈ Cm+2(I)

satisfies Assumption 4.1 with r > 0, then there exists a positive constant c such that
for all κ > 1 and n ∈ N satisfying n ≥ lnκr/ ln 2,

(4.30) EΛ
n,m ≤ c(r + 1) |g(1)|−ν

δν−1
r κ−2κ1−ν

r lnκrθ
m−1
n,r .

There holds N
(
QΛ

n,m

)
≤
⌈
[2(r + 1)σr/δr]

m/(m−1)
⌉
nm+ 1.

Proof. Estimate (4.30) is proved in a similar way to that of estimate (4.29) in
Theorem 4.8. The only difference is that instead of using the hypotheses and
results for the special case r = 0, we use those for the case r > 0. We leave the
details to the interested reader.

It remains to estimate N
(
QΛ

n,m

)
. According to formula (4.28) and Lemma 4.7,

we obtain that

N
(
QΛ

n,m

)
≤

∑
j∈Z

+
n

{Njm+ 1} − (n− 1) ≤
⌈(

(r + 1)κ1/n
r σr/δr

)m/(m−1)
⌉
nm+ 1.

Note that condition n ≥ lnκr/ ln 2 for n ∈ N implies that κ
1/n
r ≤ 2. This concludes

the last result. �

To close this section, we point out that the oscillatory integral (2.1) may be
computed according to the formula Qs,m̃

n,m := Qs
μ,m̃ +QΛ

n,m, with two fixed positive

integers m̃ and m.

5. Quadratures with an exponential order of convergence

In this section, we develop quadrature methods for computing the oscillatory
integral (2.1) having an exponential order of convergence. As in Section 4, we
shall write integral (2.1) as the sum of a weakly singular integral (4.4) and an
oscillatory integral (4.6), and treat them separately. Specifically, we shall develop
a quadrature rule for computing (4.4) having an exponential order (in terms of
a constant γ ∈ (0, 1)) of convergence and a quadrature rule for computing (4.6)
having an exponential order (in terms of the wave number) of convergence.

5.1. Quadrature formulas for integrals with a singularity. We describe in
this subsection quadrature rules for the integral I[ϕκ] that appears in (4.4) by
borrowing an idea from [35] (see also [4]).

We begin with describing a partition of I. For γ ∈ (0, 1) and s ∈ N with s > 1,
let Πγ be the partition of I with the nodes x0 := 0 and xj := γs−j , for j ∈ Z

+
s . For

ε ≥ 1, we choose

(5.1) mj := 
jε�, for j ∈ Z
+
s−1.

The quadrature rule for computing I[ϕκ] is formed by replacing ϕκ on [x0, x1] by 0

and using Q[xj ,xj+1]
mj [ϕκ] defined by (4.7) for computing the integrals I [xj ,xj+1][ϕκ],

for j ∈ Z
+
s−1. Integral I0 defined by (4.4) is then approximated by the quadrature

formula

(5.2) Qs
γ := λr

∑
j∈Z

+
s−1

Q[xj ,xj+1]
mj

[ϕκ],
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where λr is defined by (4.3). We next estimate the error Es
γ :=

∣∣I0 −Qs
γ

∣∣. To this
end, we impose the following hypothesis on g.

Assumption 5.1. The function g ∈ C∞(I) and there exists a positive constant
ζ > 1 such that for all n ∈ N, ‖g‖n ≤ ζ.

We first estimate the norm of wκ(x) = exp {uκ(x)} with uκ(x) = iκg (λrx) for
x ∈ I defined by (4.10).

Lemma 5.2. If g satisfies Assumptions 4.1 and 5.1, then for all κ > 1 and n ∈ N,
‖wκ‖n ≤ Bnζ

n.

Proof. The proof of this lemma is similar to that of Lemma 4.2. Since g satisfies
Assumptions 4.1 and 5.1, we apply (4.12) with (4.15) and (4.16) to get that for all
n ∈ N, κ > 1, j ∈ Z

+
n , l ∈ Z

+
j and x ∈ I,∣∣∣Bj,l

(
u(1)
κ , u(2)

κ , . . . , u(j−l+1)
κ

)∣∣∣ ≤ Bj,lζ
l.

This together with (4.14) yields that for all n ∈ N, j ∈ Z
+
n and κ > 1∥∥∥w(j)

κ

∥∥∥
∞

≤ ‖wκ‖∞
∑
l∈Z

+
j

Bj,lζ
l ≤ Bjζ

j ,

since ‖wκ‖∞ ≤ 1. Note that Bn < Bn+1 for n ∈ N from the recurrence relation
of the Bell number involving binomial coefficients [36]. This together with the
inequalities above yields the conclusion. �

In the next lemma, we estimate the derivatives of ϕκ defined as in (4.5).

Lemma 5.3. If f is of C∞
μ for some μ ∈ (−1, 1) and g satisfies Assumptions 4.1

and 5.1, then there exist positive constants c and ζ > 1 such that for all κ > 1,

n ∈ N and x ∈ (0, 1],
∣∣∣ϕ(n)

κ (x)
∣∣∣ ≤ c2nBnζ

nλμ
rx

μ−n.

Proof. Applying the Leibniz formula (4.17) to ϕκ yields

ϕ(n)
κ (x) =

∑
j∈Zn

Cj
n (f (λrx))

(j)w(n−j)
κ (x),

for x ∈ (0, 1] and n ∈ N. Using Lemma 5.2 with the inequality (4.20), we conclude
that there exist constants c > 0 and ζ > 1 such that for all κ > 1, n ∈ N and
x ∈ (0, 1], ∣∣∣ϕ(n)

κ (x)
∣∣∣ ≤ cBnζ

nλμ
rx

μ−n
∑
j∈Zn

Cj
n.

The desired estimate of this lemma is then obtained from this inequality with
(4.18). �

We need two lemmas regarding the parameters mj , j ∈ Z
+
s−1, defined by (5.1).

Lemma 5.4. Let s ∈ N with s > 1 and ε ≥ 1. If j, l ∈ Z
+
s−1, j �= l, then mj �= ml.

Moreover, there holds (1 + μ)(j − 1) < 2mj − 2 for j ∈ Z
+
s−1.

Proof. The proof of the first inequality is straightforward and thus we omit it. The
second inequality follows from the assumptions that −1 < μ < 1 and ε ≥ 1, from
which we conclude that

(1 + μ)(j − 1) < 2(j − 1) ≤ 2jε− 2 ≤ 2mj − 2. �
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Lemma 5.5. If γ ∈ (0, 1), ε ≥ 1 and ζ > 1, then there exists a positive constant c
such that for all s ∈ N with s > 1 and j ∈ Z

+
s−1,

B2mj+1(ζ/γ)
(1+μ)(j−1)+(2mj+1)/(2mj + 1)! ≤ c.

Proof. The proof is similar to that of Lemma 4.1 in [4]. Let ι := ζ/γ. Using the
second result of Lemma 5.4 and the fact ζ > γ, we obtain that

ι(1+μ)(j−1)+(2mj+1) < ι4mj−1.

Applying inequality (3.9) with n := 2mj + 1, we find that

1/(2mj + 1)! ≤ 1/
√
2πe (e/(2mj + 1))

2mj+3/2
.

Using the bound of the Bell number Bn ≤ (0.792n/ ln (n+ 1))n with n := 2mj +1,
we have that

B2mj+1 ≤ (0.792(2mj + 1)/ ln (2mj + 2))
2mj+1

.

Combining the three inequalities above yields

B2mj+1ι
(1+μ)(j−1)+(2mj+1)/(2mj + 1)! ≤ d

2mj+1
j /

(√
2π(2mj + 1)ι3

)
,

where dj := 0.792ι2e/ ln (2mj + 2). It suffices to prove that there exists a positive

constant c such that for all s ∈ N with s > 1 and j ∈ Z
+
s−1, d

2mj+1
j ≤ c. According

to the definition of dj and mj , we observe that dj ≤ 0.792ι2e/ ln(2jε+2). It follows

for j ∈ N satisfying j ≥ (2ε)−1(e0.792ι
2e − 2) that d

2mj+1
j ≤ 1. On the other hand,

for j ∈ N satisfying j < (2ε)−1(e0.792ι
2e − 2), we have that

d
2mj+1
j ≤ max

{
d
2mj+1
j : j ∈ N, j < (2ε)−1(e0.792ι

2e − 2)
}
,

which is a constant. This proves the desired estimate. �

We are now ready to estimate the error Es
γ and N

(
Qs

γ

)
of the quadrature rule

Qs
γ .

Theorem 5.6. Let γ ∈ (0, 1) and ε ≥ 1. If f is of C∞
μ for some μ ∈ (−1, 1) and g

satisfies Assumptions 4.1 and 5.1, then there exists a positive constant c such that
for all κ > 1 and integers s > 1

(5.3) Es
γ ≤ cκ−(1+μ)/(r+1)

r γ(1+μ)(s−1)−1,

and N
(
Qs

γ

)
≤ 
ε�(s2 − s)/2. In particular, if g(x) = x for x ∈ I, then the upper

bound in (5.3) reduces to cκ−1−μγ(1+μ)(s−1)−1.

Proof. We prove (5.3) by estimating E0[ϕκ] and

Ej [ϕκ] :=
∣∣∣I [xj ,xj+1][ϕκ]−Q[xj ,xj+1]

mj
[ϕκ]

∣∣∣ , for j ∈ Z
+
s−1,

and then summing them over j.
We first consider E0[ϕκ]. By applying Lemma 4.4 with � := λr and b := x1 =

γs−1, there exists a positive constant c such that for all κ > 1 and s ∈ N with
s > 1, E0[ϕκ] ≤ cλμ

r γ
(1+μ)(s−1). For j ∈ Z

+
s−1, by the error bound (4.8) of the

Gauss-Legendre quadrature, there exists a constant ξj ∈ [xj , xj+1] such that

Ej [ϕκ] ≤ h
2mj+1
j /(22mj (2mj + 1)!)

∣∣∣ϕ(2mj)
κ (ξj)

∣∣∣ ,
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where hj := xj+1 − xj . Applying Lemma 5.3 with ξj ≥ xj for j ∈ Z
+
s−1, there exist

two positive constants c and ζ > 1 such that for all κ > 1, s ∈ N with s > 1 and
j ∈ Z

+
s−1, ∣∣∣ϕ(2mj)

κ (ξj)
∣∣∣ ≤ c22mjB2mj

ζ2mjλμ
rx

μ−2mj

j .

Combining these two inequalities yields two positive constants c and ζ > 1 such
that for all κ > 1, s ∈ N with s > 1 and j ∈ Z

+
s−1

Ej [ϕκ] ≤ cλμ
r

B2mj
ζ2mjh

2mj+1
j x

μ−2mj

j

(2mj + 1)!

≤ c
B2mj+1ι

(1+μ)(j−1)+(2mj+1)

(2mj + 1)!
λμ
r γ

(1+μ)(s−1)(1− γ)2mj+1.

Using Lemma 5.5, the above inequality reduces to

Ej [ϕκ] ≤ cλμ
r γ

(1+μ)(s−1)(1− γ)2mj+1.

Summing up the bound of errors Ej [ϕκ] over j ∈ Zs−1, we conclude that there
exists a positive constant c such that for all κ > 1 and s ∈ N with s > 1,

(5.4) Es
γ ≤ cλ1+μ

r γ(1+μ)(s−1)
(
1 +

∑
j∈Z

+
s−1

(1− γ)2mj+1
)
.

According to Lemma 5.4, we observe that
{
2mj + 1 : j ∈ Z

+
s−1

}
∪ {0} ⊂ Z :=

{0, 1, . . .}. It follows that

1 +
∑

j∈Z
+
s−1

(1− γ)2mj+1 <
∑
j∈Z

(1− γ)j = γ−1.

Substituting this result and the definition (4.3) of λr into the right hand side of
inequality (5.4) yields the estimate (5.3).

The bound of the number of functional evaluations used in quadrature (5.2) may
be obtained directly.

When g(x) = x, we substitute r = 0 and κ0 = κ into estimate (5.3) to yield the
special result. �

5.2. Quadrature formulas for integrals with oscillation. We develop in this
subsection a quadrature rule for the oscillatory integral (4.6) having an exponential
order (in terms of the wave number) of convergence. This is done by choosing
variable numbers of quadrature nodes in the subintervals of Λ. Specifically, for
n ∈ N and for the partition Πκ,r of Λ with nodes defined by (4.22), we let

(5.5) mj := n+ 
(n+ 1− j)(1− ν)� and Nj := 
qj� for j ∈ Z
+
n ,

where qj are defined by (4.25), and ν ∈ (−1, 1) is the index of singularity of Θ.
Note that although mj defined here differ from those defined in (5.1), the reader
should be able to distinguish them from the context. For each j ∈ Z

+
n , we use

Q[xj−1,xj ]
Nj ,mj

to approximate the integral I [xj−1,xj ]. Integral IΛ defined by (4.6) is

then approximated by the quadrature formula

(5.6) QΛ
n :=

∑
j∈Z

+
n

Q[xj−1,xj ]
Nj ,mj

.
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We first provide an estimate of the errors ej :=
∣∣∣I [xj−1,xj ] −Q[xj−1,xj ]

Nj ,mj

∣∣∣ for j ∈ Z
+
n

in the next lemma. We recall that Θ, δr and θn,r are defined by (4.2), (4.23) and
(4.26).

Lemma 5.7. If g ∈ C∞(I) satisfies Assumption 4.1 and Θ is of C∞
ν for some

ν ∈ (−1, 1), then there exists a positive constant c such that for all κ > 1, n ∈ N

and j ∈ Z
+
n

ej ≤ c
|g(1)|−ν δν−1

r

(mj − 1)!κ2N
mj−1
j

q
mj

j x
(ν−1)(r+1)
j−1 θmj

n,r.

This lemma may be proved in the same way as Lemma 4.6 with m = mj . We
next estimate the error EΛ

n :=
∣∣IΛ −QΛ

n

∣∣. To this end, we establish two technical
lemmas.

Lemma 5.8. For all n ∈ N with n > 1,
∑

j∈Z
+
n
1/(mj − 1) ≤ 1.

Proof. The proof is similar to that of Lemma 3.3. For n ∈ N with n > 1, we need
to estimate the lower bound of the set {mj − 1 : j ∈ Z

+
n }. By ν < 1, we have that

mj − 1 ≥ n for j ∈ Z
+
n . It follows that

∑
j∈Z

+
n
1/(mj − 1) ≤

∑
j∈Z

+
n
1/n = 1. �

For simple notation, we let τn,r := κ
1/n
r (κ

1/n
r − 1).

Lemma 5.9. If there exists a positive constant c such that for all κ > 1, j ∈ Z
+
n

and n ∈ N satisfying

(5.7) τn,r ≤ (n− 1)/e,

then τ
mj−n
n,r /(mj − 2)! ≤ c(n− 1)−1/2. Moreover, κ

1/n
r ≤ 2(n− 1)1/2.

Proof. By ν < 1 we see that mj − 2 ≥ n − 1 for j ∈ Z
+
n . Condition (5.7) implies

n ≥ 2 since τ1,r > 0 for κ > 1. It follows for n ∈ N satisfying (5.7) with τn,r ≤ 1
that

τmj−n
n,r /(mj − 2)! ≤ 1/(mj − 2)! ≤ (n− 1)−1/2.

On the other hand, for n ∈ N satisfying (5.7) with τn,r > 1, we have that

τmj−n
n,r /(mj − 2)! ≤ τmj−2

n,r /(mj − 2)!.

According to inequality (3.9) with n := mj − 2, there exists a positive constant c
such that for all n ∈ N with n > 1 and j ∈ Z

+
n ,

1/(mj − 2)! ≤ c(mj − 2)−1/2 (e/(mj − 2))
mj−2 ≤ c(n− 1)−1/2 (e/(n− 1))

mj−2
.

This together with the inequality above ensures that there exists a positive constant
c such that for all κ > 1, j ∈ Z

+
n and n ∈ N satisfying (5.7) with τn,r > 1,

τmj−n
n,r /(mj − 2)! ≤ c(n− 1)−1/2 (eτn,r/(n− 1))

mj−2 ≤ c(n− 1)−1/2.

This concludes the desired result.
We next prove the second inequality. From condition (5.7) we observe that(

κ1/n
r − 1

)2

≤ τn,r ≤ (n− 1)/e.

Using the inequality ((n− 1)/e)
1/2

+1 ≤ 2(n−1)1/2 for n > 1 yields that for n ∈ N

satisfying (5.7) with κ
1/n
r > 2,

κ1/n
r ≤ ((n− 1)/e)1/2 + 1 ≤ 2(n− 1)1/2.
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Moreover, it follows for n ∈ N satisfying (5.7) with κ
1/n
r ≤ 2 that κ

1/n
r ≤ 2(n−1)1/2.

Combining these two results we obtain the second conclusion. �

We are now ready to estimate the error EΛ
n and N

(
QΛ

n

)
. Let ρn,r := 1 − λ

1/n
r ,

where λr is defined by (4.3). We first consider the case r = 0.

Theorem 5.10. If g ∈ C∞(I) satisfies Assumption 4.1 with r = 0 and Θ is of C∞
ν

for some ν ∈ (−1, 1), then there exists a positive constant c such that for all κ > 1
and n ∈ N satisfying (5.7),

(5.8) EΛ
n ≤ c |g(1)|−ν σ0δ

ν−2
0 (n− 1)−1/2κ−2κ0ρ

n
n,0.

For n ∈ N, there holds the estimate N
(
QΛ

n

)
≤ 
σ0/δ0�

(
2n2+
1−ν�(n2+n)

)
/2+1.

Proof. We prove (5.8) by estimating ej and then summing them over j ∈ Z
+
n . By

employing Lemmas 4.7 and 5.7 with r = 0, and the choice of Nj defined by (5.5),
there exists a positive constant c such that for all κ > 1, j ∈ Z

+
n and n ∈ N,

ej ≤ c
|g(1)|−ν

σ0δ
ν−2
0

(mj − 1)!κ2
xν−1
j−1θ

mj

n,0.

Applying θn,0 = λ
−1/n
0 ρn,0 with the definition of xj−1, we observe that

xν−1
j−1θ

mj

n,0 ≤ τ
mj−n
n,0 λ−1

0 ρnn,0.

Combining these two inequalities yields a positive constant c such that for all κ > 1,
j ∈ Z

+
n and n ∈ N,

ej ≤ c
|g(1)|−ν σ0δ

ν−2
0

(mj − 1)κ2

τ
mj−n
n,0

(mj − 2)!
λ−1
0 ρnn,0.

This together with the first result of Lemma 5.9 with r = 0 ensures that

ej ≤ c(mj − 1)−1 |g(1)|−ν σ0δ
ν−2
0 (n− 1)−1/2κ−2λ−1

0 ρnn,0.

Summing up the inequality above over j ∈ Z
+
n , we obtain that there exists a positive

constant c such that for all κ > 1 and n ∈ N satisfying (5.7),

EΛ
n ≤ c |g(1)|−ν σ0δ

ν−2
0 (n− 1)−1/2κ−2λ−1

0 ρnn,0
∑
j∈Z

+
n

(mj − 1)−1.

This together with Lemma 5.8 and λ−1
0 = κ0 leads to the estimate (5.8).

According to formula (5.6) and Lemma 4.7 with r = 0, we obtain for n ∈ N that

N
(
QΛ

n

)
≤

∑
j∈Z

+
n

{

σ0/δ0�mj+1

}
−(n−1) ≤ 
σ0/δ0�

(
2n2+
1−ν�(n2+n)

)
/2+1.

�

Following Theorem 5.10, we have the following special result for the case g(x) = x
for x ∈ I.

Corollary 5.11. If f is of C∞
μ for some μ ∈ (−1, 1), then there exists a positive

constant c such that for all κ > 1 and n ∈ N that satisfy (5.7) with r = 0,

EΛ
n ≤ c(n− 1)−1/2κ−1(1− κ−1/n)n.

There holds the estimate N
(
QΛ

n

)
≤
(
2n2 + 
1− μ�(n2 + n)

)
/2 + 1.
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Next, we consider the case r > 0.

Theorem 5.12. If g ∈ C∞(I) satisfies Assumption 4.1 with r > 0 and Θ is of C∞
ν

for some ν ∈ (−1, 1), then there exists a positive constant c such that for all κ > 1
and n ∈ N satisfying (5.7),

(5.9) EΛ
n ≤ c(r + 1) |g(1)|−ν

σrδ
ν−2
r κ−2κ1/(r+1)

r ρnn,r.

There holds

N
(
QΛ

n

)
≤
⌈
(r + 1)κr/(n(r+1))

r σr/δr

⌉ (
2n2 + 
1− ν�(n2 + n)

)
/2 + 1.

Proof. The proof is handled in the same way as that of Theorem 5.10. Using

θn,r = λ
−1/n
r ρn,r and the definition of xj−1, we obtain that

x
(ν−1)(r+1)
j−1 θmj

n,r ≤ τmj−n
n,r λ−1

r ρnn,r, for j ∈ Z
+
n .

By employing Lemmas 4.7 and 5.7, the choice of Nj defined by (5.5) and the
inequality above, there exists a positive constant c such that for all κ > 1, j ∈ Z

+
n

and n ∈ N,

ej ≤ c
(r + 1) |g(1)|−ν σrδ

ν−2
r κ

1/n
r

(mj − 1)κ2

τ
mj−n
n,r

(mj − 2)!
λ−1
r ρnn,r.

Using the first result of Lemma 5.9, we obtain that there exists a positive constant
c such that for all κ > 1, j ∈ Z

+
n and n ∈ N satisfying (5.7),

ej ≤ c(r + 1) |g(1)|−ν
σrδ

ν−2
r κ1/n

r (n− 1)−1/2κ−2λ−1
r ρnn,r/(mj − 1).

This together with the second result of Lemma 5.9 and λ−1
r = κ

1/(r+1)
r ensures that

ej ≤ c(r + 1) |g(1)|−ν
σrδ

ν−2
r κ−2κ1/(r+1)

r ρnn,r/(mj − 1).

Summing up the inequality above over j ∈ Z
+
n and applying Lemma 5.8, we obtain

the estimate (5.9).
It remains to estimate N

(
QΛ

n

)
. According to formula (5.6) and Lemma 4.7, we

have for n ∈ N that

N
(
QΛ

n

)
≤

∑
j∈Z

+
n

{

qj�mj + 1

}
− (n− 1)

≤
⌈
(r + 1)κr/(n(r+1))

r σr/δr

⌉ (
2n2 + 
1− ν�(n2 + n)

)
/2 + 1.

This yields the last result. �

Note that the decay of the bound of EΛ
n given in Theorems 5.10 and 5.12 is faster

than the exponential decay with the base ρn0,r, where n0 := min{n : n ∈ N satisfy
condition (5.7)}. For κ > 1, we conclude that 0 < ρn0,r < 1 and lim

n→∞
ρnn,r/ρ

n
n0,r = 0.

The oscillatory integral (2.1) may be computed by Qs,γ
n := Qs

γ + QΛ
n . We next

estimate the error Eγ,s
n of the quadrature formula Qs,γ

n under reasonable hypotheses,
where f is of C∞

μ for some μ ∈ (−1, 1), g ∈ C∞(I) satisfies Assumptions 4.1 and 5.1,

and Θ is of C∞
ν for some ν ∈ (−1, 1). Note that −n ln

(
1− γ1+μ

)
≥ lnκr for n ∈ N

implies that ρn,r ≤ γ1+μ. If r > 0 and n = s, then there exists a positive constant
c such that for all κ > 1 and n ∈ N that satisfy (5.7) and −n ln

(
1− γ1+μ

)
≥ lnκr,

Eγ,s
n ≤ cκ−(1+μ)/(r+1)γ(1+μ)(n−1). If r = 0 and n = s, we consider two cases. In

the case −1 < μ < 0, there exists a positive constant c such that for all κ > 1 and
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n ∈ N satisfying (5.7) and −n ln
(
1− γ1+μ

)
≥ lnκ0, Eγ,s

n ≤ cκ−1−μγ(1+μ)(n−1). In
the case 0 ≤ μ < 1, there exists a positive constant c such that for all κ > 1 and
n ∈ N satisfying (5.7) and −n ln

(
1− γ1+μ

)
≥ lnκ0, Eγ,s

n ≤ cκ−1γ(1+μ)(n−1).
To close this section, we comment on computing the integrals (2.2) for the case

when f has a logarithmic singularity. Note that lnx ∈ C∞
μ for μ ∈ (−1, 0). Then

the formulas (4.9) and (5.2) can be used for this case by choosing μ ∈ (−1, 0).
In the numerical examples to be presented in the next section, we calculate the
integrals of this kind by choosing μ = 0.

6. Numerical experiments

In this section, we present numerical results of seven computational experiments
to verify the approximation accuracy and computational efficiency of the proposed
composite moment-free Filon-type (CMF) quadrature formulas. The CMF quad-
rature formulas with a polynomial (resp. an exponential) order of convergence will
be denoted by CMFP (resp. CMFE). The numerical experiments to be presented
are divided into two groups. The first three examples are about the CMFP formu-
las and the last four examples concern the CMFE formulas. We also compare the
computational performance of the proposed quadrature formulas with that of the
quadrature rules proposed in [6,7]. The numerical results presented below were all
obtained by using Matlab in a desktop that has a Core 2 Quad with 4GB of Ram
memory.

In the first example, we test the CMFP formula (3.5) for computing an oscillatory
integral with a smooth integrand and a linear oscillator.

Example 6.1. The purpose of this example is to confirm the estimate presented in
Proposition 3.1 for the CMFP formula (3.5). In this example, we consider the case
f(x) := ex and g(x) := x for x ∈ I. The exact value of the corresponding integral
can be computed exactly.

We present in Table 6.1 the relative error (RE) of Qn,4 and the number N of
functional evaluations used in the formula for different values of κ and different
choices of n. We plot in Figure 6.1 the RE values of the quadrature formula for
(A) κ = 103 and for (B) κ = 104. Figure 6.1 and Table 6.1 confirm that for a fixed
κ the approximation accuracy of the quadrature formula increases as n grows and
for a fixed n it increases as κ grows.

Table 6.1. Numerical results of CMFP for f(x) := ex and g(x) := x

κ
n = 5 n = 15 n = 20 n = 30

RE N RE N RE N RE N
102 4.68e-07 21 8.93e-08 61 4.13e-08 81 1.15e-08 121
103 2.43e-07 21 2.21e-09 61 1.24e-08 81 1.95e-09 121
104 4.62e-08 21 2.99e-09 61 1.77e-09 81 1.62e-10 121
105 5.72e-09 21 6.38e-10 61 3.47e-10 81 1.65e-11 121
106 1.36e-10 21 2.62e-10 61 1.26e-10 81 2.67e-12 121
107 4.54e-11 21 1.51e-11 61 5.93e-12 81 2.79e-12 121
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A: RE of Qn,4 for κ = 103
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B: RE of Qn,4 for κ = 104

Figure 6.1. RE of Qn,4 for f(x) := ex and g(x) := x
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A: κ2E8,4
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B: κ3E8,4

Figure 6.2. Error E8,4 scaled by κ2 and κ3 for f(x) := ex and
g(x) := x

We verify in Figure 6.2 the order in 1/κ of the error E8,4. We plot the error E8,4
scaled by κ2 in (A) and that scaled by κ3 in (B), for n = 8 with κ changing from
1000 to 3000. Comparing (A) and (B) of Figure 6.2, we observe that the decay of
the error E8,4 is faster than O(κ−2), but is slower than O(κ−4).
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We next compare the performance of the proposed quadrature formulas with that
of the existing formulas described in [6, 7]. To this end, we recall the quadrature
formulas of [6, 7]. By μ ∈ (−1, 1) we denote the index of singularity of f , by
N ∈ N we denote the degree of the polynomial interpolant, by q > 0 we denote
the grading parameter and by M ∈ N we denote the number of the subintervals.
The Filon-Clenshaw-Curtis (FCC) rule proposed in [7] for the integral I [−1,1] with
a smooth integrand f and a linear oscillator g was designed by approximating f
by its Lagrange interpolation PN (f) of degree N at the Clenshaw-Curtis points
tj := cos (jπ/N) for j ∈ ZN . The FCC rule for the integral (2.1) with a smooth
integrand and a linear oscillator g(x) = x is given by

Q̃N := eiκ/2/2

∫
I

PN (f̃)(x)eiκx/2dx,

where f̃(x) := f((x + 1)/2) for x ∈ [−1, 1]. When f has an integrable singular-
ity at the origin, a composite Filon-Clenshaw-Curtis (CFCC) quadrature rule was
proposed in [6]. Specifically, a positive integer M is chosen, a number q is chosen
to satisfy the condition q > (N + 1− r)/(1 + μ− r) for some 0 ≤ r < 1 + μ, and a
partition of the interval I is formed with the nodes xj := M−qjq for j ∈ ZM . On all
(but the first) subintervals of the partition, the FCC rule is applied. The treatment
of the first subinterval depends on the value of the parameter μ. For μ ∈ (−1, 0],
the integral I [x0,x1] is approximated by zero. For μ ∈ (0, 1) with x1κ ≥ 1, the
linear function interpolating the two points (x0, f(x0)) and (x1, f(x1)) is used to
approximate the function f on [x0, x1], while for μ ∈ (0, 1) with x1κ < 1, the
integrand of (2.1) on [x0, x1] is approximated by the linear function interpolat-
ing (x0, f(x0)e

iκg(x0)) and (x1, f(x1)e
iκg(x1)). The FCC rule with the same number

N+1 of points is used to calculate the integrals defined on the subintervals [xj , xj+1]
for j ∈ Z

+
M−1. When g is a strictly increasing nonlinear function and has a sin-

gle stationary point at zero, we calculate the integral (2.3) instead by a change of
variables g(x) �→ x and mapping [g(0), g(1)] onto I. We denote the CFCC rule by

Q̃N,M,q. The FCC and CFCC rules were implemented by using the Matlab code
available in [5].

To compute the errors to be presented in Examples 6.2, 6.3, 6.5 and 6.6, we
evaluate the true values of the integrals by using the Matlab symbolic toolbox. We
then use these true values in computing the errors of the quadrature rules.

In the next two examples, we test the efficiency of the quadrature rule proposed in
Section 4 for calculating the oscillatory integrals with singular f and with/without
a stationary point of g.

Example 6.2. This example is designed to verify the estimates given in Theorems
4.5 and 4.8 for the CMFP formula Qs,m̃

n,m. We consider the cases f1(x) := x1/2,

f2(x) := lnx, f3(x) := x−1/2 and g(x) := x for x ∈ I.

Numerical results of this example are presented in Tables 6.2, 6.3 and 6.4. We
compare the RE values of the formula Qn,4

n,4 and the CFCC formula Q̃6,M,8 for f1

in Table 6.2, those of the formula Qn,4
n,4 and the CFCC formula Q̃6,M,12 for f2 in

Table 6.3, and those of the formula Qn,4
n,4 and the CFCC formula Q̃6,M,16 for f3

in Table 6.4. These numerical results show that overall the CMFP formula has a
better approximation accuracy than the CFCC rule.
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Table 6.2. Comparison of CMFP and CFCC for f1(x) := x1/2

and g(x) := x

κ
CMFP CFCC

n = 5 n = 10 M = 7 M = 14
RE N RE N RE N RE N

102 6.25e-05 37 4.33e-06 77 3.84e-05 38 7.21e-07 80
103 1.78e-04 37 3.82e-06 77 9.93e-05 38 1.79e-06 80
104 1.05e-04 37 5.68e-06 77 1.60e-04 38 1.83e-06 80
105 8.28e-05 37 1.97e-06 77 7.26e-05 38 3.90e-06 80
106 3.21e-05 37 5.68e-06 77 2.17e-04 38 3.50e-06 80
107 3.02e-05 37 2.55e-06 77 3.84e-04 38 8.62e-06 80

Table 6.3. Comparison of CMFP and CFCC for f2(x) := lnx
and g(x) := x

κ
CMFP CFCC

n = 5 n = 10 M = 7 M = 14
RE N RE N RE N RE N

102 1.09e-04 37 1.09e-05 77 4.10e-03 37 2.16e-05 79
103 1.68e-03 37 1.13e-05 77 8.81e-03 37 7.40e-05 79
104 2.90e-03 37 1.05e-04 77 1.59e-02 37 1.55e-04 79
105 6.23e-03 37 1.42e-04 77 5.14e-03 37 2.46e-04 79
106 1.08e-02 37 9.17e-04 77 4.76e-02 37 3.99e-04 79
107 1.60e-02 37 1.33e-03 77 1.53e-02 37 1.56e-03 79

Table 6.4. Comparison of CMFP and CFCC for f3(x) := x−1/2

and g(x) := x

κ
CMFP CFCC

n = 5 n = 10 M = 7 M = 14
RE N RE N RE N RE N

102 2.86e-02 37 9.88e-04 77 1.17e-02 37 1.24e-04 79
103 2.50e-02 37 9.18e-04 77 1.01e-02 37 6.54e-04 79
104 3.14e-02 37 7.49e-04 77 2.57e-02 37 1.05e-03 79
105 3.38e-02 37 5.54e-04 77 4.49e-01 37 4.82e-03 79
106 8.55e-02 37 2.22e-03 77 1.12e-01 37 1.70e-02 79
107 1.12e-01 37 5.93e-03 77 2.06e+00 37 4.02e-02 79

Example 6.3. This example is to verify the estimates proved in Theorems 4.5
and 4.10 for the CMFP formula Qs,m̃

n,m. We consider the case f(x) := x−1/2 and

g(x) := x2 for x ∈ I.

Numerical results of this example are presented in Figures 6.3–6.6 and Table 6.5.
We plot in Figure 6.3 the RE values of the formula Qn,4

n,4 for (A) κ = 103 and for

(B) κ = 104. We present in Figure 6.4 the number N of functional evaluations

used in the formula Q15,4
15,4 (A) and the RE values (B), and those of the formula

Q30,4
30,4 in Figure 6.5. We plot in Figure 6.6 the RE values obtained from the CMFP
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A: RE of Qn,4
n,4 for κ = 103
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B: RE of Qn,4
n,4 for κ = 104

Figure 6.3. RE of Qn,4
n,4 for f(x) := x−1/2 and g(x) := x2
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A: N (Qn,4
n,4)
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B: RE of Qn,4
n,4

Figure 6.4. N (Qn,4
n,4) and RE of Qn,4

n,4 for f(x) := x−1/2 and

g(x) := x2

and CFCC formulas by using the same number of functional evaluations for (A)

κ = 104, for (B) κ = 105 and for (C) κ = 106. The RE values of the formula Qn,4
n,4

and those of the CFCC rule Q̃4,M,21 are reported in Table 6.5.
From these numerical results, we have the following conclusions. For a fixed

κ the approximation accuracy of the CMFP formula increases as n grows. The
CMFP formula achieves an accuracy of an order as higher as the CFCC formula
and is more effective and convenient for implementation.
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A: N (Qn,4
n,4)
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B: RE of Qn,4
n,4

Figure 6.5. N (Qn,4
n,4) and RE of Qn,4

n,4 for f(x) := x−1/2 and

g(x) := x2
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A: κ = 104
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B: κ = 105

��� ��� ��� ��� ��� ���
��

��

��
��

��
��

��
��

��
��

����	���
�	���������

�	
��
��
	
�	
��
�
�

�

�

����
����

C: κ = 106

Figure 6.6. Comparison of CMFP and CFCC for f(x) := x−1/2

and g(x) := x2

Table 6.5. Comparison of CMFP and CFCC for f(x) := x−1/2

and g(x) := x2

κ
CMFP CFCC

n = 30 n = 50 M = 200 M = 400
RE N RE N RE N RE N

102 4.56e-07 477 9.39e-09 797 4.03e-07 797 2.71e-07 1597
103 4.52e-07 477 9.32e-09 797 4.53e-07 797 3.39e-07 1597
104 4.53e-07 597 9.37e-09 797 5.81e-07 797 3.59e-07 1597
105 4.53e-07 597 9.32e-09 797 4.57e-07 797 3.91e-07 1597
106 4.55e-07 597 9.30e-09 997 2.91e-07 797 3.07e-07 1597
107 4.45e-07 597 8.88e-09 997 5.64e-07 797 3.72e-07 1597
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Table 6.6. Numerical results of CMFE for f(x) := ex and g(x) := x

κ
n = 4 n = 5

RE N RE N
102 9.65e-14 26 2.24e-13 47
103 2.17e-15 26 6.39e-15 47
104 7.36e-17 26 1.62e-15 47
105 1.14e-17 26 5.70e-17 47
106 1.30e-16 26 2.61e-16 47
107 1.50e-16 26 2.32e-16 47
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A: RE of Qn
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B: κn+1En

Figure 6.7. RE and error En scaled by κn+1 of Example 6.4

The numerical results of these three examples indicate that the CMFP formulas
are stable, easy to implement and computationally inexpensive. For the irregular
oscillator, the performance of the CMFP formulas is superior to that of the FCC and
CFCC formulas. The advantage of the proposed formulas is especially obvious for
the oscillator with stationary points. We next show the numerical results calculated
by the CMFE formulas.

In Example 6.4, we test the CMFE formula (3.7) for computing the oscillatory
integral considered in Example 6.1 and compare it with the CMFP formula (3.5).

Example 6.4. This example is to confirm the estimate shown in Theorem 3.5 for
the CMFE formula (3.7). We consider the case f(x) := ex and g(x) := x for x ∈ I,
the same as that in Example 6.1.

Numerical results of this example are reported in Table 6.6 and Figure 6.7. We
list in Table 6.6 the RE values of the formula Qn. We depict the RE values of the
formula Qn in Figure 6.7 (A) and the error En scaled by κn+1 in Figure 6.7 (B)
for n = 4 with κ changing from 1000 to 3000. From Table 6.6 and Figure 6.7, we
observe that the approximation accuracy of the formula Qn increases as κ grows
for a fixed n and the asymptotic order of convergence is O(κ−n−1) for n = 4. It
concurs with the theoretical estimate. We see in Figure 6.7 (B) that the values
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Table 6.7. Comparison of CMFE and CFCC for f(x) := 1 and
g(x) := x3

κ
CMFE CFCC

n = 3 n = 4 Q̃4,400,16 Q̃12,50,36

RE N RE N RE N RE N
102 3.52e-09 307 9.51e-11 365 4.46e-07 1597 5.53e-11 589
103 1.24e-09 407 1.32e-10 467 5.31e-07 1597 1.53e-10 589
104 1.56e-10 607 9.31e-11 603 5.32e-07 1597 6.06e-10 589
105 7.94e-11 907 2.25e-10 841 5.83e-07 1597 1.94e-10 589
106 7.08e-11 1427 3.86e-10 1156 7.22e-07 1597 1.29e-09 589
107 7.18e-11 2287 7.21e-10 1657 6.10e-07 1597 2.36e-09 589
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A: N (Q7,0.02
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B: N (Q12,0.02
3 )

Figure 6.8. The number of evaluations N for Examples 6.5 and 6.6

κn+1En for n = 4 have a slight increase as κ grows with 1 as their upper bound. A
reason for the increase of these values as κ grows shown in Figures 6.2 and 6.7 (B)
is that the approximation accuracy of the formulas when κ is large enough is close
to the machine accuracy. Nevertheless, this indicates that the decay of the error
En for n = 4 will not be faster than O(κ−n−1).

In the following two examples, we validate the efficiency of the quadrature rule
proposed in Section 5 for calculating the oscillatory integrals with a stationary
point, without/with singular f .

Example 6.5. This example is to verify the estimates established in Theorems
5.6 and 5.12 for the CMFE formula Qs,γ

n . We consider the case f(x) := 1 and
g(x) := x3 for x ∈ I.

Numerical results of this example are presented in Table 6.7 and Figure 6.8 (A).
We list in Table 6.7 the RE values of the formula Q7,0.02

n and those of the CFCC

formulas Q̃4,400,16 and Q̃12,50,36. In (A) of Figure 6.8, we compare N (Q7,0.02
3 ) with

(r + 1)n2κ1/n for r = 2 and n = 3.
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Table 6.8. Comparison of CMFE and CFCC for f(x) := x−1/2

and g(x) := x2

κ
CMFE CFCC

n = 3 n = 4 M = 50 M = 100
RE N RE N RE N RE N

102 9.26e-08 502 3.42e-09 537 2.22e-07 393 3.40e-10 793
103 2.94e-08 544 2.19e-09 572 3.52e-07 393 7.67e-10 793
104 5.47e-08 607 3.58e-09 642 5.95e-07 393 1.53e-09 793
105 4.54e-08 691 3.10e-09 712 1.49e-06 393 2.42e-09 793
106 1.90e-08 829 2.12e-09 817 1.61e-06 393 3.92e-09 793
107 1.09e-08 1027 4.12e-09 922 5.06e-06 393 8.26e-09 793

We conclude from the results in Table 6.7 and Figure 6.8 (A) that for a fixed n the
approximation accuracy of the formula Q7,0.02

n increases as κ grows and N (Q7,0.02
n )

increases slowly as κ grows. Furthermore, from the results presented in Table 6.7,
we observe that for n = 3, 4, quadrature formula Q7,0.02

n has better approximation

accuracy than the low order CFCC rule Q̃4,400,16, and has the same approximation

accuracy as the higher order CFCC rule Q̃12,50,36. In fact, from Figure 6.8 (A), we

see that the number of functional evaluations used in formula Q7,0.02
3 is significantly

less than 27κ1/3 for large κ.

Example 6.6. The purpose of this example is to test the estimates proved in
Theorems 5.6 and 5.12 for the CMFE formula Qs,γ

n . We consider the case f(x) :=
x−1/2 and g(x) := x2 for x ∈ I, the same as that in Example 6.3.

We list in Table 6.8 the RE values of the formula Q12,0.02
n and those of the

formula Q̃8,M,36. In (B) of Figure 6.8, we compare N (Q12,0.02
3 ) with (r+ 1)n2κ1/n

for r = 1 and n = 3.
From Table 6.8, we conclude that the accuracy of Q12,0.02

n is as high as that of
the CFCC rule. From Figure 6.8, we see that the number of functional evaluations
used in Q12,0.02

n remains almost constant when κ increases from 102 to 107.
From Examples 6.5 and 6.6, we observe that the CMFE formula proposed in

Section 5 has higher order of approximation accuracy than the low order CFCC
formula when the integrand has a singularity with the index μ < 0 and a stationary
point of the order r > 0. Moreover, the CMFE formula does not have to compute
g−1 for the nonlinear oscillator g (which is required by the FCC and CFCC rules)
and as a result, they can save enormous amount of computing time in comparing
with the FCC and CFCC formulas.

In the next example, we compare the CPU time spent using the CMFE for-
mulas, the FCC and CFCC formulas when computing oscillatory integrals with a
nonlinear oscillator. The CPU time is monitored by using tic and toc of Matlab.
The computation of the change of variables g(x) �→ x is carried out using fzero of
Matlab.

Example 6.7. This example compares the CPU time spent when computing the
integral I by using the CMFE formulas, the FCC and CFCC rules. We consider
the cases f1(x) := 1, f2(x) := lnx and g(x) := (sin (πx/2) + 2x) /3 for x ∈ I.
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Table 6.9. Comparison of CPU time for f1(x) := 1 and g(x) :=
(sin (πx/2) + 2x) /3

κ
CMFE FCC

Time (sec.) Approximation N Time (sec.) Approximation N
102 3.34e-02 -7.35e-03-(4.66e-03)i 12 2.84e-01 -7.35e-03-(4.66e-03)i 9
103 3.35e-02 1.24e-03-(1.12e-06)i 12 2.97e-01 1.24e-03-(1.12e-06)i 9
104 3.31e-02 -4.59e-05+(2.27e-04)i 12 2.85e-01 -4.59e-05+(2.27e-04)i 9
105 3.33e-02 5.36e-07+(2.34e-05)i 12 2.83e-01 5.36e-07+(2.34e-05)i 9
106 3.31e-02 -5.25e-07-(5.65e-07)i 12 2.84e-01 -5.25e-07-(5.65e-07)i 9
107 3.35e-02 6.31e-08+(2.20e-07)i 12 2.85e-01 6.31e-08+(2.20e-07)i 9

Table 6.10. Comparison of CPU time for f2(x) := lnx and
g(x) := (sin (πx/2) + 2x) /3

κ
CMFE CFCC

Time (sec.) Approximation N Time (sec.) Approximation N
102 4.09e-02 -1.30e-02-(4.51e-02)i 88 3.90e-01 -1.30e-02-(4.51e-02)i 73
103 4.10e-02 -1.31e-03-(6.43e-03)i 88 3.95e-01 -1.32e-03-(6.43e-03)i 73
104 4.10e-02 -1.32e-04-(8.37e-04)i 88 3.96e-01 -1.32e-04-(8.37e-04)i 73
105 4.10e-02 -1.32e-05-(1.03e-04)i 88 3.63e-01 -1.32e-05-(1.03e-04)i 73

106 4.15e-02 -1.32e-06-(1.22e-05)i 88 3.64e-01 -1.29e-06-(1.22e-05)i 73
107 4.16e-02 -1.32e-07-(1.42e-06)i 88 3.94e-01 -1.32e-07-(1.42e-06)i 73

Table 6.9 lists approximation values produced by the CMFE formula Q3 and
the FCC formula Q̃8 for f1 and computing time they consume, while Table 6.10
lists approximation values produced by the CMFE formula Q6,0.02

6 and the CFCC

formula Q̃8,10,12 for f2 and the computing time that they consume. Both tables
show that the CMFE formula consumes significantly less CPU time than the FCC,
CFCC formulas when they produce comparable approximation results.

7. Concluding remarks

We develop in this paper composite quadrature formulas for computing highly
oscillatory integrals defined on a finite interval with both singularities and sta-
tionary points. The partitions of the integration interval used in the composite
quadrature formulas are designed according to the degree of oscillation and the
singularity. We subdivide the integration interval in the way that the resulting
composite quadrature formulas have “equal-errors” on the subintervals. In each of
the subintervals, we use polynomial interpolants to approximate the integrand to
form two classes of formulas having polynomial (resp. exponential) order of con-
vergence by using fixed (resp. variable) numbers of interpolation nodes. Numerical
results show that the proposed formulas outperform the existing methods in both
approximation accuracy and computational efficiency.

Finally, for easy reference, we summarize in Table 7.1 the quadrature formulas
proposed in this paper.
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Table 7.1. Quadrature formulas

I Quadrature Partition on I or Λ
# of nodes

in each
subinterval

Parameters Mj =

max
{∣∣g′(xj−1)

∣∣ , ∣∣g′(xj)
∣∣},

for j ∈ Z
+
n

no singularity,
no inflection
point, r = 0

Qn,m

x0 = 0,

xj = κ(j−1)/(n−1)−1,

j ∈ Z
+
n

m + 1
Nj = �Mj�,

j ∈ Z
+
n , m ∈ N

Qn

x0 = 0,

xj = κ(j−1)/(n−1)−1,

j ∈ Z
+
n

mj + 1
Nj = �Mj�,

mj =
⌈
n(n−1)
n+1−j

⌉
, j ∈ Z

+
n

no inflection
point,

μ ∈ (−1, 1),
r ∈ N0

Qs,m̃
n,m

Qs
μ,m̃ xj = s−pjp, j ∈ Zs m̃ p = 2m̃+1

1+μ
, m̃ ∈ N

QΛ
n,m

xj = κ
(j/n−1)/(r+1)
r ,
j ∈ Zn

m + 1

Nj =
⌈
qj

⌉
, for r = 0,

Nj =
⌈
q
m/(m−1)
j

⌉
, for r > 0,

qj = Mjxj−1/g(xj−1),

j ∈ Z
+
n , m ∈ N

Qs,γ
n

Qs
γ

x0 = 0, xj = γs−j ,

j ∈ Z
+
s

mj
γ ∈ (0, 1), mj := �jε�,

j ∈ Z
+
s−1, ε > 1

QΛ
n

xj = κ
(j/n−1)/(r+1)
r ,
j ∈ Zn

mj + 1

Nj =
⌈
qj

⌉
,

qj = Mjxj−1/g(xj−1),

mj = n + �n+1−j
1−ν

�, j ∈ Z
+
n ,

ν is the index of singularity
of Θ
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