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V -INTEGRABILITY, ASYMPTOTIC STABILITY

AND COMPARISON PROPERTY OF EXPLICIT

NUMERICAL SCHEMES FOR NON-LINEAR SDES

�LUKASZ SZPRUCH AND XĪLÍNG ZHĀNG

Abstract. Khasminski [Stochastic Stability of Differential Equations, Kluwer
Academic Publishers, 1980] showed that the asymptotic stability and the in-
tegrability of solutions to stochastic differential equations (SDEs) can be ob-
tained via Lyapunov functions. These properties are, however, not necessarily
inherited by standard numerical approximations. In this article we introduce a
general class of explicit numerical approximations that are amenable to Khas-
minski’s techniques and are particularly suited for non-globally Lipschitz coef-
ficients. We derive general conditions under which these numerical schemes are
bounded in expectation with respect to certain Lyapunov functions, and/or
inherit the asymptotic stability of the SDEs. Finally we show that by trun-
cating the noise it is possible to recover the comparison theorem for numerical
approximations of non-linear scalar SDEs.

1. Introduction

The main goal of this article is to extend the applicability of Lyapunov functions
to numerical approximations of SDEs. This is achieved by modifying the standard
Euler scheme in such a way that, despite the lack of a discrete version of Itō’s
formula, one can still analyse asymptotic and qualitative properties of numerical
approximations using discrete analogues of classical techniques developed in [14].
In particular, we investigate the integrability and asymptotic stability of numerical
approximations of SDEs, paying particular attention to SDEs with non-globally
Lipschitz drift and diffusion. This is a relatively new area as the majority of the re-
search on numerical analysis for SDEs is restricted to the global Lipschitz condition
[15,23]. If the global Lipschitz condition does not hold for either of the coefficients,
Hutzenthaler, Jentzen and Kloeden [8] showed that the explicit Euler scheme may
have unbounded moments, and consequently the classical Euler scheme may fail to
converge in the Lp norm, p ∈ N

+ .
Let (Ω,F , (Ft)t∈I ,P) be a stochastic basis satisfying the usual conditions, where

I is a subset of [0,∞). LetWt be anm-dimensional (Ft)t∈I -adaptedWiener process.
Consider an SDE:

(1.1) dXt = b(t,Xt)dt+ σ(t,Xt)dWt, t ∈ I,

where b : I×R
d → R

d and σ =: I×R
d → R

d×m are locally Lipschitz continuous, and
a Lyapunov function V : Rd → R

+ ∪ {0} at least twice continuously differentiable.
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Both integrability and asymptotic stability properties of (1.1) can be deduced by
examining the generator

LtV (x) = 〈∇V (x), b(t, x)〉+ 1

2
tr
[
σ(t, x)V (2)(x)σ(t, x)�

]
, ∀t ∈ I, x ∈ R

d,

where V (2)(·) is the Hessian matrix of V (·). When I = [0, T ] for T > 0 fixed, one
knows from standard results in stochastic analysis [14] that if there is a constant
ρ > 0 s.t.

(1.2) LtV (x) � ρV (x), ∀t ∈ [0, T ], x ∈ R
d,

then one has a uniform bound:

(1.3) EV (Xt) � eρTEV (X0), ∀t ∈ [0, T ].

In the context of asymptotic stability, one considers the case where I = [0,∞)
and b(t, 0) ≡ 0, σ(t, 0) ≡ 0, ∀t � 0 holds1 (see [17,19]). One also takes a Lyapunov
function V ∈ C2(Rd) that takes value 0 at the origin and is strictly positive elsewhere
(e.g. V (·) = | · |p for some p ∈ N

+)2. Instead of (1.2), a sufficient condition for
Xt → 0 a.s. as t → ∞, regardless of the value of X0, is that

(1.4) LtV (·) � −z(·),
for some non-negative z ∈ C(Rd) such that ker(z) = {0}. Moreover if z(·) � ρV (·)
for some constant ρ > 0, then instead of (1.3) one has

(1.5) EV (Xt) � e−ρt
EV (X0) → 0,

as t → ∞, given that EV (X0) < ∞. Conditions of the type (1.4) with z(·) � ρV (·)
also play a crucial role in establishing ergodicity properties of SDEs; see [22].

The majority of the research on integrability or stability of the numerical schemes
relies on simple Lyapunov functions such as V (x) = |x|p, p � 2; see, e.g., [9,11,15,
23,24], with the exception of [11,12]. Here we aim at handling more general cases,
particularly polynomials of the general form

(1.6) V (x) =
d∑

i=1

cix
pi

i , c1, · · · , cd ∈ R,

where the pi’s (non-negative) are not necessarily identical. This is necessary if one
hopes to analyse many important SDEs in literature; see [11,12]3 and Example 3.19
in the current paper. It turns out that for a special class of Lyapunov functions
V (x) = |x|p, p � 2, the drift-implicit Euler scheme admits a discrete-time analogue
of (1.3), without the global Lipschitz condition; see [6,20,21]. However, solving an
implicit equation at each iteration of the algorithm is usually costly. Furthermore,
recently it has been demonstrated that even the explicit Euler scheme, if appropri-
ately modified, can have bounded moments (and hence Lp-convergence). Such mod-
ification of explicit schemes is conventionally called “taming”; see [9,11,12,24,27].
A tamed Euler scheme is usually of the following form:

(1.7) X̄k+1 = X̄k + bh(tk, X̄k)h+ σh(tk, X̄k)ΔWk+1, k ∈ N,

1Given the well-posedness of the SDE (1.1) one sees that the system has trivial solution (equi-
librium) Xt ≡ 0, ∀t � 0 a.s. when X0 ≡ 0 a.s.

2Throughout this article we use the notation | · | for modulus of vectors and ‖ ·‖ for the 2-norm
of matrices.

3In [11, 12] authors investigated integrability, but not asymptotic stability of explicit schemes
allowing Lyapunov functions of the form (1.6).
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where tk = kh with 0 < h � 1 being the step size of the uniform partition of
I, and ΔWk+1 = Wtk+1

− Wtk . Usually a taming method (bh, σh) is chosen s.t.

bh(t, x) → b(t, x), σh(t, x) → σ(t, x) as h → 0 uniformly4 in (t, x) ∈ I × R
d. We

also introduce the “tamed” generator:

Lh
t V (x) := 〈∇V (x), bh(t, x)〉+ 1

2
tr
[
σh(t, x)V (2)(x)σh(t, x)�

]
, ∀t ∈ I, x ∈ R

d.

The main challenge is to preserve condition (1.2) or (1.4) for Lh
t and to benefit from

some extra control on the growth of the tamed coefficients. Although integrability
results have been established in the literature for some specific explicit schemes of
the form (1.7), it is not clear how property (1.3) can be inherited (possibly with
a different ρ) under simple assumptions. For example, in [11] the authors showed
some criteria for moment bounds (Proposition 2.7) and one can indeed recover (1.3),
but an a priori estimate is needed: suph maxk ‖V (X̄k)‖Lp(Ω)h

(α−1)(1−1/p) < ∞ for
some α > 1. We will show in Section 2 that such a property can be preserved
by controlling the generator Lh

t and the coefficients bh, σh. We will also propose
a type of projected schemes (1.8) that preserve the strong convergence rate 1/2
and a uniform bound of the form (1.3), with respect to a larger class of Lyapunov
functions.

On the other hand, the problem of asymptotic stability has received less at-
tention in the literature so far and to the best of our knowledge the asymptotic
stability of explicit numerical schemes beyond the Lipschitz setting is entirely new.
Nonetheless, considerable effort has been made in this direction (mainly for implicit
schemes) in [2–5,7,20,22,28]. We will extend these results in two ways: a) we allow
a bigger class of Lyapunov functions; b) we consider explicit Euler-type schemes.
The idea seems similar to that of integrability—the main difference, however, lies in
the recovery of condition (1.4). The issue here is that for the tamed Euler schemes
(1.7) one often can only deduce

LtV (·) � −z(·) ⇒ Lh
t V (·) � −ρh(·)z(·), ρh(·) � 0,

and finds no strictly positive lower bound for ρh(·)z(·). The same problem would
occur if one tries to recover the ergodicity of the underlying SDE using scheme (1.7);
see [22]. Nevertheless, explicit schemes of type (1.7) can recover the almost-sure
stability if ker(ρh) = {0}, but the exponential stability (1.5) seems not to hold.
This, however, can be resolved by the aforementioned projected schemes:

(1.8) X̄k+1 = Π
(
X̄k + bh(tk, X̄k)h+ σh(tk, X̄k)ΔWk+1

)
,

where Π : Rd → R
d is a projection function that can be customised. The advantage

of this method lies in that ρh(·) � c for some c > 0.
In the last section we will investigate the preservation of non-negativity and

the comparison theorem for explicit numerical schemes. This is aimed at those
SDEs whose solutions, for example, only stay in [0,∞). We will see that b(t, 0) �
0, σ(t, 0) ≡ 0 is enough to guarantee Xt � 0 a.s., but not necessarily the case for
numerical schemes. We will show that simply by truncating the noise as is done
in Section 1.3.4 in [23], one can easily recover non-negativity of the tamed Euler
scheme. The same method can readily be used to preserve the comparison theorem
for SDEs with non-globally Lipschitz coefficients.

4Precise definition of these limits may vary.
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To summarise the main contributions and the structure of this paper:

• We give general conditions for a modified (tamed) explicit Euler scheme to
be integrable with respect to a rich family (2.2) of Lyapunov functions.

• We establish in Section 3 a result on the asymptotic stability properties for
tamed explicit Euler schemes in the non-globally Lipschitz setting, admit-
ting a large class of Lyapunov functions.

• We propose an explicit tamed Euler scheme that is easy to implement,
recovers exponential V -stability (1.5), and allows the optimal rate of strong
convergence.

• We investigate non-negativity preservation and comparison result of tamed
Euler schemes in Section 4. Both properties hold true in the non-globally
Lipschitz setting.

2. V -Integrability of tamed Euler schemes

In this section we investigate the integrability of tamed Euler schemes {X̄k},
(1.7) or (1.8), for the SDE on a fixed interval t ∈ [0, T ]:

(2.1) dXt = b(t,Xt)dt+ σ(t,Xt)dWt.

Following [11], let p, d ∈ N
+, γ ∈ (0, 1/p] and consider the following class of Lya-

punov functions Vp
γ ⊂ Cp(Rd), where for N � p � 2 and 0 < γ � 1

p ,

Vp
γ := {V � 0 : ker(V ) = {0}, ∃c > 0 s.t.(2.2)

‖V (s)(·)‖HS � c(1 + V (·))1−sγ, ∀s ∈ N ∩ [0, p]
}
.

Here ‖ · ‖HS denotes the Hilbert-Schmidt norm and V (s) denotes the s-th order
derivative of V . For example, V (1) = ∇V and V (2) is the Hessian matrix of V .
Note that the set Vp

γ not only covers power functions | · |p, p > 0, but also covers
polynomials of the form (1.6). Hence it is rich enough for one to choose suitable
Lyapunov functions for many of important SDEs (see [11] for more details).

The property ker(V ) = {0} is in fact not necessary for integrability, but is needed
for stability results in Section 3. We introduce this definition here rather than later
for the simplicity of presentation: if a non-negative function U only satisfies the
growth condition of its derivatives as in (2.2), then V (x) := U(x)− U(0) ∈ Vp

γ and
U(x) is thus equivalent to 1 + V (x).

Remark 2.1. The function | · |p for some even number p is a candidate in the subset
V̄p
1/p := Vp

1/p∩
{
V (p+1) ≡ 0, ∃c > 0 s.t. ‖V (s)(·)‖HS � cV (·)1−s/p, ∀s ∈ N ∩ [0, p]

}
.

Once we fix a Lyapunov function V ∈ Vp
γ it will be useful if the growth conditions

of the coefficients of the SDE (2.1) can be expressed in terms of V .

Assumption 2.2. There exists a Lyapunov function V ∈ Vp
γ and constants K,κ >

0, s.t. ∀t ∈ [0, T ], x ∈ R
d,

|b(t, x)| ∨ ‖σ(t, x)‖ � K (1 + V (x)κγ) .

Take V (·) = | · |p ∈ V̄p
1/p, then Assumption 2.2 essentially imposes the polynomial

growth condition on the coefficients of the SDE (2.1). Indeed, we may observe that
if there exists L > 0 such that ∀t, x, |b(t, x)| � L(1 + |x|κ1), one can find K > 0
such that |b(t, x)| � K(1 + V (x))κ1/p. The same applies to the diffusion coefficient
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with polynomial growth of degree κ2 and let κ = κ1 ∨ κ2. Expressing all estimates
in terms of the chosen Lyapunov function5 makes all calculations convenient.

Definition 2.3. Let V be a non-negative Borel function on R
d. The solution to

the SDE (2.1) is said to be integrable with respect to V , or V -integrable, if

sup
t∈[0,T ]

EV (Xt) < ∞.

A time-discretisation {X̄k}, with step size h ∈ (0, 1], of the SDE (2.1) is said to be
V -integrable, if

sup
h>0

max
0�k��T/h�

EV (X̄k) < ∞.

To clarify the idea of this section without going into too much technical detail
let us consider a motivational example.

Example 2.4. Let (Xt)t∈[0,T ] be the solution of the 1-d autonomous SDE

dXt = b(Xt)dt+ σ(Xt)dWt,(2.3)

with E|X0|2 < ∞ and b and σ satisfying Assumption 2.2 and monotonicity condi-
tion:

2xb(x) + |σ(x)|2 � ρ(1 + |x|2) ∀x ∈ R.(2.4)

Note that (2.4) corresponds to the special case of the Lyapunov function
V (x) = |x|2 ∈ V̄2

1/2, and it immediately follows that for all t � 0, EV (Xt) �
eρtE(1 + V (X0)). We are seeking some condition under which the tamed Euler
scheme

X̄k+1 = X̄k + bh(X̄k)h+ σh(X̄k)ΔWk+1,

is also | · |2-integrable. Let us first square both sides of the scheme to get

(2.5) Ek|X̄k+1|2 = |X̄k|2 +
(
2X̄kb

h(X̄k) + |σh(X̄k)|2
)
h+ |bh(X̄k)|2h2,

where Ek(·) := E(·|Ftk). If a taming method is chosen such that ∃μ > 0,

(2.6) 2xbh(x) + |σh(x)|2 � ρ(1 + V (x)) and |bh(x)|2h � μ(1 + V (x)), ∀x ∈ R,

then for all 1 � k � �T/h�,
Ek(1 + V (X̄k+1)) � 1 + V (X̄k) + (ρ+ μ)(1 + V (X̄k))h

⇒ EV (X̄�T/h�) � e(ρ+μ)T
E(1 + V (X0)).

One can use taming methods, e.g.,

(2.7) bh(t, x) :=
b(t, x)

1 +Gb(x, h)
, σh(t, x) :=

σ(t, x)

1 +Gσ(x, h)
, ∀t ∈ [0, T ], x ∈ R

d,

for some Gb(·, ·), Gσ(·, ·) � 0. Then the first condition in (2.6) holds if 1+Gb(x, h) �
(1 + Gσ(x, h))

2. Furthermore for the second condition in (2.6) take Gσ(x, h) =
Gb(x, h) := CV (x)κ0/2hβ, with C = K/

√
μ, k0 = (κ− 1)+ and β = 1/2, so that

|bh(x)|h1/2 =
|b(x)|h1/2

1 + CV (x)κ0/2h1/2
� KV (x)κ/2h1/2

1 + CV (x)κ0/2h1/2
� √

μV (x)1/2,

as required.

5This corresponds to the Lyapunov-type functions Ṽ (·) := 1 + V (·) defined in [11].
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2.1. Taming conditions for V -integrability. The difficulty in exploiting the
integrability of numerical schemes is the lack of a discrete version of Itō’s formula.
However, if the coefficients are appropriately modified (tamed), one can recover
many classical results by controlling the remainder term of the Taylor expansion.
This is the result of Theorem 2.5.

In the first part of this section we focus on another subset of Vp
γ denoted by

V̂p
γ = Vp

γ ∩ {V (p+1) ≡ 0} (this class contains almost all examples of polynomial
Lyapunov functions presented in [11]). As an example one may consider a very
popular Lypaunov function V (x) = |x|p, p � 2, which allows us to explore the so-
called one-sided Lipschitz property of the drift coefficient of the SDE (1.1). Later
on we will show that integrability results can be extended to the whole family Vp

γ .

Theorem 2.5. Suppose for the tamed coefficients (bh, σh) as in (1.7) there is a

Lyapunov function V ∈ V̂p
γ , p � 2 s.t. EV (X0) < ∞ and

Lh
t V (x) � ρ(1 + V (x)), ∀(t, x) ∈ [0, T ]× R

d,(2.8)

for some ρ > 0. Also assume that there exists μ > 0 s.t.

(2.9)
∣∣bh(t, x)∣∣h1/2 ∨

∥∥σh(t, x)
∥∥h1/4 � μ(1 + V (x))γ .

Then there exists a constant ρ̃ = O(μ2) s.t.

EV (X̄k) � e(ρ+ρ̃)T
E(1 + V (X0)) < ∞, ∀0 � k � �T/h� .

Remark 2.6. V -integrability of numerical schemes has already been studied in [11]
(section 2.2), but the results are based on a weaker “semi-stability” condition. Here
condition (2.9) ensures full “V -stability” according to their definition.

Proof. Since V ∈ V̂p
γ , one has the following finite Taylor expansion:

Ek(1 + V (X̄k+1)) =1 + V (X̄k) + Ek

∑
1�|α|�p

∂αV (X̄k)

α!
(X̄k+1 − X̄k)

α.(2.10)

For the convenience of notation denote b̄k := bh(tk, X̄k), σ̄k := σh(tk, X̄k), and
Ss the summation with index |α| = s, s = 1, · · · , p. It is easy to see that the
conditional expectation of the first two terms of the summation in (2.10) are:

EkS1 :=Ek

∑
|α|=1

∂αV (X̄k)

α!
(b̄kh+ σ̄kΔWk+1)

α =
〈
b̄k,∇V (X̄k)

〉
h,

EkS2 =
1

2

d∑
i,j=1

m∑
l=1

∂2V

∂xi∂xj
(X̄k)σ̄

(il)
k σ̄

(jl)
k h+

1

2

d∑
i,j=1

∂2V

∂xi∂xj
(X̄k)b̄

(i)
k b̄

(j)
k h2

=
1

2

m∑
l=1

〈
σ̄
(·,l)
k , V (2)(X̄k)σ̄

(·,l)
k

〉
h+

1

2

〈
b̄k, V

(2)(X̄k)b̄k

〉
h2

�1

2
tr
[
V (2)(X̄k)σ̄kσ̄

�
k

]
h+

1

2

∥∥∥V (2)(X̄k)
∥∥∥ ∣∣b̄k∣∣h2.

We can now analyse the rest of the expansion for |α| = s � 3 by rewriting the sum

Ss =
1

s!

∑
|α|=s

(
s

α

)(
X̄

(1)
k+1 − X̄

(1)
k

)α1

· · ·
(
X̄

(d)
k+1 − X̄

(d)
k

)αd ∂s

∂xα1
1 . . . ∂xαd

d

V (X̄k),
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where for i = 1, · · · , d, each
(
X̄

(i)
k+1 − X̄

(i)
k

)αi

is equal to

(
b̄
(i)
k h+ σ̄

(i,·)
k ΔWk+1

)αi

=

αi∑
r=0

(
αi

r

)(
b̄
(i)
k h
)αi−r (

σ̄
(i,·)
k ΔWk+1

)r
.

Due to the independence and the law of the Brownian increments ΔW
(j)
k+1, the

terms with odd r’s are zero under Ek. Therefore, with a bit relabelling,

EkSs �
∥∥∥V (s)(X̄k)

∥∥∥ ds−1

s!

�s/2�∑
r=0

(
s

2r

) ∣∣b̄k∣∣s−2r ‖σ̄k‖2r hs−r

�φs

∥∥∥V (s)(X̄k)
∥∥∥ �s/2�∑

r=0

∣∣b̄k∣∣s−2r ‖σ̄k‖2r hs−r,

where the positive constants

(2.11) φs :=
ds−1

s!
max

r=0,··· ,s

(
s

r

)
� ds−1

(�s/2�!)2 ,

for each s. Returning to (2.10) and using the above estimates, we obtain

(2.12) Ek(1 + V (X̄k+1)) = 1 + V (X̄k) + Lh
tk
V (X̄k)h+RhV (X̄k),

where, by relabelling the indices (with i, j ∈ N) in the summation,

RhV (X̄k) �1

2

∥∥∥V (2)(X̄)
∥∥∥ ∣∣b̄k∣∣2 h2(2.13)

+
∑

3�i+2j�p

φi+2j

∥∥∥V (i+2j)(X̄k)
∥∥∥ ∣∣b̄k∣∣i ‖σ̄k‖2j hi+j .

Now given (2.9) and the estimates of V (i+2j) as in (2.2), we have

RhV (X̄k) �1

2
cμ2(1 + V (X̄k))h+

∑
3�i+2j�p

φi+2jcμ
i+2j(1 + V (X̄k))h

i+j
2

=

⎛
⎝1

2
cμ2 +

p∑
s=3

∑
i+2j=s

φscμ
sh

s
2−1

⎞
⎠ (1 + V (X̄k))h

�
(
1

2
cμ2 + c

p∑
s=3

⌊
s+ 1

2

⌋
φsμ

s

)
(1 + V (X̄k))h.

Set ρ̃ := 1
2cμ

2 + 1
2c(p+ 1)

∑p
s=3 φsμ

shs/2−1, and from (2.12) we get

E(1 + V (X̄k+1)) �(1 + (ρ+ ρ̃)h)E(1 + V (X̄k)) � (1 + (ρ+ ρ̃)h)kE(1 + V (X0))

�e(ρ+ρ̃)T
E(1 + V (X0)),

and the result follows by removing 1 from the left-hand side. �

Remark 2.7. For p = 2 one only needs to check condition (2.9) for bh(·, ·).

Remark 2.8. In practice one can take μ � 1 and choose ρ̃ := c(p2 − 1)dp−1μ2 since
sup3�s�p φs � dp−1. Therefore ρ̃ can be arbitrarily small by a suitable choice of
the parameter μ. For example, the choice μ = O(hε) for some ε > 0 will lead to
the generalisation of Proposition 2.7 in [11], where asymptotically ρ̃ → 0 as h → 0,
but the authors proved the result only on a suitable subset of Rd.
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In a similar way we extend applicability of tamed Euler schemes to all Lyapunov
functions from Vp

γ . It turns out that the smoothness of V affects the rate of taming
of the diffusion coefficient.

Proposition 2.9. Let V ∈ Vp
γ , p � 3. Suppose there is a constant ρ > 0 s.t.

LhV (·) � ρV (·), and a constant μ > 0 s.t.

(2.14)
∣∣bh(t, x)∣∣hβ1 ∨

∥∥σh(t, x)
∥∥hβ2 � μ(1 + V (x))γ, ∀t, x,

for some β1 � 1/2 and β2 � 1/2− 1/(p ∧ 4). Then there exists ρ̃ := ρ̃(μ) s.t.

EV (X̄k) � e(ρ+ρ̃)T
E(1 + V (X0)), ∀0 � k � �T/h� .

Proof. The proof is very similar to the proof of Theorem 2.5. We write

Ek(1+V (X̄k+1)) = 1 + V (X̄k) +
∑

1�|a|�p−1

∂αV (X̄k)

α!
Ek(X̄k+1 − X̄k)

α

+ p
∑
|α|=p

Ek
(X̄k+1 − X̄k)

α

α!

∫ 1

0

(1− t)p−1∂αV (X̄k + t(X̄k+1 − X̄k))dt.(2.15)

It therefore suffices to look at the remainder term for p � 2:

R̃h := p
∑
|α|=p

Ek
(X̄k+1 − X̄k)

α

α!

∫ 1

0

(1− t)p−1∂αV (X̄k + t(X̄k+1 − X̄k))dt

� p
∑
|α|=p

Ek
|(X̄k+1 − X̄k)

α|
α!

∫ 1

0

(1− t)p−1
∥∥∥V (p)(X̄k + t(X̄k+1 − X̄k))

∥∥∥dt
� cp

∑
|α|=p

Ek
|(X̄k+1 − X̄k)

α|
α!

∫ 1

0

(1− t)p−1
(
1 + V (X̄k + t(X̄k+1 − X̄k))

)1−pγ
dt.

By Lemma 2.12 in [11] we have

1 + V (x+ y) � c
1
γ 2

1
γ −1
(
1 + V (x) + |y|

1
γ

)
, ∀x, y ∈ R

d,

which leads to(
1 + V (x+ y)

)1−pγ

�c
1
γ −p2

(
1
γ −p
)
(1−γ)

(
1 + V (x) + |y|

1
γ

)1−pγ

�(2c)
1
γ −p
(
(1 + V (x))1−pγ + |y|

1
γ −p
)
,

for γ ∈ (0, 1/p]. Consequently,

R̃h � cp
∑
|α|=p

Ek
|(X̄k+1 − X̄k)

α|
α!

(2c)
1
γ −p
(
(1 + V (X̄k))

1−pγ +
∣∣X̄k+1 − X̄k

∣∣ 1γ −p
)

� p
c

1
γ −p+12

1
γ −p

p!
Ek

(
d∑

i=1

|X̄(i)
k+1 − X̄

(i)
k |
)p (

(1 + V (X̄k))
1−pγ +

∣∣X̄k+1 − X̄k

∣∣ 1γ −p
)

� dp−1c
1
γ −p+12

1
γ −p

(p− 1)!
Ek

∣∣X̄k+1 − X̄k

∣∣p ((1 + V (X̄k))
1−pγ +

∣∣X̄k+1 − X̄k

∣∣ 1γ −p
)

� cψ̃
(∣∣b̄k∣∣p hp + ‖σ̄k‖p hp/2

)
(1 + V (X̄k))

1−pγ + cψ̃
( ∣∣b̄k∣∣ 1γ h

1
γ + ‖σ̄k‖

1
γ h

1
2γ
)
,
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where, similar to the proof of Theorem 2.5, ψ̃ := (d(m + 1))
1
γ −1(2c)

1
γ −p/(p − 1)!.

Now given (2.14), there exists ρ̃ = ρ̃(μ) > 0 s.t. one has RhV (X̄k) � ρ̃(1+V (X̄k))h
for Rh defined in (2.12). This is obtained by the following estimate (with i, j ∈ N):

RhV (X̄k) � 1

2

∥∥∥V (2)(X̄)
∥∥∥ ∣∣b̄k∣∣2 h2

+
∑

3�i+2j�p−1

φi+2j

∥∥∥V (i+2j)(X̄k)
∥∥∥ ∣∣b̄k∣∣i ‖σ̄k‖2j hi+j + R̃h

�

⎛
⎝1

2
cμ2h1−2β1 +

∑
3�i+2j�p−1

φi+2jcμ
i+2jh(1/2−β1)i+(1/2−2β2)j

⎞
⎠ (1 + V (X̄k))h

+ cμpψ̃(1 + V (X̄k))
(
hp(1−β1)−1 + hp(1/2−β2)−1

)
h

+ cμ
1
γ ψ̃(1 + V (X̄k))

(
h

1−β1
γ −1 + h

1−2β2
2γ −1

)
h

� ρ̃(1 + V (X̄k))h,

for β1 � 1/2 and β2 � 1/2− 1/(p ∧ 4), and

ρ̃ :=
1

2
cμ2 +

1

2
c(p+ 1)

p−1∑
s=3

μsφs + 2cμpψ̃,

where {φs} are the same positive constants as in (2.11). �

2.2. Taming choices. The results in the previous subsection give us some general
integrability conditions for the tamed Euler scheme (1.7). A natural question would
be if the assumptions in Theorem 2.5 and Proposition 2.9 can be satisfied for specific
taming methods, i.e., for V ∈ Vp

γ whether for all (t, x) ∈ [0, T ]× R
d,

(2.16) LtV (x) � ρ(1 + V (x)) =⇒ Lh
t V (x) � ρ̄(1 + V (x)),

for some ρ, ρ̄ > 0, and for all (t, x) ∈ [0, T ]× R
d,

(2.17) |bh(t, x)|hβ1 ∨ ‖σh(t, x)‖hβ2 � μ(1 + V (x))γ,

for some β1 � 1/2 and β2 � 1/2− 1/(p ∧ 4) hold.

2.2.1. Balanced schemes. Let us first look at the balanced schemes proposed in
[9, 25, 27], which in general are of the form

(2.18) bh(t, x) :=
b(t, x)

1 +Gb(x, h)
, σh(t, x) :=

σ(t, x)

1 +Gσ(x, h)
, ∀t, x,

where Gb, Gσ � 0 and Gb(·, h), Gσ(·, h) → 0 as h → 0. In this case requirement
(2.16) is interpreted as

Lh
t V (x) := ∇V (x) · bh(t, x) + 1

2
tr
[
V (2)(x)σh(σh)�(t, x)

]

=
∇V (x) · b(t, x)
1 +Gb(x, h)

+
1

2

tr
[
V (2)(x)σσ�(t, x)

]
(1 +Gσ(x, h))2

� ρ(1 + V (x)).

Hence, condition (2.16) holds if either of the following conditions is satisfied:

(i) 1 +Gb(x, h) = (1 +Gσ(x, h))
2, ∀x, h;

(ii) 1+Gb(x, h) � (1+Gσ(x, h))
2, ∀x, h, if tr

[
V (2)(x)σσ�(t, x)

]
> 0, ∀x ∈ R

d

(this is the case for most Lyapunov functions).
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One may consider case (i) and let, e.g.,

Gb(x, h) := 2CV (x)κ
∗γhβ2 + C2V (x)2κ

∗γh2β2 and Gσ(x, h) := CV (x)κ
∗γhβ2 .

In order for (2.17) to hold we take β1 = 2β2, C � K/μ and k∗ � κ− 1 so that

‖σh(t, x)‖hβ2 =
‖σ(t, x)‖hβ2

1 + CV (x)κ∗γhβ2
� K(1 + V (x))κγhβ2

1 + CV (x)κ∗γhβ2
� μ(1 + V (x))γ,

by Assumption 2.2. We also need to choose C2 � K/μ so that

|bh(t, x)|hβ1 � K(1 + V (x))κγh2β2

1 + 2CV (x)κ∗γhβ2 + C2V (x)2κ∗γh2β2
� μ(1 + V (x))γ ,

as 2κ∗ � κ− 1. Therefore we choose κ∗ � κ− 1 and C � (K/μ) ∨ 1, which gives a
reasonable taming method for the scheme to be bounded with respect to V .

2.2.2. Projected schemes. Motivated by a different type of projected scheme intro-
duced in [1], where the authors considered 1-d SDEs with strong solutions on [0,∞),
we propose a new type of Euler schemes:

(2.19) X̄k+1 = Π
(
X̄k + b(tk, X̄k)h+ σ(tk, X̄k)ΔWk+1

)
,

where Π : R
d → R

d defined s.t. |Π(x)| = |x| ∧ h−r with r > 0 to be chosen.

For example, one can define Π(x) = (Πi(xi))
d
i=1 as a truncation, where Πi(xi) =

(−h−r ∨ xi ∧ h−r)/
√
d, or as a scaling: Π(x) = min{1, h−r|x|−1}x. In order to

ensure |X̄k| � h−r for all k � 0 we may assume |X0| � h−r, otherwise send in
Π(X0) for the first iteration. Integrability of this scheme becomes straightforward
for Lyapunov functions V satisfying V ◦Π(·) � V (·). This additional condition does
not significantly narrow the set Vp

γ of choices; in particular, it is usually satisfied for
polynomials of the general form (1.6). In Section 3 we will show that these schemes
preserve the exponential stability, which balanced schemes may fail to achieve.

Theorem 2.10. Consider a projected scheme {X̄k} defined by (2.19). Let As-
sumption 2.2 hold and V ∈ Vp

γ s.t. for all x ∈ R
d, V (Π(x)) � V (x) � ν(1 + |x|q)

for some constants ν > 0, q � 1. If there exists ρ > 0 s.t.

LtV (x) � ρ(1 + V (x)), ∀(t, x) ∈ [0, T ]× R
d,

and EV (X0) < ∞, then {X̄k} is V -integrable for r � (1/2− 1/(p∧ 4))/((κ− 1)qγ).

Proof. The same arguments in the proofs of Theorem 2.5 and Proposition 2.9 imply

EkV (X̄k+1) =V
(
Π(X̄k + b(tk, X̄k)h+ σ(tk, X̄k)ΔWk+1)

)
�V (X̄k + b(tk, X̄k)h+ σ(tk, X̄k)ΔWk+1)

=V (X̄k) + LtkV (X̄k)h+RhV (X̄k) +Mk+1,(2.20)

where Mk+1 is a local martingale, as the expression given in (2.12). This immedi-
ately shows that one need only work with LtV (x), b(t, x) and σ(t, x) directly for
|x| � h−r. Thus (2.16) is redundant and we have

|b(t, x)|h 1
2 ∨ ‖σ(t, x)‖h 1

2−
1

p∧4 �K(1 + V (x))κγh
1
2−

1
p∧4

�2Kν
(
1 + |x|q(κ−1)γ

)
(1 + V (x))γh

1
2−

1
p∧4

�4Kνh
1
2−

1
p∧4−r(κ−1)qγ(1 + V (x))γ =: μ(1 + V (x))γ ,(2.21)
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by choosing r � (1/2 − 1/(p ∧ 4))/((κ − 1)qγ), which achieves (2.17). The result
thus follows by Theorem 2.9. �

2.2.3. Strong convergence. Now given the integrability (in particular, bounded mo-
ments) of the scheme we can explain how in general one may establish the strong
convergence of (1.7) based on the results in [11] (Definition 3.1 and Corollary 3.12)
and [27] (the proof of Lemma 3.2 and Theorem 2.1). Roughly speaking, both re-
sults state that provided that appropriate moment bounds (V (·) = | · |p) for the
tamed Euler scheme (1.7) are achieved, and that the strong and weak one-step dif-
ferences against the standard Euler scheme are given by appropriate rates, then the
tamed Euler scheme (1.7) converges to the solution of the SDE (1.1) in Lp. Precise
statements are made in Appendix A.

Proposition 2.11. Under appropriate assumptions (more precisely, let Assump-
tion A.1 in Appendix A hold for p = 2 and some even number p0 > 2 sufficiently
large), the projected schemes (2.19) converge to the solution to the SDE (2.1) in
L2 with rate 1/2 for r < 1/(2(κ− 1)).

Corollary 2.12. If a tamed Euler scheme (1.7) already satisfies the conditions for
L2-convergence (see Theorem A.2 in Appendix A), then the composed scheme

(2.22) X̄k+1 = Π
(
X̄k + bh(tk, X̄k)h+ σh(tk, X̄k)ΔWk+1

)
,

with an appropriate value of r chosen, also converges in L2 with the same rate.

The proofs of both claims above can be found in Appendix B.

3. Asymptotic stability of equilibrium

Suppose for all F0-measurable X0, there exists a unique (strong or weak) solution
to the SDE

(3.1) dXt = b(t,Xt)dt+ σ(t,Xt)dWt, t � 0,

with drift and diffusion satisfying b(t, x∗) ≡ 0, σ(t, x∗) ≡ 0, ∀t � 0 for some
x∗ ∈ R

d. When almost surely X0 = x∗, the SDE has trivial solution Xt = x∗ a.s.
Analogous to the concept of equilibria of ODEs, one can rewrite the SDE as

Yt := Xt−x∗ =

∫ t

0

b(s, Ys+x∗)ds+σ(s, Ys+x∗)dWs =:

∫ t

0

b̃(s, Ys)ds+σ̃(s, Ys)dWs,

and therefore assume, without loss of generality, the equilibrium x∗ = 0 and

(3.2) b(t, 0) ≡ 0, σ(t, 0) ≡ 0, ∀t � 0.

In the context of stability one still needs to model the growth of b and of σ in terms
of the selected Lyapunov function in the class V p

γ . But instead of 1 + V as in the
integrability discussion before, we need a different assumption than Assumption 2.2
to model the growth conditions of b and σ, due to (3.2) and the possibility of V
taking the form (1.6). More precisely,

Assumption 3.1. There is a V ∈ Vp
γ and a non-negative function U ∈ C(Rd),

ker(U) = {0}, s.t. V (·) � U(·), and constants K > 0, κ1,2 � 1 s.t.

|b(t, x)| � KU(x)κ1γ , ‖σ(t, x)‖ � KU(x)κ2γ , ∀t � 0, x ∈ R
d.
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In most cases the function U can be reasonably assumed to have polynomial
growth in the sense

U(·) � | · |q1 + | · |q2 ,
with 0 < q1 � q2, which gives polynomial growth for b and σ; see Example 3.18.

Definition 3.2. The solution to the SDE (3.1) is said to be almost surely stable,
if Xt → 0 a.s. as t → ∞, regardless of the value of X0.

A time-discretisation {X̄k}, with step size h ∈ (0, 1], of the solution to the SDE
(3.1) is said to be almost surely stable, if for fixed step size h > 0, X̄k → 0 a.s. as
k → ∞, regardless of the value of X0.

Definition 3.3. Let V ∈ Vp
γ . The solution to the SDE (3.1) is said to be ex-

ponentially stable with respect to V , or V -exponentially stable, with rate ρ, if
EV (X0) < ∞ and there exists ρ > 0 s.t.

EV (Xt) � e−ρt
EV (X0), ∀t � 0.

A time-discretisation {X̄k}, with step size h ∈ (0, 1], of the solution to the SDE
(3.1) is said to be V -exponentially stable with rate ρ̃, if for fixed time-step h > 0
there exists ρ̃ > 0 s.t.

EV (X̄k) � e−ρ̃kh
EV (X0), ∀k � 0.

Remark 3.4. By the Borel-Cantelli lemma, V -exponential stability implies almost-
sure stability.

First we check the conditions for stability of equilibrium on the SDE level. We
first quote a simplified version of stochastic LaSalle theorem regarding the almost-
sure stability of SDE (3.1) from [18, 21, 26]:

Theorem 3.5. Let b and σ be locally Lipschitz in x and V ∈ C2(Rd) be non-
negative. If V (X0) < ∞ a.s. and there is a non-negative z ∈ C(Rd) s.t.

(3.3) LtV (x) � −z(x), ∀(t, x) ∈ [0,∞)× R
d,

then almost surely we have

lim
t→∞

V (Xt) < ∞, lim
t→∞

z(Xt) = 0,

regardless of the value of X0. In addition, if ker(z) = {0}, then Xt → 0 a.s. as
t → ∞.

Moreover, when z(·) � ρV (·) for some constant ρ > 0, then the solution Xt is
V -exponentially stable.

One can use Theorem 3.5 to determine whether a system is almost surely stable.
In particular, mean-square stability, i.e., V (·) = | · |2, is the most popular choice.
Before introducing stability results for tamed Euler schemes let us consider the
following simple case.

Example 3.6. The solution to

dXt = −|Xt|2Xtdt+ |Xt|2dWt, |X0|2 < ∞ a.s.

is almost surely stable at 0.
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Indeed one finds L|x|2 = −2|x|4 + |x|4 = −|x|4 =: −z(x), where z(x) � 0 and
z(x) = 0 ⇔ x = 0. Note that in this case the solution is not necessarily mean-square
exponentially stable, but Theorem 3.5 still holds.

Nevertheless, the stability property of numerical schemes is not immediate. One
may, for example, consider the following balanced scheme:

(3.4) bh(x) =
b(x)

1 +G(x)hα
, σh(x) =

σ(x)

1 +G(x)hα
, 0 < α � 1.

This is a simple version of (2.18). One first notices that by (2.5),

|X̄k+1|2 = |X̄k|2 + Lh|X̄k|2h+ |bh(X̄k)|2h2 +Mk+1,

where Mk+1 denotes a local martingale. We then calculate

Lh|x|2 = 2
x · b(x)

1 +G(x)hα
+

‖σ(x)‖2
(1 +G(x)hα)2

� 1

1 +G(x)hα
L|x|2 = − z(x)

1 +G(x)hα
.

One can choose α � 1 and G(x) := 2|x|2, s.t.

Ah(x) :=
z(x)

1 +G(x)hα
− |b(x)|2h

(1 +G(x)hα)2
=

|x|4
1 + 2|x|2hα

− |x|6h
(1 + 2|x|2hα)2

�2|x|6hα − |x|6h
(1 + 2|x|2hα)2

� |x|6h
(1 + 2|x|2hα)2

� 0,

and Ah(x) = 0 ⇔ x = 0. Thus we have

|X̄k+1|2 � |X̄k|2 −Ah(X̄k)h+Mk+1 � |X̄0|2 −
k∑

l=0

Ah(X̄l)h+

k∑
l=0

Ml+1,

from which we deduce liml→∞ Ah(X̄l) = 0 a.s. and limk→∞ X̄k = 0 a.s. since
ker(Ah) = {0}. This can be seen by applying the following lemma, quoted from [19]

(Theorem 1.3.9), to the non-negative process Vk := V0−
∑k

l=0 A
h(X̄l)h+

∑k
l=0 Ml+1

with V0 := |X0|2.

Lemma 3.7. Consider a non-negative stochastic process {Vk} with representation

Vk = V0 +A1
k −A2

k +Mk,

where {A1
k} and {A2

k} are almost surely non-decreasing, predictable processes with
A1

0 = A2
0 = 0, and {Mk} is a local martingale adapted to {Ftk} with M0 = 0. Then

(3.5) { lim
k→∞

A1
k < ∞} ⊂ { lim

k→∞
A2

k < ∞} ∩ { lim
k→∞

Vk < ∞ exists} a.s.

This is in fact a discrete version of Theorem 2.6.7 in [16] for special semi-
martingales.

Now we investigate, for a general tamed explicit Euler scheme

(3.6) X̄k+1 = X̄k + bh(tk, X̄k)h+ σh(tk, X̄k)ΔWk+1

to be almost surely stable, what conditions one should impose on the tamed coef-
ficients (bh, σh). We first remark that a result on the preservation of almost-sure
stability for the drift-implicit Euler scheme has been studied in [21], where the
authors considered only V = | · |2.
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Theorem 3.8. Let V ∈ V̂p
γ := Vp

γ ∩ {V (p+1) ≡ 0} be dominated by a non-negative

function U and EV (X0) < ∞. Suppose there is a non-negative function zh ∈ C(Rd),
s.t. for all (t, x) ∈ [0,∞)× R

d,

(3.7) Lh
t V (x) � −zh(x),

and a constant 0 < μ � 1 s.t.

(3.8)
∣∣bh(t, x)∣∣h1/2 ∨

∥∥σh(t, x)
∥∥h1/4 � μ

(1 + U(x))γzh(x)

1 + U(x) + zh(x)
.

Then for μ <
√
2/
√
c+ cdp−1(p2 − 1), the scheme (3.6) satisfies:

lim
k→∞

V (X̄k) < ∞, lim
k→∞

zh(X̄k) = 0, a.s.,

and hence if ker(zh) = {0}, then X̄k → 0 a.s. as k → ∞.
Moreover, in the particular case where zh(·) � ρV (·) for some ρ > 0, if there

exists μ > 0 s.t. for all t � 0 and x ∈ R
d,

(3.9)
∣∣bh(t, x)∣∣h1/2 ∨

∥∥σh(t, x)
∥∥h1/4 � μV (x)γ ,

then the scheme (3.6), with μ <
√
2ρ/
√
c+ cdp−1(p2 − 1), admits V -exponential

stability with a rate ρ̂ ∈ (0, ρ), ρ− ρ̂ = O(μ2).

Proof. The proof is almost identical to that of Theorem 2.5. However, by the
estimate for the remainder (2.13), instead of (2.12) we have the following estimate:

V (X̄k+1) = V (X̄k) + Lh
tk
V (X̄k)h+RhV (X̄k) +Mk+1

� V (X̄k)− Lh
tk
V (X̄k)h+

1

2

∥∥∥V (2)(X̄k)
∥∥∥ ∣∣b̄k∣∣2 h2

+
∑

3�i+2j�p

φi+2j

∥∥∥V (i+2j)(X̄k)
∥∥∥ ∣∣b̄k∣∣i ‖σ̄k‖2j hi+2j +Mk+1,(3.10)

where Mk+1 is a local martingale and again i, j ∈ N. Notice that all derivatives of
V have upper bounds as defined in (2.2). Now apply (3.7) and (3.8) and we get
(recall that γ � 1/p):

V (X̄k+1) � V (X̄k)− zh(X̄k)h+
1

2
cμ2(1 + V (X̄k))

1−2γ

(
(1 + U(X̄k))

γzh(X̄k)

1 + U(X̄k) + zh(X̄k)

)2

h

+
∑

3�i+2j�p

φi+2jcμ
i+2j(1 + V (X̄k))

1−(i+2j)γ

(
(1 + U(X̄k))

γzh(X̄k)

1 + U(X̄k) + zh(X̄k)

)i+2j

h
i+j
2

+Mk+1

� V (X̄k)− zh(X̄k)h+
1

2
cμ2 1 + U(X̄k)(

1 + 1+U(X̄k)
zh(X̄k)

)2 h

+
∑

3�i+2j�p

φi+2jcμ
i+2j 1 + U(X̄k)(

1 + 1+U(X̄k)
zh(X̄k)

)i+2j
h

i+j
2 +Mk+1.
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By the fact that 1 + (1 + U(X̄k)/z
h(X̄k)) > 1, the above expression reduces to

V (X̄k+1) �V (X̄k)− zh(X̄k)h+
1

2
cμ2zh(X̄k)h+

p∑
s=3

∑
i+2j=s

φscμ
szh(X̄k)h

s
2

+Mk+1

�V (X̄k)− zh(X̄k)h+
1

2
cμ2zh(X̄k)h+

p∑
s=3

⌊
s+ 1

2

⌋
φscμ

szh(X̄k)h
s
2

+Mk+1.

This implies that for all k,

V (X̄k+1) �V (X0)−
k∑

l=0

(
1− 1

2
cμ2 − 1

2
c(p+ 1)

p∑
s=3

φsμ
sh

s
2−1

)
zh(X̄l)h(3.11)

+
k∑

l=0

Ml+1.

One should then find a taming method with μ and h sufficiently small s.t.

as(μ, h) := 1− 1

2
cμ2 − 1

2
c(p+ 1)

p∑
s=3

φsμ
sh

s
2−1 > 0,

so that
∑k

l=0 as(μ, h)z
h(X̄l)h is increasing in k. Now the same argument used at

the end of Example 3.6 applies, according to Lemma 3.7, limk→∞ V (X̄k) < ∞ and∑∞
l=0 as(μ, h)z

h(X̄l)h < ∞ a.s., implying that limk→∞ zh(X̄k) = 0 a.s. Moreover

when zh(x) = 0 iff x = 0 one concludes that limk→∞ X̄k = 0 a.s. In fact, assuming

μ, h � 1, by Remark 2.8 one just needs to choose μ < 1/
√
c/2 + cdp−1(p2 − 1)/2.

If zh(·) � ρV (·) for some ρ > 0, then instead of (3.11) one runs the same
calculation to get

V (X̄k+1) �V (X̄k)−
(
ρ− 1

2
cμ2 − 1

2
c(p+ 1)

p∑
s=3

φsμ
sh

s
2−1

)
V (X̄k)h+Mk+1

=:V (X̄k)− ρ̃V (X̄k)h+Mk+1.

Choose μ and h sufficiently small s.t. ρ̃ > 0. Taking expectation on both sides,

EV (X̄k+1) � (1− ρ̂h)EV (X̄k) � (1− ρ̂h)k+1
EV (X0) � e−ρ̂(k+1)h

EV (X0) → 0,

as k → ∞. This can be done by choosing μ <
√
ρ/
√
c/2 + cdp−1(p2 − 1)/2. �

Remark 3.9. In analogy to Proposition 2.9, Theorem 3.8 also holds for V ∈ Vp
γ .

Remark 3.10. By (3.10), condition (3.8) can be weakened to

(3.12)
∥∥∥V (i+2j)(x)

∥∥∥ ∣∣bh(t, x)∣∣i ∥∥σh(t, x)
∥∥2j h i+j

2 � μzh(x), ∀t � 0, x ∈ R
d,

for i = 2, j = 0 and all i, j ∈ N s.t. 3 � i+ 2j � p.

Remark 3.11. For V ∈ V̄p
γ condition (3.8) can be simplified to

(3.13)
∣∣bh(t, x)∣∣h1/2 ∨

∥∥σh(t, x)
∥∥h1/4 � μ

U(x)γzh(x)

U(x) + zh(x)
, ∀t � 0, x ∈ R

d,

which also implies (3.12) for 0 < μ � 1.
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Notice that (3.13) is reasonable since from (3.7) we have

zh(x) � ‖∇V (x)‖
∣∣bh(t, x)∣∣+ 1

2

∥∥∥V (2)(x)
∥∥∥∥∥σh(t, x)

∥∥2
�KU(x)1+(κ1−1)γ +KU(x)1+2(κ2−1)γ ,(3.14)

which ensures no singularity in the right-hand term in (3.13).

3.1. Balanced schemes. Now with Theorem 3.8 one can determine whether a
certain type of taming methods can preserve stability. For this we may derive
some general conditions with respect to Lyapunov functions in Vp

γ . Although most

practically relevant Lyapunov functions can be found in the subset V̄p
γ defined in

Remark 2.1, we may treat them as a special case.
Let us first investigate the following type of tamed schemes adopted by [9,25,27]:

(3.15) bh(t, x) =
b(t, x)

1 +G(x)hα
, σh(t, x) =

σ(t, x)

1 +G(x)hα
,

for some G(·) � 0 < α � 1. Given the growth condition (3.14), which also holds
for z(·), it turns out that by imposing some lower bounds on z one can recover
almost-sure stability for (3.15).

Proposition 3.12. Let Assumption 3.1 hold for V ∈ Vp
γ s.t. the coefficients of the

SDE (3.1) satisfy

(3.16) LtV (x) � −z(x), ∀(t, x) ∈ [0,∞)× R
d,

for some 0 � z ∈ C(Rd) satisfying

(3.17) z(x) � λ(1 + U(x))1−γ (U(x)κ1γ ∨ U(x)κ2γ) , ∀x ∈ R
d,

for some λ>0. Then by choosing h<(μλ/K)4, G(x)=C(U(x)(κ1−1)γ∨U(x)(κ2−1)γ),
C � 1/

(
μ/K − h1/4/λ

)
, and α � 1/4, the Euler scheme (3.6) with tamed coeffi-

cients (3.15) preserves almost-sure stability for the trivial solution, where μ satisfies
the requirement in Theorem 3.8.

Proof. First one calculates

Lh
t V (x) =∇V (x) · b(t, x)

1 +G(x)hα
+

1

2(1 +G(x)hα)2
tr
[
∇2V (x)σσ�(t, x)

]
� 1

1 +G(x)hα
L|x|2 � − z(x)

1 +G(x)hα
=: −zh(x),(3.18)

which satisfies zh(x) = 0 ⇔ x = 0. Now one only needs to select appropriate G(·)
and α s.t. condition (3.8) is satisfied, i.e.,

|b(t, x)|h 1
2 ∨ ‖σ(t, x)‖h 1

4

1 +G(x)hα
�μ

(1 + U(x))γ

1 + U(x) + z(x)
1+G(x)hα

z(x)

1 +G(x)hα

⇔ |b(t, x)|h 1
2 ∨ ‖σ(t, x)‖h 1

4 � μ(1 + U(x))γ

1+U(x)
z(x) + 1

1+G(x)hα

.

One has an upper bound for the left-hand side above by Assumption 3.1 and a
lower bound for the right-hand side by (3.17). Hence for the above inequality to
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hold, one can require

K (U(x)κ1γ ∨ U(x)κ2γ)h1/4 � μ(1 + U(x))γ(
(1+U(x))γ

λ(U(x)κ1γ∨U(x)κ2γ) +
1

1+G(x)hα

)
⇔ μ(1 + U(x))γ � K

λ
h1/4(1 + U(x))γ +

K (U(x)κ1γ ∨ U(x)κ2γ)

1 +G(x)hα
h1/4

⇔ 1 +G(x)hα � K (U(x)κ1γ ∨ U(x)κ2γ)

(μ−Kh1/4/λ)(1 + U(x))γ
h1/4,

where for fixed μ � 1 we choose h � h0 < (μλ/K)4. Thus by choosing α = 1/4
and G(x) := C

(
U(x)(κ1−1)γ ∨ U(x)(κ2−1)γ

)
, the taming condition (3.13) is satisfied

for μ � K
(
1/C + h1/4/λ

)
. Hence by Remark 3.11 and Theorem 3.8, the scheme

(3.15) is almost surely stable when C and h are chosen sufficiently large and small,
respectively. �

When U(·) = |·|q1+|·|q2 , 0 < q1 � q2, one sees U(·)κ1γ∨U(·)κ2γ = |·|(κ1∧κ2)q1γ+
| · |(κ1∨κ2)q2γ .

Corollary 3.13. In the special case where V (·) = | · |p and z(x) � |x|κ1+p−1 +
|x|κ2+p−1, one just needs to choose α = 1/4 and G(x) := C(|x|κ1−1 + |x|κ2−1) with
C sufficiently large.

3.2. Projected schemes. In general there is no evident clue that the balanced
scheme (3.15) can preserve moment-exponential stability, since the factor 1/
(1 + G(x)hα) has no positive lower bound. However, this can be resolved if at
every step the scheme is projected onto a bounded range:

(3.19) X̄k+1 = Π
(
X̄k + bh(tk, X̄k)h+ σh(tk, X̄k)ΔWk+1

)
,

where Π : Rd → R
d is a function such that |Π(x)| = |x| ∧ h−r for some r > 0, ∀x ∈

R
d, and bh, σh are as in (3.15). By adopting this scheme one can immediately have

zh in (3.18) replaced by just z itself (with scaling):

zh(x) =
z(x)

1 +G(x)hα
=

z(x)

1 + C|x|κ∗hα
� z(x)

1 + Chα−rqκ∗ � 1

1 + C
z(x), ∀x ∈ R

d,

by choosing r < α/(qκ∗), where G(·) is, for instance, as in Example 3.6, chosen
to be C| · |κ∗

for some C, κ∗ > 0. This motivates the idea that (3.19) can remedy
the shortcoming of the balanced scheme (3.15). Indeed, when z(·) � ρV (·), for the
balance schemes one has

Lh
t V (x) � −ρ

V (x)

1 +G(x)hα
,

where one sees that zh(·) � V (·) is violated due to the unboundedness of G(·).
However, this can be avoided by using projection (3.19).

Proposition 3.14. Let Assumption 3.1 hold with U(·) = V (·) � ν(1 + | · |q) for
some ν, q > 0, and

(3.20) V (Π(x)) � V (x), ∀x ∈ R
d,

for a chosen projection Π. Suppose there exists ρ > 0 s.t. for all (t, x) ∈ [0,∞)×R
d,

LtV (x) � −ρV (x).
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Then, with G(x) := C(1 + |x|(κ̌−1)qγ), C � Kν(κ̌−1)γ/μ, α � 1/4, r < α/
((κ̌− 1)qγ), the scheme (3.19) is V -exponentially stable, where κ̌ = κ1 ∨ κ2 and μ
satisfies the requirement in Theorem 3.8.

Proof. Notice that by the same argument as in the proof of Theorem 2.10, we treat
Lh
t (b

h, σh) as Lt(b
h, σh) restricted on {|x| � h−r}, and bh, σh in Theorem 3.8 are

just as in (3.15). We first verify condition (3.9) by finding a sufficient condition:

|b(t, x)|h1/2 ∨ ‖σ(t, x)‖h1/4

1 +G(x)hα
� μV (x)γ

⇐ K(V (x)κ1γ ∨ V (x)κ2γ)h1/4 � μV (x)γG(x)hα,

which is achieved by choosing α � 1/4, G(x) := C(1+|x|(κ̌−1)qγ), C � Kν(κ̌−1)γ/μ,
assuming ν � 1 without loss of generality. Also for x ∈ {|x| � h−r}, we have
G(x) � C + Ch−r(κ̌−1)qγ , and thus

Lh
t V (x) � − ρ

1 +G(x)hα
V (x) � − 1

1 + Chα + Chα−r(κ̌−1)qγ
V (x) =: −ρ̃V (x),

for ρ̃ > 0 if we choose r < α/((κ̌− 1)qγ). Note that there is no restriction on the
step size h. �

In fact, one can show that projecting the standard Euler scheme, with the original
drift and diffusion,

(3.21) X̄k+1 = Π
(
X̄k + b(tk, X̄k)h+ σ(tk, X̄k)ΔWk+1

)
,

is enough to inherit V -exponential stability under suitable conditions. This has
been introduced earlier in (2.19), which by Proposition 2.11 is well-defined.

Proposition 3.15. Let Assumption 3.1 hold with U = V satisfying (3.20) for a
chosen projection Π and V (·) � ν(1 + | · |q) for some ν, q > 0. If there exists ρ > 0
s.t. for all (t, x) ∈ [0,∞)× R

d,

LtV (x) � −ρV (x),

then with r < 1/(4(κ̌− 1)qγ), h < (μ/(2Kν(κ̌−1)γ))β, the scheme (3.21) preserves
V -exponential stability, where β = 1/4− r(κ̌− 1)qγ and μ satisfies the requirement
in Theorem 3.8.

Proof. As shown in (2.20) condition (3.7) is redundant and one only needs to verify
condition (3.9) for b and σ, i.e.,

(3.22) |b(t, x)|h1/2 ∨ ‖σ(t, x)‖h1/4 � μV (x)γ , ∀t, x.

The left-hand term has upper bound K
(
V (x)κ1γh1/2

)
∨
(
V (x)κ2γh1/4

)
, and for

scheme (3.21) we know |X̄k| � h−r. Since V (·) � ν (1 + | · |q), one can require

μV (x)γ � KV (x)γ
(
V (x)(κ1−1)γh1/2

)
∨
(
V (x)(κ2−1)γh1/4

)
⇐ μ � Kν(κ̌−1)γ

(
1 + |x|(κ1−1)qγ

)
h1/2 ∨

(
1 + |x|(κ2−1)qγ

)
h1/4

⇐ μ � 2Kν(κ̌−1)γ
(
h1/2−r(κ1−1)qγ ∨ h1/4−r(κ2−1)qγ

)
⇐ μ � 2Kν(κ̌−1)γhβ.(3.23)
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Note that one can immediately let inequality (3.23) hold by choosing

(3.24) r <
1

2(κ1 − 1)qγ
∧ 1

4(κ2 − 1)qγ
, h < h0 �

( μ

2Kν(κ̌−1)γ

)1/β
,

for fixed μ. Therefore, the scheme (3.21) preserves V -exponential stability when
such r is chosen and h is sufficiently small. �

Moment-exponential stability immediately follows when V (·) = U(·) = | · |p, q =
p = 1/γ.

On the other hand, scheme (3.21), as expected, also admits almost-sure stability
given the same conditions as for scheme (3.15).

Proposition 3.16. Let Assumption 3.1 hold with V satisfying (3.20) for a chosen
projection Π. Suppose there exists 0 � z ∈ C(Rd) satisfying (3.17), s.t. for all
(t, x) ∈ [0,∞)×R

d, LtV (x) � −z(x). If there exist ν, q > 0 s.t. U(·) � ν(1+ | · |q),
then, with r < (4(κ̌− 1)qγ)−1, h <

(
μλ/(K + 2λKν(κ̌−1)γ)

)1/β
, the scheme (3.21)

is almost-surely stable, where β = 1/4− r(κ̌− 1)qγ and μ satisfies the requirement
in Theorem 3.8.

Proof. Again one only needs to check condition (3.8) for b and σ for scheme (3.21),
which satisfies |X̄k| � h−r, ∀k � 1, with zh(·) = z(·). Indeed for all x (regardless
of X0 since we are only interested in the long-term behaviour),

|b(t, x)|h1/2 ∨ ‖σ(t, x)‖h1/4 � μ
(1 + U(x))γz(x)

1 + U(x) + z(x)
,

where, the left-hand term above has upper bound Kh1/4
(
U(x)κ1γ ∨ U(x)κ2)γ

)
, and

the right-hand term minimizes when z(x) reaches its lower bound in (3.17). Thus,
due to |x| � h−r, one can require

Kh1/4
(
U(x)κ1γ ∨ U(x)κ2)γ

)
� μ

λ(1 + U(x))γ
(
U(x)κ1γ ∨ U(x)κ2)γ

)
(1 + U(x))γ + λ (U(x)κ1γ ∨ U(x)κ2γ)

⇔ Kh1/4 (U(x)κ1γ ∨ U(x)κ2γ) �
(
μ− K

λ
h1/4

)
(1 + U(x))γ

⇐ ν(κ̌−1)γKh1/4(1 + |x|(κ̌−1)qγ) � μ− K

λ
h1/4

⇐
(
K

λ
+ ν(κ̌−1)γK

)
h1/4 + ν(κ̌−1)γKh1/4−r(κ̌−1)qγ � μ.

Set r < (4(κ̌ − 1)qγ)−1 s.t. β = 1/4 − rκ̌qγ > 0. One can then choose h <(
μλ/(K + 2λKν(κ̌−1)γ)

)1/β
, and hence almost-sure stability is achieved. �

In most cases V (·) = U(·) = | · |p is chosen, then q = p = 1/γ and the conditions
become much simpler.

Corollary 3.17. In the special case where V (·) = | · |p and z(x) � |x|κ1+p−1 +
|x|κ2+p−1, one just needs to choose r and h sufficiently small.
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3.3. Other examples.

Example 3.18. Consider the stochastic Lorenz equation [11] in R
3 driven by a 3-d

Wiener process:

(3.25) b(x) =

⎛
⎝ α1(x2 − x1)
−α1x1 − x2 − x1x3

x1x2 − α2x3

⎞
⎠ , σ(x) =

⎛
⎝β1x1 0 0

0 β2x2 0
0 0 β3x3

⎞
⎠ ,

where 2α1 > β2
1 , β2

2 < 2, 2α2 > β2
3 .

One can immediately check for the Lyapunov function V (·) = | · |2 ∈ V̄2
1/2:

L|x|2 = −(2α1 − β2
1)x

2
1 − (2− β2

2)x
2
2 − (2α2 − β2

3)x
2
3 � −ρ|x|2,

where ρ := (2α1−β2
1)∧ (2−β2

2)∧ (2α2−β2
3). According to Theorem 3.5 the system

(3.18) is mean-square stable for the equilibrium. One can thus choose taming
method (3.21) to preserve mean-square stability for the tamed Euler scheme. One
observes

|b(x)| =
√
α2
1(x2 − x1)2 + (α1x1 + x2 + x3)2 + (x1x2 − α2x3)2 � K(|x|+ |x|2),

‖σ(x)‖ =
√
β2
1x

2
1 + β2

2x
2
2 + β3x2

3 � K|x|,

where K =
√
5α2

1 + 4α1 + α2
2 + 4 ∨

√
β2
1 + β2

2 + β2
3 . Then one can choose U(x) =

|x| + |x|2, κ1 = 2, κ2 = 1 for Assumption 3.1 to hold. Note that due to p = 2 in
this case, one only needs the requirement on b(t, x) as in (3.22). Hence according to
Proposition 3.15, one needs to choose r < 1/2 and h < (2K)−1/(1/2−r) sufficiently
small.

Example 3.19. Consider the following 2-d SDE with drift and diffusion similar to
the stochastic Duffing-van der Pol oscillator [11]:

(3.26) b(x) =

(
x2 − α1x1

−α2x2 − x3
1

)
, σ(x) =

(
0 0 0
0 βx2 0

)
,

where α1 > 0, 2α2 > β2.

In this case one can set the Lyapunov function to be

V (x) = x4
1 + 2x2

2,

which is from a broader class V̂4
1/4. Then one observes that

LV (x) = −4α1x
4
1 − (4α2 − 2β2)x2

2 � −ρV (x),

where ρ := 4∧ (4α2−2β2). According to Theorem 3.5, the trivial solution of (3.26)
is V -exponentially stable. Therefore we consider using the projected scheme (3.21),
for which all conditions regarding (bh, σh, zh) are reduced to those of (b, σ, z) on
the set {x : |x| � h−r}. In this 2-d case one can, for example, define

Π

(
x1

x2

)
=

1√
2

(
−h−r ∨ x1 ∧ h−r

−h−r ∨ x2 ∧ h−r

)
,



EXPLICIT NUMERICAL SCHEMES FOR NON-LINEAR SDES 775

s.t. |Πx| � h−r and (3.20) is satisfied. Hence in order to verify condition (3.9), one

only needs to check for the points (x1, x2) satisfying |x1| ∨ |x2| � h−r/
√
2:

|b(x)|h1/2 =
(
(α2 + 1)|x2|+ α1|x1|+ |x1|3

)
h1/2

�α2 + 1
4
√
2

|x2|1/2h1/2−r/2 +
α1 + 1

2
|x1|h1/2−2r

�α1 ∨ α2 + 1

2
h1/2−2r(|x1|+ 2|x2|1/2) � μV (x)1/4,

‖σ(x)‖h1/4 =|β||x2|h1/4 � |β|
4
√
2
h1/4−r/2|x2|1/2 � μV (x)1/4,

where we choose r < 1/4 and μ := max{4(α1∨α2+1)h1/2−2r/2, |β|h1/4−r/2/ 4
√
2} �

1. Thus according to Theorem 3.8, the projected scheme (3.21) is exponentially
stable with respect to V when h is chosen sufficiently small.

4. Preservation of non-negativity and comparison property

Apart from integrability and stability, there are some other properties on the
SDE level that can be preserved via taming. For example, some SDEs have solution
only in a bounded region, and especially in 1-d case two SDEs with the same
diffusion can be compared, subject to some conditions.

4.1. Non-negativity. The issue of non-negativity preservation can be seen from
the following 1-d linear SDE with non-zero constants μ and σ:

(4.1) dXt = μXtdt+ σXtdWt.

The solution Xt = X0 exp
{(

μ− σ2/2
)
t+ σWt

}
� 0 a.s. if X0 � 0 a.s. However,

this may not be the case for the standard Euler scheme

X̄k+1 = (1 + μh)X̄k + σX̄kΔWk+1.

More precisely, suppose that X̄k � 0 a.s., then for σ > 0,

P(X̄k+1 < 0) = P

(
ΔWk+1 < −1 + μh

σ

)
> 0;

the same applies for σ < 0 due to the symmetry of the Gaussian distribution.
However, one can avoid this situation by simply truncating the Wiener process.
For SDEs with super-linear growth coefficients a little bit more work is needed to
preserve non-negativity.

Non-negativity of the SDE can be regarded as a corollary of the comparison
theorem to be mentioned later (Theorem 4.3). However, it turns out that for
non-negativity the requirement on the drift is slightly weaker than that for the
comparison theorem.

Lemma 4.1. Given a 1-d SDE

(4.2) dXt = b(t,Xt)dt+ σ(t,Xt)dWt,

with X0 � 0 a.s. and EX0 < ∞ Suppose

(i) there exists a unique, | · |κ-integrable, strong solution of (4.2) for some
κ � 1;



776 �LUKASZ SZPRUCH AND XĪLÍNG ZHĀNG

(ii) |b(t, x)| ∨ |σ(t, x)|2 � 1 + |x|κ, ∀(t, x) ∈ [0,∞) × R, and b satisfies the
one-sided Lipschitz condition:

(4.3) (x− y)(b(t, x)− b(t, y)) � K|x− y|2, ∀x, y ∈ R, ∀t � 0;

(iii) b(t, 0) � 0, σ(t, 0) = 0, ∀t � 0.

Then Xt � 0 a.s. for all t.

This has been mentioned and heuristically explained in [2]. We give a proof of
it in Appendix C.

Now consider a tamed Euler scheme for (4.2):

(4.4) X̂k+1 = X̂k + bh(tk, X̂k)h+ σh(tk, X̂k)
√
hξ,

where ξ ∼ N(0, 1). Non-negativity generally does not hold any more for X̂k, but
one can recover this property by truncating the noise:

(4.5) ζh = (−Ah) ∨ ξ ∧Ah,

where one takes Ah =
√
2| log h|. This idea is introduced in Section 1.3.4 in [23]

for mean-square convergence of the implicit Euler scheme. We would like to point
out that such a truncation can be used to preserve non-negativity.

Theorem 4.2. Let the assumptions in Lemma 4.1 hold. If one can find a taming
method (bh, σh) such that bh(·, 0) � 0 and there exist μ, α > 0,

(4.6) |bh(t, x)− bh(t, 0)|hα ∨ |σh(t, x)|hα/2 � μ|x|, ∀(t, x) ∈ [0,∞)× R,

then the tamed Euler scheme

(4.7) X̄k+1 = X̄k + bh(tk, X̄k)h+ σh(tk, X̄k)
√
hζh,

is almost surely non-negative for α < 1 and h, μ sufficiently small.

Proof. Rewrite the scheme (4.7) and inductively assume X̄k � 0 a.s.,

X̄k+1 =X̄k + bh(tk, 0)h+ (bh(tk, X̄k)− bh(tk, 0))h+ σh(tk, X̄k))
√
hζh

�X̄k

(
1− μh1−α − μh1/2−α/2Ah

)
,(4.8)

as bh(t, 0) � 0. In order for (4.8) to stay non-negative, we set α < 1 and h1−α +
h1/2−α/2Ah � 1/μ. �

If |b(·, x)− b(·, 0)| � |x| + |x|m for some m � 1, then (4.6) can be realised by a
suitable balanced scheme as discussed in Subsection 2.2, for which the constant μ
can be arbitrarily small.

Under the same assumption, condition (4.6) can also be realised by the projected
scheme (3.21) by choosing an appropirate r. In fact, in this case one need not
truncate the noise via (4.5). Instead one need only define a reasonable projection:

(4.9) Π(x) =
(
0 ∨ xi ∧ h−r

)
i=1,··· ,d ,

where r is chosen s.t. Proposition 2.11 holds. This is similar to what is suggested
in [1], where the authors ensure the approximation stay strictly positive. For that
one just replaces the 0 above with hr.
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4.2. Comparison result. As an extension of non-negativity preservation, one can
preserve comparison result for SDEs by applying taming techniques. It is known
that two SDEs with the same diffusion and noise can be compared by the compar-
ison theorem:

Theorem 4.3. Consider two 1-d SDEs:

dXt =ν(t,Xt)dt+ σ(t,Xt)dWt,

dYt =λ(t, Yt)dt+ σ(t, Yt)dWt,

with X0 � Y0 a.s. and E|Y0| ∨ E|X0| < ∞. Assume the following conditions:

(i) each SDE has a unique, | · |κ-integrable, strong solution for some κ � 1;
(ii) |ν(t, x)| ∨ |λ(t, x)| ∨ |σ(t, x)|2 � 1 + |x|κ, ∀(t, x) ∈ [0,∞)× R;
(iii) σ is locally Hölder in x with exponent α � 1/2;
(iv) ν(t, x) � λ(t, x), ∀(t, x) ∈ [0,∞)× R;
(v) either λ or ν satisfies one-sided Lipschitz condition (4.3).

Then Xt � Yt a.s., for all t � 0.

Although condition (v) is weaker than usually stated in the literature, e.g.,
Proposition 5.2.18 in [13], one still applies Itō’s formula to the process (Yt −Xt)

−

via smooth approximation (for which (iii) is needed), and the result follows from
the same arguments adopted in Appendix C.

Now consider the Euler scheme for each equation:

X̂k+1 =X̂k + ν(tk, X̂k)h+ σ(tk, X̂k)
√
hξ,

Ŷk+1 =Ŷk + λ(tk, Ŷk)h+ σ(tk, Ŷk)
√
hξ,

where ξ ∼ N(0, 1). In general the comparison property does not necessarily hold

for X̂k and Ŷk, but by truncating the noise using (4.5) it can be recovered.

Theorem 4.4. Let the assumptions in Theorem 4.3 hold with λ satisfying one-
sided Lipschitz condition (4.3). If there is a taming method (λh, σh) s.t. there exist
μ, α > 0, for all x, y ∈ R, t � 0,

(4.10) |λh(t, x)− λh(t, y)|hα ∨ |σh(t, x)− σh(t, y)|hα/2 � μ|x− y|,

and νh(t, x) � λh(t, x), then, for α < 1, ζh defined as in (4.5) and h, μ sufficiently
small, the tamed Euler schemes

X̄k+1 =X̄k + νh(tk, X̄k)h+ σh(tk, X̄k)
√
hζh,

Ȳk+1 =Ȳk + λh(tk, Ȳk)h+ σh(tk, Ȳk)
√
hζh,

preserve the comparison property: X̄k � Ȳk a.s. for all k ∈ N.

Proof. Inductively suppose Ȳk � X̄k a.s. and take the difference of the two SDEs:

Ȳk+1 − X̄k+1 �(Ȳk − X̄k)(1− μh1/2−α/2Ah) + (λh(Ȳk)− νh(X̄k))h

�(Ȳk − X̄k)(1− μh1/2−α/2Ah) + (λh(Ȳk)− λh(X̄k))h

�(Ȳk − X̄k)(1− μh1−α − μh1/2−α/2Ah).

Require α < 1 and h1−α + h1/2−α/2Ah � 1/μ, and the result follows. �
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Condition νh(t, x) � λh(t, x) is usually immediately satisfied given ν(t, x) �
λ(t, x), ∀t, x. Now let us investigate whether (4.10) is achievable.

If λ(t, x) is differentiable in x and |∂xλ(t, x)| ∨ |λ(t, x)| � K(1 + |x|m) for
some K > 0,m � 1, one multiplies the taming factor (1 + G(x)hα)−1 with λ
for G(x) = C|x|m−1, C � 1, and by the mean value theorem, |λh(t, x)−λh(t, y)| �
|∂xλh(t, ξ)||x− y| for some ξ between x and y. Then by the chain rule,

|∂xλh(t, ξ)| � |∂xλh(t, ξ)|(1 + Chα|ξ|m−1) + C|λ(t, ξ)|hα(m− 1)|ξ|m−2

(1 + Chα|ξ|m−1)2

�Km
(1 + |ξ|m−1)(1 + Chα|ξ|m−1) + C(1 + |ξ|m)hα|ξ|m−2

(1 + Chα|ξ|m−1)2

=Km
1 + Chα|ξ|m−2 + (1 + Chα)|ξ|m−1 + 2Chα|ξ|2m−2

1 + 2Chα|ξ|m−1 + C2h2α|ξ|2m−2

�2Km
1 + 2|ξ|m−1 + hα|ξ|2m−2

Chα(1 + 2|ξ|m−1 + hα|ξ|2m−2)
=

2Km

C
h−α,

where the last inequality holds for Chα � 1. Thus |λh(x)− λh(y)| � μ|x − y|h−α

where, by choosing a large C, the constant μ = 2Km/C can be arbitrarily small.

Appendix A. V -integrability applied to strong convergence

Strong Lp-convergence of explicit numerical methods of a SDE

(A.1) dXt = b(t,Xt)dt+ σ(t,Xt)dWt, t ∈ [0, T ],

has been well studied in the literature. Although this is not the main topic, we
still summarise the framework of it in order to make this article self-contained. For
simplicity we may consider L2 convergence of an explicit numerical scheme X̄. A
typical proof adopted in [27] is based on splitting the one-step difference into two:

Xtk,X(tk)(tk+1)− X̄tk,X̄k
(tk+1)

= Xtk,X(tk)(tk+1)−Xtk,X̄k
(tk+1) +Xtk,X̄k

(tk+1)− X̄tk,X̄k
(tk+1).

The first difference is the one-step perturbation6 of the solution X given different
initial conditions, which by Lemma 2.2 in [27] can be handled provided that As-
sumption A.1 below holds. The second difference is the one-step error between X̄
and X starting from the same initial condition, and that, as seen from the proof of
Lemma 3.2 in [27], can be studied by further decomposing the error as

Xtk,X̄k
(tk+1)− X̄tk,X̄k

(tk+1)

= Xtk,X̄k
(tk+1)− X̃tk,X̄k

(tk+1) + X̃tk,X̄k
(tk+1)− X̄tk,X̄k

(tk+1),(A.2)

where X̃ is the standard Euler scheme

(A.3) X̃t,x(t+ h) = x+ b(t, x)h+ σ(t, x)(Wt+h −Wt).

As is shown in [27], one can achieve optimal rates for the one-step error of (A.3)
against the solution Xt without additional assumptions.

Alternatively, one can regard the local estimates for one-step perturbation and
one-step error as special cases of what is stated in Theorem 1.2 in [10], which holds
for two processes at a stopping time.

6Or one-step stability, not to be confused with the asymptotic stability of equilibrium.
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Assumption A.1. For SDE (A.1), there exist p0 � 2 and κ � 1, s.t. for all
t, s ∈ [0, T ], x, y ∈ R

d,

(i) 〈x− y, b(t, x)− b(t, y)〉+ p0−1
2 ‖σ(t, x)− σ(t, y)‖2 � |x− y|2;

(ii) |b(t, 0)| ∨ ‖σ(t, 0)‖ ∨ supq>0 E|X0|q < ∞;

(iii) |b(t, x)− b(t, y)| �
(
1 + |x|κ−1 + |y|κ−1

)
|x− y| and

‖σ(t, x)− σ(t, y)‖ �
(
1 + |x|(κ−1)/2 + |y|(κ−1)/2

)
|x− y|;

(iv) |b(t, x)− b(s, x)| � (1 + |x|κ) |t− s| and
‖σ(t, x)− σ(s, x)‖ �

(
1 + |x|(κ+1)/2

)
|t− s|.

Note that (i) and (iii) above provides convenience for the strong and weak es-
timates of one-step perturbation Xt,x(t + h) − Xt,y(t + h) for the SDE. If we let
V (·) = | · |p0 ∈ V̄p0

1/p0
, then by (i) and (ii),

(A.4) LV (x) = |x|p0−2

(
〈x, b(t, x)〉+ p0 − 1

2
‖σ(t, x)‖2

)
� 1 + V (x),

which together with the growth condition implied by (ii) and (iii),

(A.5) |b(t, x)| � 1 + |x|κ, ‖σ(t, x)‖ � 1 + |x|(κ+1)/2, ∀t ∈ [0, T ], x ∈ R
d,

can make it possible for the tamed Euler scheme to achieve Theorem 2.5.
Although the argument (A.2) is hidden in the proof of the main result in [27],

here we reformulate it as the following.

Theorem A.2. Let Assumption A.1 hold for some even p0 ∈ N
+. If there is a real

number p1 � 1 s.t. a numerical scheme {X̄k} with step size h is | · |p1-integrable and
its one-step error against the standard Euler scheme (A.3) satisfies for all q � 1,

E

∣∣∣X̄t,x(t+ h)− X̃t,x(t+ h)
∣∣∣q � (1 + |x|α)hδq,∣∣∣EX̄t,x(t+ h)− EX̃t,x(t+ h)
∣∣∣ � (1 + |x|α′

)
hδ+1/2,

for some α, α′ > 0 and δ > 1/2, then for some p ∈ [1, p1], maxk
∥∥X̄k −Xtk

∥∥
Lp(Ω)

=

O(hδ−1/2).

Regarding moment bounds, Theorem 2.5 plays an essential role in controlling the
highest (p1) moments of {X̄k} needed for Lp convergence. The relation between
p0, p1 and p depends on what specific taming method one adopts and how one
decomposes the global error. This has been studied for various balanced schemes
in [9, 25, 27].

Appendix B. Proof of Proposition 2.11 and Corollary 2.12

B.1. Proof of Proposition 2.11.

Proof. Since both drift and diffusion are Lipschitz in t, we may assume b(t, x) =
b(x), σ(t, x) = σ(x), ∀t, x. Notice that using a more precise growth condition
(A.5) rather than Assumption 2.2, we can estimate |b|h1/2 and ‖σ‖h1/4 separately
in (2.21) and need only choose r < 1/(2(κ− 1)), qγ = 1.

One only needs to check if δ = 1 in Theorem A.2. Indeed the weak one-step
error has estimate, by the Cauchy-Schwarz inequality and Chebyshev’s inequality
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(denote ΔW := Wt+h −Wt),∣∣∣EX̄t,x − EX̃t,x

∣∣∣ = |EΠ(x+ b(x)h+ σ(x)ΔW )− E (x+ b(x)h+ σ(x)ΔW )|
�2E |x+ b(x)h+ σ(x)ΔW |�|x+b(x)h+σ(x)ΔW |>h−r

�K
(
E|x+ b(x)h+ σ(x)ΔW |2+ 3

r

) 1
2

h
3
2

�K

(
|x|1+ 3

2r +
(
(1 + |x|)h 1

2

)1+ 3
2r

+
(
(1 + |x|)h 1

4

)1+ 3
2r

)
h

3
2

�K
(
1 + |x|1+ 3

2r

)
h

3
2 ,

where we used (2.21) for |x| � h−r. Similarly,

E

∣∣∣X̄t,x − X̃t,x

∣∣∣2 =E |Π(x+ b(x)h+ σ(x)ΔW )− x− b(x)h− σ(x)ΔW |2

�KE |x+ b(x)h+ σ(x)ΔW |2 �|x+b(x)h+σ(x)ΔW |>h−r

�K
(
E|x+ b(x)h+ σ(x)ΔW |4+ 4

r

) 1
2

h2

�K

(
|x|2+ 2

r +
(
(1 + |x|)h 1

2

)2+ 2
r

+
(
(1 + |x|)h 1

4

)2+ 2
r

)
h2

�K
(
1 + |x|2+ 2

r

)
h2.

This validates the L2 convergence of (2.19). �

It is worth mentioning that if set r = 1/(2κ), in the end (involving the Cauchy-
Schwarz inequality) we have p1 = 8κ + 4, which is almost the same p1 needed for
the specific balanced scheme introduced in [27]. However, as shown in Lemma 3.1
therein, p0 � O(p1κ), whereas for the projected scheme proposed here we have
p0 = p1. We leave the details of this calculation to the reader.

B.2. Proof of Corollary 2.12.

Proof. Suppose we already have a numerical scheme (bh, σh) satisfying the condi-
tions of Theorem A.2. For the composed scheme (2.22) to converge in L2, one uses
the same arguments adopted above to give the one-step estimates∣∣EΠ (x+ bh(x)h+ σh(x)ΔW

)
− E
(
x+ bh(x)h+ σh(x)ΔW

)∣∣ = O(h
3
2 ),

E
∣∣Π (x+ bh(x)h+ σh(x)ΔW

)
− x− bh(x)h− σh(x)ΔW

∣∣2 = O(h2),

and the result follows from the triangle inequality. �

Appendix C. Proof of Lemma 4.1

Proof. Consider f(x) = x− = max(0,−x). Take a monotone sequence of smooth
functions φn(x) s.t.

φn(x) → f(x), φ′
n(x) → −�{x<0}(x), φ′′

n(x) → 0,
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uniformly as n → ∞, and the derivatives satisfy |φ′
n(x)| � 1, φ′′

n(x) � n−1|x|−κ,
for all x ∈ R. Existence of such approximation can be found in, e.g., Section 5.2.C
in [13]. By Itō’s formula,

φn(Xt) = φn(X0) +

∫ t

0

(
φ′
n(Xs)b(s,Xs) +

1

2
φ′′
n(Xs)σ

2(s,Xs)

)
ds(C.1)

+

∫ t

0

φ′
n(Xs)σ(s,Xs)dWs.

From (4.3) one can show that b(t, x) = b1(t, x)+ b2(t, x), where b1(t, x) is monoton-
ically decreasing in x, and b2(t, x) is Lipschitz. One can choose, e.g., b2(t, x) = Kx
and hence

(x− y)(b1(t, x)− b1(t, y)) = (x− y)(b(t, x)−Kx− b(t, y) +Ky)

= (x− y)(b(t, x)− b(x, y))−K|x− y|2 � 0.

Taking expectation on both sides of (C.1) and letting n → ∞, by the monotone
and dominated convergence theorems we find that only one term remains:

EX−
t � E

∫ t

0

−�{Xs<0}b(s,Xs)ds = E

∫ t

0

−�{Xs<0} (b1(s,Xs) + b2(s,Xs)) ds

� E

∫ t

0

−�{Xs<0} (b1(s, 0) + b2(s, 0)−K|Xs|) ds

= E

∫ t

0

�{Xs<0} (−b(s, 0) +K|Xs|) ds.

Note that b(s, 0) � 0, thus

EX−
t �

∫ t

0

KEX−
s ds ⇒ EX−

t = 0, ∀t � 0,

by Grönwall’s inequality, which is validated by checking, for all t � 0,

EX−
t =E�Xt<0

∣∣∣∣X0 +

∫ t

0

b(s,Xs)ds+ σ(s,Xs)dWs

∣∣∣∣
�EX0 + E

∫ t

0

|b(s,Xs)|ds+ C

(
E

∫ t

0

σ2(s,Xs)ds

) 1
2

< ∞,

for some constant C > 0, due to polynomial growth of b and σ2 and bounded
moments of Xt up to the same order. Thus we conclude that Xt � 0 a.s. �
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