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#### Abstract

We rigorously analyze the error estimates of the conservative finite difference method (CNFD) for the Zakharov system (ZS) with a dimensionless parameter $\varepsilon \in(0,1]$, which is inversely proportional to the ion acoustic speed. When $\varepsilon \rightarrow 0^{+}$, ZS collapses to the standard nonlinear Schrödinger equation (NLS). In the subsonic limit regime, i.e., $\varepsilon \rightarrow 0^{+}$, there exist highly oscillatory initial layers in the solution. The initial layers propagate with $O(\varepsilon)$ wavelength in time, $O(1)$ and $O\left(\varepsilon^{2}\right)$ amplitudes, for the ill-prepared initial data and well-prepared initial data, respectively. This oscillatory behavior brings significant difficulties in analyzing the errors of numerical methods for solving the Zakharov system. In this work, we show the CNFD possesses the error bounds $h^{2} / \varepsilon+\tau^{2} / \varepsilon^{3}$ in the energy norm for the ill-prepared initial data, where $h$ is mesh size and $\tau$ is time step. For the well-prepared initial data, CNFD is uniformly convergent for $\varepsilon \in(0,1$ ], with second-order accuracy in space and $O\left(\tau^{4 / 3}\right)$ accuracy in time. The main tools involved in the analysis include cut-off technique, energy methods, $\varepsilon$-dependent error estimates of the ZS, and $\varepsilon$-dependent error bounds between the numerical approximate solution of the ZS and the solution of the limit NLS. Our approach works in one, two and three dimensions, and can be easily extended to the generalized Zakharov system and nonconservative schemes. Numerical results suggest that the error bounds are sharp for the plasma densities and the error bounds of the CNFD for the electric fields are the same as those of the splitting methods.


## 1. Introduction

In this paper, we consider the Zakharov system (ZS) in $d(d=1,2,3)$ dimensions describing the propagation of Langmuir waves in plasma [6, 18, 19, 23,

$$
\begin{cases}i \partial_{t} E^{\varepsilon}(\mathbf{x}, t)+\nabla^{2} E^{\varepsilon}(\mathbf{x}, t)-N^{\varepsilon}(\mathbf{x}, t) E^{\varepsilon}(\mathbf{x}, t)=0, & \mathbf{x} \in \mathbb{R}^{d}, t>0  \tag{1.1}\\ \varepsilon^{2} \partial_{t t} N^{\varepsilon}(\mathbf{x}, t)-\nabla^{2} N^{\varepsilon}(\mathbf{x}, t)-\nabla^{2}\left|E^{\varepsilon}(\mathbf{x}, t)\right|^{2}=0, & \mathbf{x} \in \mathbb{R}^{d}, t>0 \\ E^{\varepsilon}(\mathbf{x}, 0)=E_{0}(\mathbf{x}), \quad N^{\varepsilon}(\mathbf{x}, 0)=N_{0}^{\varepsilon}(\mathbf{x}), \quad \partial_{t} N^{\varepsilon}(\mathbf{x}, 0)=N_{1}^{\varepsilon}(\mathbf{x}), & \mathbf{x} \in \mathbb{R}^{d},\end{cases}
$$

where $E^{\varepsilon}:=E^{\varepsilon}(\mathbf{x}, t)$ is a complex function describing the envelope of electric field and $N^{\varepsilon}:=N^{\varepsilon}(\mathbf{x}, t)$ is a real function representing the plasma ion density deviation
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from its equilibrium position, $\mathbf{x}$ is the spatial coordinate, $t$ is the time, $0<\varepsilon \leq 1$ is a dimensionless parameter inversely proportional to the ion acoustic speed, and $\Delta=\nabla^{2}$ is the Laplace operator in $d$-dimensional space.

In the subsonic limit, i.e., $\varepsilon \rightarrow 0^{+}$, as proven by [1, 14, 16, 18, the Zakharov system (1.1) converges to the standard cubic nonlinear Schrödinger equation (NLS),

$$
\begin{cases}i \partial_{t} E(\mathbf{x}, t)+\nabla^{2} E(\mathbf{x}, t)+|E(\mathbf{x}, t)|^{2} E(\mathbf{x}, t)=0, & \mathbf{x} \in \mathbb{R}^{d}, t>0  \tag{1.2}\\ E(\mathbf{x}, 0)=E_{0}(\mathbf{x}), & \mathbf{x} \in \mathbb{R}^{d}\end{cases}
$$

However, due to the incompatibility of the initial data $\left(E_{0}, N_{0}^{\varepsilon}, N_{1}^{\varepsilon}\right)$ of (1.1), convergence rates are different. Noticing that for the solution $E(\mathbf{x}, t)$ of (1.2),

$$
\left.\partial_{t}|E(\mathbf{x}, t)|^{2}\right|_{t=0}=-2 \operatorname{Im}\left(\Delta E_{0}(\mathbf{x}) \overline{E_{0}(\mathbf{x})}\right)
$$

and the compatibility of the initial data between the ZS (1.1) and the NLS (1.2) can be characterized as

$$
\begin{equation*}
N_{0}^{\varepsilon}(\mathbf{x})=-\left|E_{0}(\mathbf{x})\right|^{2}+\varepsilon^{\alpha} w_{0}(\mathbf{x}), \quad N_{1}^{\varepsilon}(\mathbf{x})=2 \operatorname{Im}\left(\Delta E_{0}(\mathbf{x}) \overline{E_{0}(\mathbf{x})}\right)+\varepsilon^{\beta-1} w_{1}(\mathbf{x}) \tag{1.3}
\end{equation*}
$$

where $\alpha, \beta \geq 0$ are nonnegative parameters, $\operatorname{Im}(f)$ and $\bar{f}$ denote the imaginary part and complex conjugate of function $f$, respectively.

As $\varepsilon \rightarrow 0^{+}$, the solution of ZS (1.1) oscillates with wavelength $O(\varepsilon)$ in time $t$ due to the wave operator term and/or the initial data $\left(E_{0}, N_{0}^{\varepsilon}, N_{1}^{\varepsilon}\right)$. Based on the theoretical results [14, 16, 18, we can find the asymptotic form of the solution ( $\left.E^{\varepsilon}(\mathbf{x}, t), N^{\varepsilon}(\mathbf{x}, t)\right)$ for Zakharov system (1.1) as $\varepsilon \rightarrow 0^{+}$,

$$
\begin{aligned}
E^{\varepsilon}(\mathbf{x}, t)= & E(\mathbf{x}, t)+\varepsilon^{2} E^{(1)}(\mathbf{x}, t)+\varepsilon^{3} E^{(2)}(\mathbf{x}, t)+\cdots \\
& +\varepsilon^{1+\min \{\alpha, \beta, 2\}} U(\mathbf{x}, t / \varepsilon)+\varepsilon^{2+\min \{\alpha, \beta, 1\}} U^{(1)}(\mathbf{x}, t / \varepsilon)+\cdots \\
N^{\varepsilon}(\mathbf{x}, t)= & -|E(\mathbf{x}, t)|^{2}+\varepsilon^{2} N^{(1)}(\mathbf{x}, t)+\varepsilon^{3} N^{(2)}(\mathbf{x}, t)+\cdots \\
& +\varepsilon^{\alpha} \Lambda^{(1)}(\mathbf{x}, t / \varepsilon)+\varepsilon^{\beta} \Lambda^{(2)}(\mathbf{x}, t / \varepsilon)+\varepsilon^{1+\min \{\alpha, \beta, 1\}} \Lambda^{(3)}(\mathbf{x}, t / \varepsilon)+O\left(\varepsilon^{2}\right),
\end{aligned}
$$

where $E(\mathbf{x}, t)$ is the solution of the limit NLS (1.2), $\Lambda^{(1)}(\mathbf{x}, s)$ and $\Lambda^{(2)}(\mathbf{x}, s)$ are the first and the second initial layers, respectively, satisfying the following equations:
$\partial_{s s} \Lambda^{(1)}(\mathbf{x}, s)-\nabla^{2} \Lambda^{(1)}(\mathbf{x}, s)=0, \quad \partial_{s s} \Lambda^{(2)}(\mathbf{x}, s)-\nabla^{2} \Lambda^{(2)}(\mathbf{x}, s)=0, \mathbf{x} \in \mathbb{R}^{d}, s>0$,
$\Lambda^{(1)}(\mathbf{x}, 0)=w_{0}(\mathbf{x}), \quad \partial_{s} \Lambda^{(1)}(\mathbf{x}, 0)=0, \quad \Lambda^{(2)}(\mathbf{x}, 0)=0, \quad \partial_{s} \Lambda^{(2)}(\mathbf{x}, 0)=w_{1}(\mathbf{x})$.
From the results in literature 1, 14, 16 and the above expansion, it is clear that leading oscillations due to the initial layers are determined by $\alpha$ and $\beta$. Moreover, we can classify the initial data into well-prepared ( $\alpha \geq 2, \beta \geq 2$ ), less-ill-prepared $(1 \leq \alpha, \beta<2)$ and ill-prepared $(0 \leq \alpha, \beta<1)$ cases. Indeed, when $\alpha \geq 2$ and $\beta \geq 2$, the leading oscillation in the density $N^{\varepsilon}$ comes from the $\varepsilon^{2} \partial_{t t}$ term in the equation, and $\partial_{t t} N^{\varepsilon}$ is uniformly bounded w.r.t. $\varepsilon$; when $1 \leq \alpha, \beta<2$, the leading oscillation term in the density $N^{\varepsilon}$ is of order $O\left(\varepsilon^{\min \{\alpha, \beta\}}\right)$ which comes from the initial layers, and $\partial_{t} N^{\varepsilon}$ is uniformly bounded w.r.t. $\varepsilon$; when $0 \leq \alpha, \beta<1$, the leading oscillation comes from the initial layers, and $\partial_{t} N^{\varepsilon}=O\left(\varepsilon^{\min \{\alpha, \beta\}-1}\right)$ is unbounded w.r.t. $\varepsilon$.

There have been extensive theoretical studies on the ZS (1.1), including the well-posedness of the Cauchy problem [1, 9, 13, 18, the subsonic limit [1, 14, 16, 18, and the blow-up [15], etc. For the numerical part, different kinds of numerical methods have been proposed for solving the Zakharov system and/or the nonlinear

Schrödinger equation [2,4, 6, 8, 10, 12, 16]. For the case $\varepsilon=O(1)$, Glassey [10] obtained the first-order convergence in both spatial and temporal discretizations for the conservative finite difference scheme solving the ZS (1.1). Later, Chang et al. [8] improved the estimates to the optimal second-order convergence. Despite the finite difference methods, exponential-wave-integrator spectral methods [6, 17, the Legendre-Galerkin method [11, the Jacobi-type method [7, the discontinuousGalerkin method [22], the multi-symplectic method [21] and time-splitting spectral methods [5, 12 h have been proposed for solving the ZS . Concerning the ZS (1.1) in the subsonic limit regime, i.e., $\varepsilon \ll 1$, the issue is rather complicated due to the initial layer phenomenon and the oscillatory behavior of the solution. The rapid oscillations bring significant difficulties in analyzing the numerical methods as $\varepsilon \ll 1$. There are very few works addressing the numerical issues as $\varepsilon \rightarrow 0^{+}$. Thus, the aim of this paper is to carry out rigorous error analysis for the conservative finite difference (CNFD) methods of Zakharov equations in the subsonic limit regime. We pay particular attention to how the errors depend on mesh size $h$, time step $\tau$ and the parameter $\varepsilon$. It is shown that the CNFD is uniformly convergent at $O\left(h^{2}+\tau^{4 / 3}\right)$ and $O\left(h^{2}+\tau^{2 / 3}\right)$ for the well-prepared and less-ill-prepared initial data, respectively; for the ill-prepared initial data, the error of CNFD is at the order $O\left(h^{2} / \varepsilon+\tau^{2} / \varepsilon^{3}\right)$.

The rest of the paper is organized as follows. In section 2, we introduced the conservative finite difference method and our main results. Section 3 is devoted to the error analysis. Numerical results are shown in section 4 to demonstrate the error behavior. Finally, some conclusions are drawn in section 5. Throughput the paper, we adopt the standard notations for Sobolev spaces and write $p \lesssim q$ to mean that there exists a constant $C>0$ independent of $\varepsilon, h$ and $\tau$, such that $p \leq C q$.

## 2. Numerical method and main results

In practical computation, ZS (1.1) is usually truncated on a bounded interval $\Omega=$ $(a, b)$ in 1D, or a rectangle $\Omega=(a, b) \times(c, d)$ in 2 D or a box $\Omega=(a, b) \times(c, d) \times(e, f)$ in 3D [5, 6, 8, 10, 12, 17, 22, with zero Dirichlet boundary condition (or periodic boundary condition). By doing such a truncation, we assume that the solutions are well localized in the bounded domain and the error due to the truncation is negligible. For the simplicity of notation, we only deal with the case in 1D, i.e., $d=1$ and $\Omega=(a, b)$. Extensions to 2D and 3D are straightforward, and the error estimates in $l^{2}$-norm and discrete semi- $H^{1}$-norm are the same in 2 D and 3 D . In 1D, ZS (1.1) is truncated on an interval $\Omega=(a, b)$ as

$$
\begin{cases}i \partial_{t} E^{\varepsilon}(x, t)+\partial_{x x} E^{\varepsilon}(x, t)-N^{\varepsilon}(x, t) E^{\varepsilon}(x, t)=0, & x \in \Omega, t>0,  \tag{2.1}\\ \varepsilon^{2} \partial_{t t} N^{\varepsilon}(x, t)-\partial_{x x} N^{\varepsilon}(x, t)-\partial_{x x}\left|E^{\varepsilon}(x, t)\right|^{2}=0, & x \in \Omega, t>0, \\ E^{\varepsilon}(x, 0)=E_{0}(x), \quad N^{\varepsilon}(x, 0)=N_{0}^{\varepsilon}(x), \quad \partial_{t} N^{\varepsilon}(x, 0)=N_{1}^{\varepsilon}(x), & x \in \Omega, \\ \left.E^{\varepsilon}(x, t)\right|_{\partial \Omega}=0,\left.\quad N^{\varepsilon}(x, t)\right|_{\partial \Omega}=0, & t>0\end{cases}
$$

To describe the important conserved quantity of ZS (2.1), we introduce the potential function $U^{\varepsilon}:=U^{\varepsilon}(x, t) \in \mathbb{R}$ as the solution of the elliptic equation:

$$
\begin{equation*}
-\partial_{x x} U^{\varepsilon}=N_{t}^{\varepsilon},\left.\quad U^{\varepsilon}\right|_{\partial \Omega}=0 \tag{2.2}
\end{equation*}
$$

It is well-known that the following quantities are conserved by ZS (2.1), i.e., the energy

$$
\begin{equation*}
H(t):=\int_{\Omega}\left(\left|\partial_{x} E^{\varepsilon}(x, t)\right|^{2}+N^{\varepsilon}\left|E^{\varepsilon}\right|^{2}+\frac{1}{2}\left(\varepsilon^{2}\left|\partial_{x} U^{\varepsilon}\right|^{2}+\left|N^{\varepsilon}(x, t)\right|^{2}\right)\right) d x \equiv H(0) \tag{2.3}
\end{equation*}
$$

and the mass

$$
\begin{equation*}
\left\|E^{\varepsilon}(\cdot, t)\right\|_{L^{2}(\Omega)}=\left\|E^{\varepsilon}(\cdot, 0)\right\|_{L^{2}(\Omega)} \tag{2.4}
\end{equation*}
$$

Formally, as $\varepsilon \rightarrow 0^{+}$, ZS (2.1) collapses to the standard NLS [1, 14, 16, 18,

$$
\begin{cases}i \partial_{t} E(x, t)+\partial_{x x} E(x, t)+|E(x, t)|^{2} E(x, t)=0, & x \in \Omega \subset \mathbb{R}, t>0  \tag{2.5}\\ E(x, 0)=E_{0}(x), & x \in \bar{\Omega} \\ \left.E(x, t)\right|_{\partial \Omega}=0, & t>0\end{cases}
$$

We assume that the initial data $N_{0}^{\varepsilon}$ and $N_{1}^{\varepsilon}$ are given as

$$
\left\{\begin{array}{l}
N_{0}^{\varepsilon}(x)=-\left|E_{0}(x)\right|^{2}+\varepsilon^{\alpha} w_{0}(x), \quad \alpha \geq 0, \quad x \in \Omega,  \tag{2.6}\\
N_{1}^{\varepsilon}(x)=2 \operatorname{Im}\left(\Delta E_{0}(x) \overline{E_{0}(x)}\right)+\varepsilon^{\beta-1} w_{1}(x), \quad \beta \geq 0, \quad x \in \Omega,
\end{array}\right.
$$

where $\alpha, \beta \geq 0$ are parameters describing the consistency of the initial data of ZS (2.1) with respect to the initial value of NLS (2.5). In particular, we require that $\int_{\Omega} w_{1}(x) d x=0$ in accordance with the whole space case where $\left(-\nabla^{2}\right)^{-1 / 2} N_{1}^{\varepsilon} \in L^{2}$ [1, 14, 16, 18 .
2.1. Numerical methods. Choose time step $\tau:=\Delta t$ and denote time steps as $t_{k}:=k \tau$ for $k=0,1,2, \ldots$; choose mesh size $\Delta x:=\frac{b-a}{M}$ with $M$ being a positive integer and denote $h:=\Delta x$ and grid points as $x_{j}:=a+j \Delta x, j=0,1, \ldots, M$. Define the index sets

$$
\mathcal{T}_{M}=\{j \mid j=1,2, \ldots, M-1\}, \quad \mathcal{T}_{M}^{0}=\{j \mid j=0,1,2, \ldots, M\}
$$

Let $E_{j}^{\varepsilon, k}, E_{j}^{k}$ and $N_{j}^{\varepsilon, k}$ be the numerical approximations of $E^{\varepsilon}\left(x_{j}, t_{k}\right), E\left(x_{j}, t_{k}\right)$ and $N^{\varepsilon}\left(x_{j}, t_{k}\right)$, respectively, for $j \in \mathcal{T}_{M}^{0}$ and $k \geq 0$, and denote $E^{\varepsilon, k}, E^{k} \in \mathbb{C}^{M+1}$ and $N^{\varepsilon, k} \in \mathbb{R}^{M+1}$ to be the numerical solution vectors at time $t=t_{k}$. We introduce the following finite difference operators:

$$
\begin{aligned}
& \delta_{x}^{+} E_{j}^{k}=\frac{1}{h}\left(E_{j+1}^{k}-E_{j}^{k}\right), \quad \delta_{x}^{-} E_{j}^{k}=\frac{1}{h}\left(E_{j}^{k}-E_{j-1}^{k}\right), \quad \delta_{x} E_{j}^{k}=\frac{E_{j+1}^{k}-E_{j-1}^{k}}{2 h} \\
& \delta_{t}^{+} E_{j}^{k}=\frac{1}{\tau}\left(E_{j}^{k+1}-E_{j}^{k}\right), \quad \delta_{t}^{-} E_{j}^{k}=\frac{1}{\tau}\left(E_{j}^{k}-E_{j}^{k-1}\right), \quad \delta_{t} E_{j}^{k}=\frac{E_{j}^{k+1}-E_{j}^{k-1}}{2 \tau}, \\
& \delta_{t}^{2} u_{j}^{k}=\frac{E_{j}^{k+1}-2 E_{j}^{k}+E_{j}^{k-1}}{\tau^{2}}, \quad \delta_{x}^{2} E_{j}^{k}=\frac{E_{j+1}^{k}-2 E_{j}^{k}+E_{j-1}^{k}}{h^{2}}
\end{aligned}
$$

The classical conservative Crank-Nicolson finite difference (CNFD) discretization of ZS (2.1) reads as [8, 10],

$$
\begin{gather*}
i \delta_{t}^{-} E_{j}^{\varepsilon, k}=\left[-\delta_{x}^{2}+\frac{N_{j}^{\varepsilon, k-1}+N_{j}^{\varepsilon, k}}{2}\right] \frac{E_{j}^{\varepsilon, k-1}+E_{j}^{\varepsilon, k}}{2}, \quad j \in \mathcal{T}_{M}, \quad k \geq 1  \tag{2.7}\\
\varepsilon^{2} \delta_{t}^{2} N_{j}^{\varepsilon, k}=\frac{1}{2} \delta_{x}^{2}\left(N_{j}^{\varepsilon, k+1}+N_{j}^{\varepsilon, k-1}\right)+\delta_{x}^{2}\left|E_{j}^{\varepsilon, k}\right|^{2}, \quad j \in \mathcal{T}_{M}, \quad k \geq 1
\end{gather*}
$$

with boundary and initial conditions for $j \in \mathcal{T}_{M}$ as

$$
\begin{align*}
& E_{0}^{\varepsilon, k}=E_{M}^{\varepsilon, k}=0, \quad N_{0}^{\varepsilon, k}=N_{M}^{\varepsilon, k}=0, \quad E_{j}^{\varepsilon, 0}=E_{0}\left(x_{j}\right)  \tag{2.8}\\
& N_{j}^{\varepsilon, 0}=-\left|E_{0}\left(x_{j}\right)\right|^{2}+\varepsilon^{\alpha} w_{0}\left(x_{j}\right), \quad N_{1, j}^{\varepsilon}=2 \operatorname{Im}\left(\delta_{x}^{2} E_{0}\left(x_{j}\right) \overline{E_{0}\left(x_{j}\right)}\right)+\varepsilon^{\beta-1} w_{1}\left(x_{j}\right) .
\end{align*}
$$

To complete the scheme, we need to assign the value $N^{\varepsilon, k}$ at the first step $k=1$.
Choice of the first step value and the initial layer. Under the hypothesis of suitable regularity of $N^{\varepsilon}(x, t)$, one may use Taylor expansion to have the secondorder accurate initial step as

$$
\begin{align*}
& N_{j}^{\varepsilon, 1} \approx N_{0}^{\varepsilon}\left(x_{j}\right)+\tau \partial_{t} N^{\varepsilon}\left(x_{j}, 0\right)+\frac{\tau^{2}}{2} \partial_{t t} N^{\varepsilon}\left(x_{j}, 0\right), \quad \partial_{t} N^{\varepsilon}\left(x_{j}, 0\right)=N_{1}^{\varepsilon}\left(x_{j}\right), \quad j \in \mathcal{T}_{M},  \tag{2.9}\\
& \partial_{t t} N^{\varepsilon}\left(x_{j}, 0\right)=\frac{1}{\varepsilon^{2}} \partial_{x x}\left(N^{\varepsilon}\left(x_{j}, 0\right)+\left|E^{\varepsilon}\left(x_{j}, 0\right)\right|^{2}\right) \approx \varepsilon^{\alpha-2} \delta_{x}^{2} w_{0}\left(x_{j}\right), \quad j \in \mathcal{T}_{M} .
\end{align*}
$$

Using (2.8), we then obtain

$$
\begin{equation*}
N_{j}^{\varepsilon, 1} \approx N_{0}^{\varepsilon}\left(x_{j}\right)+\tau\left(2 \operatorname{Im}\left(\delta_{x}^{2} E_{0}\left(x_{j}\right) \overline{E_{0}\left(x_{j}\right)}\right)+\varepsilon^{\beta-1} w_{1}\left(x_{j}\right)\right)+\frac{\tau^{2}}{2} \varepsilon^{\alpha-2} \delta_{x}^{2} w_{0}\left(x_{j}\right) \tag{2.10}
\end{equation*}
$$

When $0 \leq \alpha<2,0 \leq \beta<1$, the above approximation (2.9) is not appropriate if $\varepsilon \ll 1$, since the time step has to be very small to make the first step $N^{\varepsilon, 1}$ bounded, while we know that the exact $N^{\varepsilon}$ is uniformly bounded. On the other hand, due to the rapid oscillation, small time step $\tau$ is required to maintain the accuracy of approximation (2.10) in view of Taylor expansion, where the local truncation error induced by the discretization (2.7) shares the same property. Based on these observations and the current finite difference discretization, we are going to derive a better approximation of $N^{\varepsilon}\left(x_{j}, \tau\right)$ which is uniformly bounded w.r.t. $\varepsilon$ and has the same accuracy as the local truncation error of (2.10) (cf. (3.3)).

The idea is to absorb the unbounded terms when $\varepsilon \rightarrow 0^{+}$(the terms involving $\varepsilon^{\beta-1}$ and $\varepsilon^{\alpha-2}$ ) in (2.10) using trigonometric functions $\sin (\tau / \varepsilon)$, resulting in the following initial step:
(2.11)
$N_{j}^{\varepsilon, 1} \approx N_{0}^{\varepsilon}\left(x_{j}\right)+2 \tau \operatorname{Im}\left(\delta_{x}^{2} E_{0}\left(x_{j}\right) \overline{E_{0}\left(x_{j}\right)}\right)+\varepsilon^{\beta} \sin \left(\frac{\tau}{\varepsilon}\right) w_{1}\left(x_{j}\right)+2 \varepsilon^{\alpha} \sin ^{2}\left(\frac{\tau}{2 \varepsilon}\right) \delta_{x}^{2} w_{0}\left(x_{j}\right)$.
It is easy to verify that (2.11) maintains the same temporal accuracy as (2.10) when $\tau$ is small enough and (2.11) ensures $N_{j}^{\varepsilon, 1}$ is uniformly bounded for all $\tau$ and $\varepsilon$. Meanwhile, (2.11) will preserve the Schrödinger limit of the ZS (1.1) as $\varepsilon \rightarrow 0^{+}$if $\alpha, \beta>0$.

Now, (2.7), (2.8) and (2.11) complete the CNFD scheme for the Zakharov system (2.1). We notice that another type initialization (cf. (4.6)) can be used instead of (2.11) while the results obtained will remain the same.
2.2. Main results. Before stating our main results on the error estimates for CNFD (2.7)-(2.11), we introduce some notation. Denote

$$
X_{M}=\left\{v=\left(v_{j}\right)_{j \in \mathcal{T}_{M}^{0}} \mid v_{0}=v_{M}=0\right\} \subset \mathbb{C}^{M+1}
$$

and define the norms and inner product over $X_{M}$ as

$$
\begin{align*}
& \|v\|^{2}=h \sum_{j=0}^{M-1}\left|v_{j}\right|^{2},\left\|\delta_{x}^{+} v\right\|^{2}=h \sum_{j=0}^{M-1}\left|\delta_{x}^{+} v_{j}\right|^{2}, \\
& \left\|\delta_{x}^{2} v\right\|^{2}=h \sum_{j=1}^{M-1}\left|\delta_{x}^{2} v_{j}\right|^{2},\|v\|_{\infty}=\sup _{j \in \mathcal{T}_{M}^{o}}\left|v_{j}\right|, \\
& \quad(u, v)=h \sum_{j=0}^{M-1} u_{j} \bar{v}_{j}, \quad\langle u, v\rangle=h \sum_{j=1}^{M-1} u_{j} \bar{v}_{j} \quad \forall u, v \in X_{M} . \tag{2.12}
\end{align*}
$$

For simplicity of notation, we denote

$$
\begin{equation*}
\alpha^{*}=\min \{1, \alpha, \beta\}, \quad \alpha^{\dagger}=\min \{\alpha, \beta, 2\} . \tag{2.13}
\end{equation*}
$$

Let $T^{*}$ be the maximum common existence time for the solution $\left(E^{\varepsilon}=E^{\varepsilon}(x, t)\right.$, $\left.N^{\varepsilon}=N^{\varepsilon}(x, t)\right)$ to the ZS (2.1) and the solution $E=E(x, t)$ to the NLS (2.5). For $0<T<T^{*}$, according to the known results in [1, 14, 16, 18, and the asymptotic expansion in section 1, we assume the exact solution $\left(E^{\varepsilon}(x, t), N^{\varepsilon}(x, t)\right)$ of ZS (2.1) and the exact solution $E(x, t)$ of NLS (2.5) are smooth enough satisfying the homogeneous boundary conditions. More precisely, we assume $E^{\varepsilon}, N^{\varepsilon}, E \in$ $L^{\infty}\left([0, T] ; H_{0}^{1}(\Omega)\right)$ and
(A)

$$
\begin{aligned}
& \left\|E^{\varepsilon}\right\|_{L^{\infty}\left([0, T] ; W^{5, \infty}(\Omega)\right)}+\left\|E^{\varepsilon}\right\|_{W^{1, \infty}\left([0, T] ; W^{1, \infty}(\Omega)\right)} \\
& \quad+\varepsilon^{1-\alpha^{*}}\left\|E^{\varepsilon}\right\|_{W^{2, \infty}\left([0, T] ; W^{1, \infty}(\Omega)\right)} \\
& \quad+\varepsilon^{2-\alpha^{\dagger}}\left\|E^{\varepsilon}\right\|_{W^{3, \infty}\left([0, T] ; W^{1, \infty}(\Omega)\right)}+\|E\|_{W^{3, \infty}\left([0, T] ; W^{1, \infty}(\Omega)\right)} \lesssim 1, \\
& \left\|N^{\varepsilon}\right\|_{L^{\infty}\left([0, T] ; W^{5}, \infty(\Omega)\right)}+\varepsilon^{\alpha^{1-\alpha^{*}}}\left\|N^{\varepsilon}\right\|_{W^{1, \infty}\left([0, T] ; L^{\infty}(\Omega)\right)} \\
& \quad+\varepsilon^{2-\alpha^{\dagger}}\left\|N^{\varepsilon}\right\|_{W^{2, \infty}\left([0, T] ; W^{3, \infty}(\Omega)\right)} \\
& \quad+\varepsilon^{3-\alpha^{\dagger}}\left\|N^{\varepsilon}\right\|_{W^{3, \infty}\left([0, T] ; L^{\infty}(\Omega)\right)}+\varepsilon^{4-\alpha^{\dagger}}\left\|N^{\varepsilon}\right\|_{W^{4, \infty}\left([0, T] ; W^{1, \infty}(\Omega)\right)} \lesssim 1,
\end{aligned}
$$

with the convergence

$$
\begin{equation*}
\left\|E^{\varepsilon}-E\right\|_{L^{\infty}\left([0, T] ; H^{1}(\Omega)\right)} \lesssim \varepsilon^{1+\alpha^{*}}, \quad\left\|N^{\varepsilon}-|E|^{2}\right\|_{L^{\infty}\left([0, T] ; L^{2}(\Omega)\right)} \lesssim \varepsilon^{\alpha^{\dagger}} \tag{B}
\end{equation*}
$$

as well as the initial data

$$
\begin{equation*}
\left\|E_{0}\right\|_{H^{4}(\Omega)}+\left\|w_{0}\right\|_{H^{2}(\Omega)}+\left\|w_{1}\right\|_{H^{2}(\Omega)} \lesssim 1 \tag{C}
\end{equation*}
$$

Define the 'error' functions $e^{\varepsilon, k}, n^{\varepsilon, k} \in X_{M}$ for $k \geq 0$ as

$$
\begin{equation*}
e_{j}^{\varepsilon, k}=E^{\varepsilon}\left(x_{j}, t_{k}\right)-E_{j}^{\varepsilon, k}, \quad n_{j}^{\varepsilon, k}=N^{\varepsilon}\left(x_{j}, t_{k}\right)-N_{j}^{\varepsilon, k}, \quad j \in \mathcal{T}_{M}, \tag{2.14}
\end{equation*}
$$

and we have the following estimates on the errors.
Theorem 2.1 (Well- and less-ill-prepared initial data). For well- and less-illprepared initial data, i.e., $\alpha, \beta \geq 1$, under the assumptions (A), (B) and (C), there exist $h_{0}>0$ and $\tau_{0}>0$ sufficiently small, when $0<h \leq h_{0}$ and $0<\tau \leq \tau_{0}$, CNFD method (2.7) with (2.8) and (2.11) satisfy the following optimal error estimates:

$$
\begin{align*}
& \left\|e^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} e^{\varepsilon, k}\right\|+\left\|n^{\varepsilon, k}\right\| \lesssim h^{2}+\frac{\tau^{2}}{\varepsilon^{3-\alpha^{\dagger}}}, \quad 0 \leq k \leq \frac{T}{\tau}  \tag{2.15}\\
& \left\|e^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} e^{\varepsilon, k}\right\|+\left\|n^{\varepsilon, k}\right\| \leq h^{2}+\tau^{2}+\varepsilon^{\alpha^{\dagger}}, \quad 0 \leq k \leq \frac{T}{\tau} \tag{2.16}
\end{align*}
$$

Thus, by taking the minimum, we have the $\varepsilon$-independent convergence rate for the errors as

$$
\begin{equation*}
\left\|e^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} e^{\varepsilon, k}\right\|+\left\|n^{\varepsilon, k}\right\| \lesssim h^{2}+\tau^{2 \alpha^{\dagger} / 3}, \quad 0 \leq k \leq \frac{T}{\tau} \tag{2.17}
\end{equation*}
$$

Theorem 2.2 (Ill-prepared initial data). For ill-prepared initial data, i.e., $\alpha, \beta \in$ $[0,1)$, under the assumptions (A), (B) and (C), there exist $h_{0}>0$ and $\tau_{0}>0$ sufficiently small, when $0<h \leq h_{0}$ and $0<\tau \leq \tau_{0}$, CNFD method (2.7) with (2.8) and (2.11) satisfy the following optimal error estimates:

$$
\begin{equation*}
\left\|e^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} e^{\varepsilon, k}\right\|+\left\|n^{\varepsilon, k}\right\| \lesssim \frac{h^{2}}{\varepsilon^{1-\alpha^{*}}}+\frac{\tau^{2}}{\varepsilon^{3-\alpha^{*}}}, \quad 0 \leq k \leq \frac{T}{\tau} \tag{2.18}
\end{equation*}
$$

Remark 2.1. For the 1D cases, Theorems 2.1] and 2.2 do not assume any compatible conditions among mesh size $h$, time step $\tau$ and parameter $\varepsilon$. For extensions to the higher dimensions case, i.e., 2D and 3D, some additional technical conditions on $h$, $\tau$ and $\varepsilon$ are necessary by the same proof of the paper (cf. Remark 3.1).

Define $U_{j}^{\varepsilon, k+\frac{1}{2}}\left(j \in \mathcal{T}_{M}^{0}, k \geq 0\right)$ as the solution of

$$
\begin{equation*}
-\delta_{x}^{2} U_{j}^{\varepsilon, k+1 / 2}=\delta_{t}^{+} N_{j}^{\varepsilon, k}, \quad j \in \mathcal{T}_{M}, \tag{2.19}
\end{equation*}
$$

with boundary condition $U_{0}^{\varepsilon, k+1 / 2}=U_{M}^{\varepsilon, k+1 / 2}=0$. For simplicity of notation, we write

$$
\begin{equation*}
U^{\varepsilon, k+1 / 2}=\left(-\delta_{x}^{2}\right)^{-1} \delta_{t}^{+} N^{\varepsilon, k} \tag{2.20}
\end{equation*}
$$

i.e., $\left(-\delta_{x}^{2}\right)^{-1}$ is the inverse of discrete Laplacian with homogeneous Dirichlet boundary conditions, and the discrete Sobolev inequality implies that

$$
\begin{equation*}
\left\|U^{\varepsilon, k+1 / 2}\right\| \lesssim\left\|\delta_{x}^{+} U^{\varepsilon, k+1 / 2}\right\| \lesssim\left\|\delta_{t}^{+} N^{\varepsilon, k}\right\| . \tag{2.21}
\end{equation*}
$$

Then, the CNFD method (2.7), (2.8) and (2.11) satisfy the following conservation laws at the discrete level.

Lemma 2.1. For CNFD (2.7), (2.8) and (2.11), the following quantities are conserved:

$$
\begin{equation*}
\left\|E^{\varepsilon, k}\right\| \equiv\left\|E^{\varepsilon, 0}\right\|, \quad k \geq 0 \tag{2.22}
\end{equation*}
$$

and

$$
\begin{align*}
H^{k}= & \frac{1}{2}\left(\left\|\delta_{x}^{+} E^{\varepsilon, k+1}\right\|^{2}+\left\|\delta_{x}^{+} E^{\varepsilon, k}\right\|^{2}\right)+\frac{\varepsilon^{2}}{2}\left\|\delta_{x}^{+} U^{\varepsilon, k+1 / 2}\right\|^{2}+\frac{1}{4}\left(\left\|N^{\varepsilon, k+1}\right\|^{2}+\left\|N^{\varepsilon, k}\right\|^{2}\right)  \tag{2.23}\\
& +\frac{h}{4} \sum_{j=0}^{M-1}\left(N_{j}^{\varepsilon, k+1}+N_{j}^{\varepsilon, k}\right)\left(\left|E_{j}^{\varepsilon, k+1}\right|^{2}+\left|E_{j}^{\varepsilon, k}\right|^{2}\right) \equiv H^{0}, \quad k \geq 0
\end{align*}
$$

In particular, we have the a priori bounds in $1 D$ under assumption (C) for $0<\tau \leq$ 1,

$$
\begin{equation*}
\left\|E^{\varepsilon, k}\right\|_{\infty} \leq \sqrt{2\left\|E^{\varepsilon, k}\right\|\left\|\delta_{x}^{+} E^{\varepsilon, k}\right\|} \leq C_{a}, \quad k \geq 0 \tag{2.24}
\end{equation*}
$$

Proof. The proof is standard [8, 10 and we only show $H^{k}$ is conserved here. Multiplying the first equation in (2.7) by $\overline{E_{j}^{\varepsilon, k}-E_{j}^{\varepsilon, k-1}}$, summing all together for $j \in \mathcal{T}_{M}$ and taking real parts, we get

$$
\begin{equation*}
\frac{1}{2}\left\|\delta_{x}^{+} E^{\varepsilon, k}\right\|^{2}-\frac{1}{2}\left\|\delta_{x}^{+} E^{\varepsilon, k-1}\right\|^{2}+\frac{1}{4}\left(N^{\varepsilon, k}+N^{\varepsilon, k-1},\left|E^{\varepsilon, k}\right|^{2}-\left|E^{\varepsilon, k-1}\right|^{2}\right)=0 \tag{2.25}
\end{equation*}
$$

which implies for $k \geq 1$,

$$
\begin{align*}
& \frac{1}{2}\left\|\delta_{x}^{+} E^{\varepsilon, k+1}\right\|^{2}-\frac{1}{2}\left\|\delta_{x}^{+} E^{\varepsilon, k-1}\right\|^{2}+\frac{1}{4}\left(N^{\varepsilon, k+1}+N^{\varepsilon, k},\left|E^{\varepsilon, k+1}\right|^{2}-\left|E^{\varepsilon, k}\right|^{2}\right) \\
& +\frac{1}{4}\left(N^{\varepsilon, k}+N^{\varepsilon, k-1},\left|E^{\varepsilon, k}\right|^{2}-\left|E^{\varepsilon, k-1}\right|^{2}\right)=0 \tag{2.26}
\end{align*}
$$

Multiplying the second equation in (2.7) by $\tau\left(U_{j}^{\varepsilon, k-\frac{1}{2}}+U_{j}^{\varepsilon, k+\frac{1}{2}}\right)$, summing all together for $j \in \mathcal{T}_{M}$ and making use of (2.19), we have for $k \geq 1$,

$$
\begin{array}{r}
\varepsilon^{2}\left\|\delta_{x}^{+} U^{\varepsilon, k+\frac{1}{2}}\right\|^{2}-\varepsilon^{2}\left\|\delta_{x}^{+} U^{\varepsilon, k-\frac{1}{2}}\right\|^{2}+\frac{1}{2}\left\|N^{\varepsilon, k+1}\right\|^{2}-\frac{1}{2}\left\|N^{\varepsilon, k-1}\right\|^{2}  \tag{2.27}\\
+\left(\left|E^{\varepsilon, k}\right|^{2}, N^{\varepsilon, k+1}-N^{\varepsilon, k-1}\right)=0 .
\end{array}
$$

Furthermore, for (2.26) $+\frac{1}{2} \cdot\left(\begin{array}{l}2.27)\end{array}\right.$, we can compute that for $k \geq 1$,

$$
\begin{aligned}
\frac{1}{2}\left\|\delta_{x}^{+} E^{\varepsilon, k+1}\right\|^{2} & +\frac{\varepsilon^{2}}{2}\left\|\delta_{x}^{+} U^{\varepsilon, k+\frac{1}{2}}\right\|^{2}+\frac{1}{4}\left\|N^{\varepsilon, k+1}\right\|^{2} \\
& +\frac{1}{4}\left(N^{\varepsilon, k+1}+N^{\varepsilon, k},\left|E^{\varepsilon, k+1}\right|^{2}+\left|E^{\varepsilon, k}\right|^{2}\right) \\
=\frac{1}{2}\left\|\delta_{x}^{+} E^{\varepsilon, k-1}\right\|^{2} & +\frac{\varepsilon^{2}}{2}\left\|\delta_{x}^{+} U^{\varepsilon, k-\frac{1}{2}}\right\|^{2}+\frac{1}{4}\left\|N^{\varepsilon, k-1}\right\|^{2} \\
& +\frac{1}{4}\left(N^{\varepsilon, k}+N^{\varepsilon, k-1},\left|E^{\varepsilon, k}\right|^{2}+\left|E^{\varepsilon, k-1}\right|^{2}\right) .
\end{aligned}
$$

Summing the above equation together from 1 to $k$, we can draw the conclusion.
From the initial data (2.11), using Taylor expansion and assumption (C), we have

$$
\varepsilon\left\|\delta_{x}^{+} U^{\varepsilon, 1 / 2}\right\| \lesssim \varepsilon\left\|\delta_{t}^{-} N^{\varepsilon, 1}\right\| \lesssim \varepsilon\left\|E_{0} \delta_{x}^{2} E_{0}\right\|+\varepsilon^{\beta}\left\|\left(-\delta_{x}^{2}\right)^{1 / 2} w_{1}\right\|+\varepsilon^{\alpha}\left\|\left(-\delta_{x}^{2}\right)^{1 / 2} w_{0}\right\| \lesssim 1
$$

and

$$
\left\|N^{\varepsilon, 0}\right\|+\left\|N^{\varepsilon, 1}\right\| \lesssim\left\|\left|E_{0}\right|^{2}\right\|+\tau\left\|E_{0} \delta_{x}^{2} E_{0}\right\|+\varepsilon^{\beta}\left\|w_{1}\right\|+\varepsilon^{\alpha}\left\|w_{0}\right\| \lesssim 1 .
$$

From (2.25), we have

$$
\begin{aligned}
& \frac{1}{2}\left\|\delta_{x}^{+} E^{\varepsilon, 1}\right\|^{2}+\frac{1}{4}\left(N^{\varepsilon, 1}+N^{\varepsilon, 0},\left|E^{\varepsilon, 1}\right|^{2}\right) \\
& \quad=\frac{1}{2}\left\|\delta_{x}^{+} E^{\varepsilon, 0}\right\|^{2}+\frac{1}{4}\left(N^{\varepsilon, 1}+N^{\varepsilon, 0},\left|E^{\varepsilon, 0}\right|^{2}\right) \lesssim 1 .
\end{aligned}
$$

Thus $H^{0}$ is uniformly bounded w.r.t. $\varepsilon$ and the a priori bounds for $E^{\varepsilon, k}$ hold by a standard argument [8].

## 3. Error analysis

We start with the following lemmas.
Lemma 3.1 (Summation by parts formula). For the sequences $u^{j}$ and $v^{j}(j=0$, $1,2, \ldots$ ), we have

$$
\begin{equation*}
\sum_{j=1}^{J} u^{j} \delta_{t}^{-} v^{j}=-\sum_{j=2}^{J} \delta_{t}^{-} u^{j} v^{j-1}-\frac{1}{\tau} u^{1} v^{0}+\frac{1}{\tau} u^{J} v^{J} \tag{3.1}
\end{equation*}
$$

The following holds for $\tilde{u}, \tilde{v} \in X_{M}$ :

$$
\begin{equation*}
\left\langle-\delta_{x}^{2} \tilde{u}, \tilde{v}\right\rangle=\left(\delta_{x}^{+} \tilde{u}, \delta_{x}^{+} \tilde{v}\right), \quad\left\langle\left(-\delta_{x}^{2}\right)^{-1} \tilde{u}, \tilde{v}\right\rangle=\left\langle\tilde{u},\left(-\delta_{x}^{2}\right)^{-1} \tilde{v}\right\rangle . \tag{3.2}
\end{equation*}
$$

Lemma 3.2 (Solvability of CNFD). For any given initial data $E^{\varepsilon, 0}, N^{\varepsilon, 0}, N^{\varepsilon, 1} \in$ $X_{M}$, there exists a unique solution ( $E^{\varepsilon, k}, N^{\varepsilon, k}$ ) to CNFD (2.7) for $k>1$.

Proof. The proof is standard [10. The uniqueness is a direct consequence of the fact that the solutions in (2.7) are updated as $N^{\varepsilon, 1} \rightarrow E^{\varepsilon, 1} \rightarrow N^{\varepsilon, 2} \rightarrow E^{\varepsilon, 2} \ldots$, where a linear system is solved at each step.

Define the local truncation error $\eta^{\varepsilon, k}, \zeta^{\varepsilon, k} \in X_{M}$ of CNFD (2.7) with (2.8) and (2.11) for $k \geq 1$ and $j \in \mathcal{T}_{M}$ as

$$
\begin{align*}
\eta_{j}^{\varepsilon, k}:= & i \delta_{t}^{-}  \tag{3.3}\\
& E^{\varepsilon}\left(x_{j}, t_{k}\right)+\frac{1}{2}\left(\delta_{x}^{2} E^{\varepsilon}\left(x_{j}, t_{k-1}\right)+\delta_{x}^{2} E^{\varepsilon}\left(x_{j}, t_{k}\right)\right) \\
& -\frac{1}{4}\left(N^{\varepsilon}\left(x_{j}, t_{k-1}\right)+N^{\varepsilon}\left(x_{j}, t_{k}\right)\right)\left(E^{\varepsilon}\left(x_{j}, t_{k-1}\right)+E^{\varepsilon}\left(x_{j}, t_{k}\right)\right), \\
\zeta_{j}^{\varepsilon, k}:= & \varepsilon^{2} \delta_{t}^{2} N^{\varepsilon}\left(x_{j}, t_{k}\right)-\frac{1}{2}\left(\delta_{x}^{2} N^{\varepsilon}\left(x_{j}, t_{k+1}\right)+\delta_{x}^{2} N^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right)-\delta_{x}^{2}\left|E^{\varepsilon}\left(x_{j}, t_{k}\right)\right|^{2} .
\end{align*}
$$

Lemma 3.3 (Local truncation error). Under assumption (A), we have

$$
\begin{array}{r}
\left\|\eta^{\varepsilon, k}\right\|+\left\|\zeta^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} \eta^{\varepsilon, k}\right\| \lesssim h^{2}+\frac{\tau^{2}}{\varepsilon^{2-\alpha^{\dagger}}}, \quad 1 \leq k \leq \frac{T}{\tau} \\
\left\|\delta_{t} \zeta^{\varepsilon, k}\right\| \lesssim \frac{h^{2}}{\varepsilon^{1-\alpha^{*}}}+\frac{\tau^{2}}{\varepsilon^{3-\alpha^{\dagger}}}, \quad 2 \leq k \leq \frac{T}{\tau}-1 . \tag{3.4}
\end{array}
$$

Proof. Using Taylor expansion, we have, for $j \in \mathcal{T}_{M}$,

$$
\begin{aligned}
\eta_{j}^{\varepsilon, k}= & \frac{i \tau^{2}}{8} \int_{0}^{1} \int_{0}^{\theta} \int_{-s}^{s} E_{t t t}^{\varepsilon}\left(x_{j}, \frac{\sigma \tau}{2}+t_{k-\frac{1}{2}}\right) d \sigma d s d \theta \\
& +\frac{\tau^{2}}{8} \int_{0}^{1} \int_{-\theta}^{\theta} E_{x x t t}^{\varepsilon}\left(x_{j}, \frac{s \tau}{2}+t_{k-\frac{1}{2}}\right) d s d \theta \\
& +\frac{h^{2}}{2} \int_{0}^{1} \int_{0}^{\theta} \int_{0}^{s} \int_{-\sigma}^{\sigma} \sum_{m=0,1} E_{x x x x}^{\varepsilon}\left(x_{j}+s_{1} h, t_{k-1}+m \tau\right) d s_{1} d \sigma d s d \theta \\
& -\frac{\tau^{2}}{16}\left(N^{\varepsilon}\left(x_{j}, t_{k-1}\right)+N^{\varepsilon}\left(x_{j}, t_{k}\right)\right) \int_{0}^{1} \int_{-\theta}^{\theta} E_{t t}^{\varepsilon}\left(x_{j}, s \tau / 2+t_{k-1 / 2}\right) d s d \theta \\
& -\frac{\tau^{2}}{8} E^{\varepsilon}\left(x_{j}, t_{k-1 / 2}\right) \int_{0}^{1} \int_{-\theta}^{\theta} N_{t t}^{\varepsilon}\left(x_{j}, s \tau / 2+t_{k-1 / 2}\right) d s d \theta
\end{aligned}
$$

and

$$
\begin{aligned}
\zeta_{j}^{\varepsilon, k}= & \varepsilon^{2} \tau^{2} \int_{0}^{1} \int_{0}^{\theta} \int_{0}^{s} \int_{-\sigma}^{\sigma} N_{t t t t}^{\varepsilon}\left(x_{j}, t_{k}+z \tau\right) d z d \sigma d s d \theta \\
& -\frac{\tau^{2}}{2} \int_{0}^{1} \int_{-\theta}^{\theta} N_{x x t t}^{\varepsilon}\left(x_{j}, s \tau+t_{k}\right) d s d \theta \\
& -\frac{h^{2}}{2} \int_{0}^{1} \int_{0}^{\theta} \int_{0}^{s} \int_{-\sigma}^{\sigma} \sum_{m= \pm 1} N_{x x x x}^{\varepsilon}\left(x_{j}+s_{1} h, t_{k}+m \tau\right) d s_{1} d \sigma d s d \theta \\
& -h^{2} \int_{0}^{1} \int_{0}^{\theta} \int_{0}^{s} \int_{-\sigma}^{\sigma} \partial_{x x x x}\left(\left|E^{\varepsilon}\right|^{2}\right)\left(x_{j}+s_{1} h, t_{k}\right) d s_{1} d \sigma d s d \theta
\end{aligned}
$$

Using assumption (A), we conclude that

$$
\begin{aligned}
\left|\eta_{j}^{\varepsilon, k}\right| \lesssim & h^{2}\left\|N_{x x x x}^{\varepsilon}\right\|_{L^{\infty}} \\
& +\tau^{2}\left(\left\|E_{t t t}^{\varepsilon}\right\|_{L^{\infty}}+\left\|E_{x x t t}^{\varepsilon}\right\|_{L^{\infty}}+\left\|N^{\varepsilon}\right\|_{L^{\infty}}\left\|E_{t t}^{\varepsilon}\right\|_{L^{\infty}}+\left\|E^{\varepsilon}\right\|_{L^{\infty}}\left\|N_{t t}^{\varepsilon}\right\|_{L^{\infty}}\right) \\
\lesssim & h^{2}+\frac{\tau^{2}}{\varepsilon^{2-\alpha^{\dagger}}}, \\
\left|\zeta_{j}^{\varepsilon, k}\right| \lesssim & h^{2}\left(\left\|N_{x x x x}^{\varepsilon}\right\|_{L^{\infty}}+\left\|\partial_{x x x x}\left|E^{\varepsilon}\right|^{2}\right\|_{L^{\infty}}\right)+\tau^{2}\left(\varepsilon^{2}\left\|N_{t t t t}^{\varepsilon}\right\|_{L^{\infty}}+\left\|N_{x x t t}^{\varepsilon}\right\|_{L^{\infty}}\right) \\
\lesssim & h^{2}+\frac{\tau^{2}}{\varepsilon^{2-\alpha^{\dagger}}},
\end{aligned}
$$

and the first inequality in (3.4) holds. For $j=1, \ldots, M-2$, applying $\delta_{x}^{+}$to $\eta_{j}^{\varepsilon, k}$, we get

$$
\begin{aligned}
\left|\delta_{x}^{+} \eta_{j}^{\varepsilon, k}\right| \lesssim & h^{2}\left\|N_{x x x x x}^{\varepsilon}\right\|_{L^{\infty}}+\tau^{2}\left(\left\|E_{t t t x}^{\varepsilon}\right\|_{L^{\infty}}+\left\|E_{x x x t t}^{\varepsilon}\right\|_{L^{\infty}}+\left\|N^{\varepsilon}\right\|_{L^{\infty}}\left\|E_{t t x}^{\varepsilon}\right\|_{L^{\infty}}\right. \\
& \left.+\left\|E^{\varepsilon}\right\|_{L^{\infty}}\left\|N_{t t x}^{\varepsilon}\right\|_{L^{\infty}}+\left\|N_{x}^{\varepsilon}\right\|_{L^{\infty}}\left\|E_{t t}^{\varepsilon}\right\|_{L^{\infty}}+\left\|E_{x}^{\varepsilon}\right\|_{L^{\infty}}\left\|N_{t t}^{\varepsilon}\right\|_{L^{\infty}}\right) \\
\lesssim & h^{2}+\frac{\tau^{2}}{\varepsilon^{2-\alpha^{\dagger}}}
\end{aligned}
$$

for $j=0, M-1$, using the boundary conditions which implies that $\left.E_{x x x x}^{\varepsilon}\right|_{\partial \Omega}=$ $\left.E_{x x}^{\varepsilon}\right|_{\partial \Omega}=0$, we can find the same bound for $\delta_{x}^{+} \eta_{j}^{\varepsilon, k}$ when $j=0, M-1$. Thus, we obtain the estimates for $\left\|\delta_{x}^{+} \eta^{\varepsilon, k}\right\|$.

It remains to show the estimates of $\delta_{t} \zeta^{\varepsilon, k}$ for $2 \leq k \leq \frac{T}{\tau}-1$. Applying $\delta_{t}$ to $\zeta^{\varepsilon, k}$ and making use of assumption (A), we derive

$$
\begin{aligned}
& \left|\delta_{t} \zeta_{j}^{\varepsilon, k}\right| \lesssim h^{2}\left(\left\|N_{x x x x t}^{\varepsilon}\right\|_{L^{\infty}}+\left\|\partial_{x x x x t}\left|E^{\varepsilon}\right|^{2}\right\|_{L^{\infty}}\right)+\tau^{2}\left(\varepsilon^{2}\left\|N_{t t t t}^{\varepsilon}\right\|_{L^{\infty}}+\left\|N_{x x t t t}^{\varepsilon}\right\|_{L^{\infty}}\right) \\
& \quad \lesssim \frac{h^{2}}{\varepsilon^{1-\alpha^{*}}}+\frac{\tau^{2}}{\varepsilon^{3-\alpha^{\dagger}}},
\end{aligned}
$$

and the estimates for $\delta_{t} \zeta^{\varepsilon, k}$ follow.
For the initial step, we have the following.
Lemma 3.4. Under the assumptions (A) and (C), the first step errors of CNFD (2.7) -(2.11) satisfy

$$
\begin{equation*}
\left\|n_{j}^{\varepsilon, 1}\right\| \lesssim \frac{\tau h^{2}}{\varepsilon^{1-\alpha^{*}}}+\frac{\tau^{3}}{\varepsilon^{3-\alpha^{\dagger}}}, \quad\left\|\delta_{t}^{-} n_{j}^{\varepsilon, 1}\right\| \lesssim \frac{h^{2}}{\varepsilon^{1-\alpha^{*}}}+\frac{\tau^{2}}{\varepsilon^{3-\alpha^{\dagger}}} \tag{3.5}
\end{equation*}
$$

Proof. Using Taylor expansion, (2.8) and (2.11), we get for $j=1,2, \ldots, M-1$,

$$
\begin{aligned}
n_{j}^{\varepsilon, 1}= & -\frac{\tau h^{2}}{6} \operatorname{Im}\left(E_{0}\left(x_{j}\right) \partial_{x x x x} \overline{E_{0}\left(x_{\theta}\right)}\right)+\frac{\tau^{3}}{6 \varepsilon^{3}} \varepsilon^{\beta} \cos \left(\frac{s_{1}}{\varepsilon}\right) w_{1}\left(x_{j}\right)+\frac{\tau^{3}}{6} \partial_{t t t} N^{\varepsilon}\left(x_{j}, s_{2}\right) \\
& +\frac{\tau^{3}}{6 \varepsilon^{3}} \sin \left(\frac{s_{3}}{\varepsilon}\right) \varepsilon^{\alpha} \partial_{x x} w_{0}\left(x_{j}\right)-\frac{\tau h^{2}}{\varepsilon} \varepsilon^{\alpha} \sin \left(\frac{s_{4}}{\varepsilon}\right) \partial_{x x x x} w_{0}\left(x_{\theta}^{\prime}\right),
\end{aligned}
$$

where $s_{j} \in(0, \tau)(j=1,2,3,4)$ and $x_{\theta}, x_{\theta}^{\prime} \in\left(x_{j-1}, x_{j+1}\right)$. Then (3.5) follows from the assumptions (A) and (B).

Lemma 2.1 implies $\left\|E^{\varepsilon, k}\right\|_{\infty}$ is uniformly bounded and our error analysis can be done in a similar way as that in 8. However, we want to use a unified approach that works in all dimensions ( $d=1,2,3$ ). One main difficulty in deriving error bounds for CNFD in high dimensions (2D and 3D) is the $l^{\infty}$ bounds for the finite difference solutions (cf. Lemma 2.1 in 1D). For nonlinear Schrödinger equations [2, 3, 20, this difficulty was overcome by truncating the nonlinearity to a global Lipschitz function with compact support in $d$-dimensions $(d=1,2,3)$. This is guaranteed if the continuous solution is bounded and the numerical solution is close to the continuous solution. Here, we apply the same idea. Choose $M_{0}^{\prime}>0$ and a smooth function $\rho(s) \in C^{\infty}\left(\mathbb{R}^{1}\right)$ such that

$$
\begin{align*}
& M_{0}^{\prime}=\max \left\{\|E(x, t)\|_{L^{\infty}\left(\Omega_{T}\right)}, \sup _{\varepsilon \in(0,1]}\left\|E^{\varepsilon}(x, t)\right\|_{L^{\infty}\left(\Omega_{T}\right)}\right\},  \tag{3.6}\\
& \rho(s)= \begin{cases}1, & |s| \leq 1, \\
\in[0,1], & |s| \leq 2 \\
0, & |s| \geq 2\end{cases}
\end{align*}
$$

where $\Omega_{T}=\Omega \times(0, T)$. By assumption (A), $M_{0}^{\prime}$ is well-defined and let us choose $M_{0}=\max \left\{M_{0}^{\prime}, C_{a}\right\}$ in $d=1$ dimension ( $C_{a}$ given in (2.24)) and $M_{0}=M_{0}^{\prime}$ in $d=2,3$ dimensions.

For $s \in \mathbb{R}$, define

$$
\begin{equation*}
f_{B}(s)=s \rho(s / B), \quad B=\left(M_{0}+1\right)^{2} . \tag{3.7}
\end{equation*}
$$

Choose $\hat{E}^{\varepsilon, 0}=E^{\varepsilon, 0}, \hat{N}^{\varepsilon, 0}=N^{\varepsilon, 0}, \hat{N}^{\varepsilon, 1}=N^{\varepsilon, 1}$ and define $\hat{E}^{\varepsilon, k}, \hat{N}^{\varepsilon, k+1} \in X_{M}$ $(k \geq 1)$ for $j \in \mathcal{T}_{M}$ as

$$
\begin{align*}
& i \delta_{t}^{-} \hat{E}_{j}^{\varepsilon, k}=\left[-\delta_{x}^{2}+\frac{\hat{N}_{j}^{\varepsilon, k-1}+\hat{N}_{j}^{\varepsilon, k}}{2} g\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\right] \frac{\hat{E}_{j}^{\varepsilon, k-1}+\hat{E}_{j}^{\varepsilon, k}}{2},  \tag{3.8}\\
& \varepsilon^{2} \delta_{t}^{2} \hat{N}_{j}^{\varepsilon, k}=\frac{1}{2} \delta_{x}^{2}\left(\hat{N}_{j}^{\varepsilon, k+1}+\hat{N}_{j}^{\varepsilon, k-1}\right)+\delta_{x}^{2} f_{B}\left(\left|\hat{E}_{j}^{\varepsilon, k}\right|^{2}\right),
\end{align*}
$$

with

$$
\begin{equation*}
g\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)=\int_{0}^{1} f_{B}^{\prime}\left(\theta\left|\hat{E}_{j}^{\varepsilon, k}\right|^{2}+(1-\theta)\left|\hat{E}_{j}^{\varepsilon, k-1}\right|^{2}\right) d \theta \tag{3.9}
\end{equation*}
$$

In fact, $\left(\hat{E}^{\varepsilon, k}, \hat{N}^{\varepsilon, k}\right)$ can be viewed as another approximation of $\left(E^{\varepsilon}\left(x, t_{k}\right), N^{\varepsilon}\left(x, t_{k}\right)\right)$. Using the nice properties of $f_{B}(\cdot)$, it is easy to see that (3.8) is uniquely solvable for sufficiently small time step $\tau$.

In the subsequent discussion, we will prove different type estimates in Theorems 2.1 and 2.2 for ( $\hat{E}^{\varepsilon, k}, \hat{N}^{\varepsilon, k}$ ), separately.
3.1. (2.15) type estimates. Define the 'error' functions $\hat{e}^{\varepsilon, k}, \hat{n}^{\varepsilon, k} \in X_{M}(k \geq 0)$ as

$$
\begin{equation*}
\hat{e}_{j}^{\varepsilon, k}=E^{\varepsilon}\left(x_{j}, t_{k}\right)-\hat{E}_{j}^{\varepsilon, k}, \quad \hat{n}_{j}^{\varepsilon, k}=N^{\varepsilon}\left(x_{j}, t_{k}\right)-\hat{N}_{j}^{\varepsilon, k}, \quad j \in \mathcal{T}_{M}, \tag{3.10}
\end{equation*}
$$

and the local truncation error $\hat{\eta}^{\varepsilon, k}, \hat{\zeta}^{\varepsilon, k} \in X_{M}$ for $k \geq 1$ and $j \in \mathcal{T}_{M}$ as

$$
\begin{align*}
\hat{\eta}_{j}^{\varepsilon, k}:= & i \delta_{t}^{-}  \tag{3.11}\\
& E^{\varepsilon}\left(x_{j}, t_{k}\right)+\left[\frac{1}{2} \delta_{x}^{2}-\frac{1}{4} g\left(E^{\varepsilon}\left(x_{j}, t_{k}\right), E^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right)\right. \\
& \left.\times\left(N^{\varepsilon}\left(x_{j}, t_{k-1}\right)+N^{\varepsilon}\left(x_{j}, t_{k}\right)\right)\right]\left(E^{\varepsilon}\left(x_{j}, t_{k-1}\right)+E^{\varepsilon}\left(x_{j}, t_{k}\right)\right), \quad k \geq 1, \\
\hat{\zeta}_{j}^{\varepsilon, k}:= & \varepsilon^{2} \delta_{t}^{2} N^{\varepsilon}\left(x_{j}, t_{k}\right)-\frac{1}{2}\left(\delta_{x}^{2} N^{\varepsilon}\left(x_{j}, t_{k+1}\right)+\delta_{x}^{2} N^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right) \\
& -\delta_{x}^{2} f_{B}\left(\left|E^{\varepsilon}\left(x_{j}, t_{k}\right)\right|^{2}\right), \quad k \geq 1 .
\end{align*}
$$

As in Lemma 3.3, we have the bounds for $\hat{\eta}^{\varepsilon, k}, \hat{\zeta}^{\varepsilon, k} \in X_{M}(k \geq 1)$,

$$
\begin{equation*}
\left\|\hat{\eta}^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} \hat{\eta}^{\varepsilon, k}\right\|+\left\|\hat{\zeta}^{\varepsilon, k}\right\| \lesssim h^{2}+\frac{\tau^{2}}{\varepsilon^{2-\alpha^{\dagger}}} . \quad\left\|\delta_{t} \hat{\zeta}^{\varepsilon, k}\right\| \lesssim \frac{h^{2}}{\varepsilon^{1-\alpha^{*}}}+\frac{\tau^{2}}{\varepsilon^{3-\alpha^{\dagger}}} . \tag{3.12}
\end{equation*}
$$

For analyzing the error of the scheme (2.7), it is natural to work with the energy space of ZS (2.1). To this aim, we introduce $\hat{u}^{\varepsilon, k-\frac{1}{2}}=\left(-\delta_{x}^{2}\right)^{-1}\left(\delta_{t}^{-} \hat{n}^{\varepsilon, k}\right)(k \geq 1)$, i.e., $\hat{u}^{\varepsilon, k-\frac{1}{2}}$ is the solution to the equation

$$
\begin{equation*}
-\delta_{x}^{2} \hat{u}_{j}^{\varepsilon, k-\frac{1}{2}}=\delta_{t}^{-} \hat{n}_{j}^{\varepsilon, k}, \quad j \in \mathcal{T}_{M}, \tag{3.13}
\end{equation*}
$$

with $\hat{u}_{0}^{\varepsilon, k-\frac{1}{2}}=\hat{u}_{M}^{\varepsilon, k-\frac{1}{2}}=0$.
Similarly to Lemma 3.4 the initial errors satisfy $\hat{e}^{\varepsilon, 0}=\mathbf{0}, \hat{n}^{\varepsilon, 0}=\mathbf{0}$,

$$
\begin{equation*}
\left\|\hat{n}_{j}^{\varepsilon, 1}\right\| \lesssim \frac{\tau h^{2}}{\varepsilon^{1-\alpha^{*}}}+\frac{\tau^{3}}{\varepsilon^{3-\alpha^{\dagger}}}, \quad\left\|\hat{u}^{\frac{1}{2}}\right\|+\left\|\delta_{x}^{+} \hat{u}^{\frac{1}{2}}\right\| \lesssim\left\|\delta_{t}^{-} \hat{n}^{\varepsilon, 1}\right\| \lesssim \frac{h^{2}}{\varepsilon^{1-\alpha^{*}}}+\frac{\tau^{2}}{\varepsilon^{3-\alpha^{\dagger}}} \tag{3.14}
\end{equation*}
$$

Subtracting (3.8) from (3.11), we get the error equations for $j \in \mathcal{T}_{M}$ and $k \geq 1$

$$
\begin{align*}
& i \delta_{t}^{-} \hat{e}_{j}^{\varepsilon, k}=-\frac{1}{2} \delta_{x}^{2}\left(\hat{e}_{j}^{\varepsilon, k-1}+\hat{e}_{j}^{\varepsilon, k}\right)+R_{j}^{k}+\hat{\eta}_{j}^{\varepsilon, k}  \tag{3.15}\\
& \varepsilon^{2} \delta_{t}^{2} \hat{n}_{j}^{\varepsilon, k}=\frac{1}{2} \delta_{x}^{2}\left(\hat{n}_{j}^{\varepsilon, k-1}+\hat{n}_{j}^{\varepsilon, k+1}\right)+\delta_{x}^{2} P_{j}^{k}+\hat{\zeta}_{j}^{\varepsilon, k} \tag{3.16}
\end{align*}
$$

where $R^{k}, P^{k} \in X_{M}$ and for $j \in \mathcal{T}_{M}$,

$$
\begin{align*}
R_{j}^{k}= & \frac{1}{4}\left(N^{\varepsilon}\left(x_{j}, t_{k-1}\right)+N^{\varepsilon}\left(x_{j}, t_{k}\right)\right) \\
& \times g\left(E^{\varepsilon}\left(x_{j}, t_{k}\right), E^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right)\left(E^{\varepsilon}\left(x_{j}, t_{k-1}\right)+E^{\varepsilon}\left(x_{j}, t_{k}\right)\right) \\
& -\frac{1}{4}\left(N_{j}^{\varepsilon, k-1}+N_{j}^{\varepsilon, k}\right) g\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\left(\hat{E}_{j}^{\varepsilon, k-1}+\hat{E}_{j}^{\varepsilon, k}\right), \quad k \geq 1,  \tag{3.17}\\
P_{j}^{k}= & f_{B}\left(\left|E^{\varepsilon}\left(x_{j}, t_{k}\right)\right|^{2}\right)-f_{B}\left(\left|\hat{E}_{j}^{\varepsilon, k}\right|^{2}\right), \quad k \geq 0 . \tag{3.18}
\end{align*}
$$

It is convenient to write $R_{j}^{k}$ as

$$
\begin{align*}
R_{j}^{k}= & \frac{1}{4}\left(\hat{n}_{j}^{\varepsilon, k}+\hat{n}_{j}^{\varepsilon, k-1}\right) g\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\left(\hat{E}_{j}^{\varepsilon, k-1}+\hat{E}_{j}^{\varepsilon, k}\right) \\
& +\frac{1}{4}\left(N^{\varepsilon}\left(x_{j}, t_{k}\right)+N^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right) g\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\left(\hat{e}_{j}^{\varepsilon, k-1}+\hat{e}_{j}^{\varepsilon, k}\right) \\
& +\left(g\left(E^{\varepsilon}\left(x_{j}, t_{k}\right), E^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right)-g\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\right) \\
& \times \frac{1}{4}\left(N^{\varepsilon}\left(x_{j}, t_{k}\right)+N^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right)\left(E^{\varepsilon}\left(x_{j}, t_{k}\right)+E^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right) . \tag{3.19}
\end{align*}
$$

Using the property of $f_{B}(\cdot)$, we find that there exists $C_{B}>0$ depending on $M_{0}$ and $\rho(\cdot)$ (see (3.6)), such that

$$
\begin{equation*}
\left|P_{j}^{k}\right| \leq \sqrt{C_{B}}\left|\hat{e}_{j}^{\varepsilon, k}\right|, \quad k \geq 0, \quad j \in \mathcal{T}_{M} \tag{3.20}
\end{equation*}
$$

Denoting

$$
\begin{equation*}
g_{e}\left(z_{1}, z_{2}\right)=g\left(z_{1}, z_{2}\right)\left(z_{1}+z_{2}\right), \quad z_{1}, z_{2} \in \mathbb{C} \tag{3.21}
\end{equation*}
$$

and using the properties of $f_{B}(\cdot)$, it is easy to check that the following holds.
Lemma 3.5. For $k \geq 1$ and $j \in \mathcal{T}_{M}$, we have $\left|g_{e}\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\right| \lesssim 1$ and

$$
\begin{align*}
& \left|g\left(E^{\varepsilon}\left(x_{j}, t_{k}\right), E^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right)-g\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\right| \lesssim\left|\hat{e}_{j}^{k}\right|+\left|\hat{e}_{j}^{k-1}\right|  \tag{3.22}\\
& \left|g_{e}\left(E^{\varepsilon}\left(x_{j}, t_{k}\right), E^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right)-g_{e}\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\right| \lesssim\left|\hat{e}_{j}^{k}\right|+\left|\hat{e}_{j}^{k-1}\right|,  \tag{3.23}\\
& \left|\delta_{x}^{+}\left(g_{e}\left(E^{\varepsilon}\left(x_{j}, t_{k}\right), E^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right)-g_{e}\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\right)\right|  \tag{3.24}\\
& \quad \lesssim \sum_{l=k-1}^{k}\left(\left|\hat{e}_{j}^{l}\right|+\left|\hat{e}_{j+1}^{l}\right|+\left|\delta_{x}^{+} \hat{e}_{j}^{l}\right|\right) .
\end{align*}
$$

Proof. The proof of the claims in the lemma is essentially done in [4]. Here, we prove (3.22) and the other conclusions can be proved analogously (see [4]). Recalling the definition of $g(\cdot, \cdot)$ (3.9), we have

$$
g\left(E^{\varepsilon}\left(x_{j}, t_{k}\right), E^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right)-g\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)=\int_{0}^{1}\left(f_{B}^{\prime}\left(\rho_{\theta}\right)-f_{B}^{\prime}\left(\hat{\rho}_{\theta}\right)\right) d \theta
$$

where $\rho_{\theta}=\theta\left|E^{\varepsilon}\left(x_{j}, t_{k}\right)\right|^{2}+(1-\theta)\left|E^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right|^{2}, \hat{\rho}_{\theta}=\theta\left|\hat{E}_{j}^{\varepsilon, k}\right|^{2}+(1-\theta)\left|\hat{E}_{j}^{\varepsilon, k-1}\right|^{2}$ $(\theta \in[0,1])$. Since

$$
\sqrt{\rho_{\theta}}+\sqrt{\hat{\rho}_{\theta}} \geq \max \left\{\sqrt{\theta}\left(\left|E^{\varepsilon}\left(x_{j}, t_{k}\right)\right|+\left|\hat{E}_{j}^{\varepsilon, k}\right|\right), \sqrt{1-\theta}\left(\left|E^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right|+\left|\hat{E}_{j}^{\varepsilon, k-1}\right|\right)\right\},
$$

we know that

$$
\begin{aligned}
\left|\sqrt{\rho_{\theta}}-\sqrt{\hat{\rho}_{\theta}}\right| & =\frac{\left|\theta\left(\left|E^{\varepsilon}\left(x_{j}, t_{k}\right)\right|^{2}-\left|\hat{E}_{j}^{\varepsilon, k}\right|^{2}\right)+(1-\theta)\left(\left|E^{\varepsilon}\left(x_{j}, t_{k-1}\right)\right|^{2}-\left|\hat{E}_{j}^{\varepsilon, k-1}\right|^{2}\right)\right|}{\sqrt{\rho_{\theta}}+\sqrt{\hat{\rho}_{\theta}}} \\
& \leq \sqrt{\theta}| | E^{\varepsilon}\left(x_{j}, t_{k}\right)\left|-\left|\hat{E}_{j}^{\varepsilon, k}\right|\right|+\sqrt{1-\theta}| | E^{\varepsilon}\left(x_{j}, t_{k-1}\right)\left|-\left|\hat{E}_{j}^{\varepsilon, k-1}\right|\right| \\
& \leq\left|\hat{e}_{j}^{\varepsilon, k}\right|+\left|\hat{e}_{j}^{\varepsilon, k-1}\right| .
\end{aligned}
$$

In view of the properties of $f_{B}(\cdot)$ (compactly supported), $f_{B}^{\prime}(s)(s \geq 0)$ is Lipschitz in $\sqrt{s}$ and (3.22) holds by combining the above results together.

Under assumption (A), using Lemma 3.5 it is easy to check that for $k \geq 1$,

$$
\begin{equation*}
\left|R_{j}^{k}\right| \lesssim\left|\hat{n}_{j}^{\varepsilon, k}\right|+\left|\hat{n}_{j}^{\varepsilon, k-1}\right|+\left|\hat{e}_{j}^{\varepsilon, k}\right|+\left|\hat{e}_{j}^{\varepsilon, k-1}\right|, \quad j \in \mathcal{T}_{M} . \tag{3.25}
\end{equation*}
$$

To control the growth of $\left\|\hat{e}^{\varepsilon, k}\right\|$, multiplying both sides of equality (3.15) by $\tau \cdot\left(\overline{\hat{e}_{j}^{\varepsilon, k}+\hat{e}_{j}^{\varepsilon, k-1}}\right)$, summing together for $j \in \mathcal{T}_{M}$ and taking imaginary parts, we have for $k \geq 1$,

$$
\begin{equation*}
\left\|\hat{e}^{\varepsilon, k}\right\|^{2}-\left\|\hat{e}^{\varepsilon, k-1}\right\|^{2}=\tau \operatorname{Im}\left(R^{k}, \hat{e}^{\varepsilon, k}+\hat{e}^{\varepsilon, k-1}\right)+\tau \operatorname{Im}\left(\hat{\eta}^{\varepsilon, k}, \hat{e}^{\varepsilon, k}+\hat{e}^{\varepsilon, k-1}\right) . \tag{3.26}
\end{equation*}
$$

To control the growth of $\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, k}\right\|$, multiplying both sides of equality (3.15) by $\overline{\hat{e}_{j}^{\varepsilon, k}-\hat{e}_{j}^{\varepsilon, k-1}}$, summing together for $j \in \mathcal{T}_{M}$ and taking real parts, we have for $k \geq 1$,

$$
\begin{equation*}
\frac{1}{2}\left(\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, k}\right\|^{2}-\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, k-1}\right\|^{2}\right)+\operatorname{Re}\left(R^{k}, \hat{e}^{\varepsilon, k}-\hat{e}^{\varepsilon, k-1}\right)=-\operatorname{Re}\left(\hat{\eta}^{\varepsilon, k}, \hat{e}^{\varepsilon, k}-\hat{e}^{\varepsilon, k-1}\right) \tag{3.27}
\end{equation*}
$$

To control the growth of $\left\|\hat{n}^{\varepsilon, k}\right\|$, multiplying both sides of equality (3.16) by $\tau\left(\hat{u}_{j}^{\varepsilon, k+\frac{1}{2}}+\hat{u}_{j}^{\varepsilon, k-\frac{1}{2}}\right)$, summing together for $j \in \mathcal{T}_{M}$, making use of (3.13) and the summation by parts formula, we have for $k \geq 1$,

$$
\begin{align*}
\varepsilon^{2} \| & \delta_{x}^{+} \hat{u}^{\varepsilon, k+\frac{1}{2}}\left\|^{2}-\varepsilon^{2}\right\| \delta_{x}^{+} \hat{u}^{\varepsilon, k-\frac{1}{2}} \|^{2} \\
& +\frac{1}{2}\left(\left\|\hat{n}^{\varepsilon, k+1}\right\|^{2}-\left\|\hat{n}^{\varepsilon, k-1}\right\|^{2}\right)+\left(P^{k}, \hat{n}^{\varepsilon, k+1}-\hat{n}^{\varepsilon, k-1}\right) \\
= & -\tau\left(\hat{\zeta}^{\varepsilon, k}, \hat{u}^{\varepsilon, k+\frac{1}{2}}+\hat{u}^{\varepsilon, k-\frac{1}{2}}\right) . \tag{3.28}
\end{align*}
$$

Combing $5 C_{B} \cdot(\sqrt{3.26})+4 \cdot(\overline{3.27})+(\sqrt{3.28)})$, we get for $k \geq 1$

$$
\begin{aligned}
& 5 C_{B}\left\|\hat{e}^{\varepsilon, k}\right\|^{2}+2\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, k}\right\|^{2}+\varepsilon^{2}\left\|\delta_{x}^{+} \hat{u}^{\varepsilon, k+\frac{1}{2}}\right\|^{2} \\
&+\frac{1}{2}\left\|\hat{n}^{\varepsilon, k+1}\right\|^{2}+4 \operatorname{Re}\left(R^{k}, \hat{e}^{\varepsilon, k}-\hat{e}^{\varepsilon, k-1}\right) \\
&+\left(P^{k}, \hat{n}^{\varepsilon, k+1}-\hat{n}^{\varepsilon, k-1}\right)-5 C_{B}\left\|\hat{e}^{\varepsilon, k-1}\right\|^{2}-2\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, k-1}\right\|^{2} \\
&-\varepsilon^{2}\left\|\delta_{x}^{+} \hat{u}^{\varepsilon, k-\frac{1}{2}}\right\|^{2}-\frac{1}{2}\left\|\hat{n}^{\varepsilon, k-1}\right\|^{2} \\
&= 5 \tau C_{B} \operatorname{Im}\left(R^{k}, \hat{e}^{\varepsilon, k}+\hat{e}^{\varepsilon, k-1}\right)+5 \tau C_{B} \operatorname{Im}\left(\hat{\eta}^{\varepsilon, k}, \hat{e}^{\varepsilon, k}+\hat{e}^{\varepsilon, k-1}\right)-4 \operatorname{Re}\left(\hat{\eta}^{\varepsilon, k}, \hat{e}^{\varepsilon, k}-\hat{e}^{\varepsilon, k-1}\right)
\end{aligned}
$$

$$
\begin{equation*}
-\tau\left(\hat{\zeta}^{\varepsilon, k}, \hat{u}^{\varepsilon, k+\frac{1}{2}}+\hat{u}^{\varepsilon, k-\frac{1}{2}}\right) . \tag{3.29}
\end{equation*}
$$

To control the terms appearing in (3.29), we need the following lemmas. For the terms coming from (3.26), we have the following estimates.

Lemma 3.6. Under assumption (A), for $1 \leq k \leq \frac{T}{\tau}$, we have

$$
\begin{align*}
& \left|\operatorname{Im}\left(R^{k}, \hat{e}^{\varepsilon, k}+\hat{e}^{\varepsilon, k-1}\right)\right| \lesssim \sum_{l=k, k-1}\left(\left\|\hat{n}^{\varepsilon, l}\right\|^{2}+\left\|\hat{e}^{\varepsilon, l}\right\|^{2}\right)  \tag{3.30}\\
& \left|\operatorname{Im}\left(\hat{\eta}^{\varepsilon, k}, \hat{e}^{\varepsilon, k}+\hat{e}^{\varepsilon, k-1}\right)\right| \leq 2\left\|\hat{\eta}^{\varepsilon, k}\right\|^{2}+\frac{1}{4}\left(\left\|\hat{e}^{\varepsilon, k}\right\|^{2}+\left\|\hat{e}^{\varepsilon, k-1}\right\|^{2}\right) . \tag{3.31}
\end{align*}
$$

Proof. In view of (3.19), we find

$$
\begin{align*}
& \left|\operatorname{Im}\left(R^{k}, \hat{e}^{\varepsilon, k}+\hat{e}^{\varepsilon, k-1}\right)\right| \\
\lesssim & \left|\operatorname{Im}\left(\left(\hat{n}_{j}^{\varepsilon, k}+\hat{n}_{j}^{\varepsilon, k-1}\right) g\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\left(\hat{E}_{j}^{\varepsilon, k}+\hat{E}_{j}^{\varepsilon, k-1}\right), \hat{e}_{j}^{\varepsilon, k}+\hat{e}_{j}^{\varepsilon, k-1}\right)\right| \\
& +\left\|\hat{e}^{\varepsilon, k}\right\|^{2}+\left\|\hat{e}^{\varepsilon, k-1}\right\|^{2} \lesssim \sum_{l=k, k-1}\left(\left\|\hat{n}^{\varepsilon, l}\right\|^{2}+\left\|\hat{e}^{\varepsilon, l}\right\|^{2}\right), \tag{3.32}
\end{align*}
$$

where (3.30) is proved. (3.31) is a direct consequence of the Cauchy inequality.
Lemma 3.7. Under assumption (A), for $1 \leq k \leq \frac{T}{\tau}$, we have

$$
\begin{gather*}
\left|\operatorname{Re}\left(\hat{\eta}^{\varepsilon, k}, \hat{e}^{\varepsilon, k}-\hat{e}^{\varepsilon, k-1}\right)\right| \lesssim \tau \sum_{l=k-1}^{k}\left(\left\|\hat{e}^{\varepsilon, l}\right\|^{2}+\left\|\delta_{x}^{+} e^{\varepsilon, l}\right\|^{2}+\left\|\hat{n}^{\varepsilon, l}\right\|^{2}\right)  \tag{3.33}\\
+\tau\left(\left\|\delta_{x}^{+} \hat{\eta}^{\varepsilon, k}\right\|^{2}+\left\|\hat{\eta}^{\varepsilon, k}\right\|^{2}\right)
\end{gather*}
$$

and

$$
\begin{align*}
& 4 \operatorname{Re}\left(R^{k}, \hat{e}^{\varepsilon, k}-\hat{e}^{\varepsilon, k-1}\right)+\left(P^{k}, \hat{n}^{\varepsilon, k+1}-\hat{n}^{\varepsilon, k-1}\right)  \tag{3.34}\\
= & \left(\hat{n}^{\varepsilon, k+1}+\hat{n}^{\varepsilon, k}, P^{k}\right)-\left(\hat{n}^{\varepsilon, k}+\hat{n}^{\varepsilon, k-1}, P^{k-1}\right)+Q^{k}
\end{align*}
$$

where $Q^{k}$ (3.38) is bounded as

$$
\begin{equation*}
\left|Q^{k}\right| \lesssim \tau\left(\left\|\hat{\eta}^{\varepsilon, l}\right\|^{2}+\sum_{l=k-1}^{k}\left(\left\|\hat{n}^{\varepsilon, l}\right\|^{2}+\left\|\hat{e}^{\varepsilon, l}\right\|^{2}+\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, l}\right\|^{2}\right)\right) . \tag{3.35}
\end{equation*}
$$

In addition, we know that

$$
\begin{align*}
& -\tau \sum_{l=1}^{k}\left(\hat{\zeta}^{\varepsilon, l}, \hat{u}^{\varepsilon, l+\frac{1}{2}}+\hat{u}^{\varepsilon, l-\frac{1}{2}}\right)  \tag{3.36}\\
& \quad \leq \frac{\tau}{2} \sum_{l=2}^{k-1}\left(C\left\|\delta_{t} \hat{\zeta}^{\varepsilon, l}\right\|^{2}+\left\|\hat{n}^{\varepsilon, l}\right\|^{2}\right) \\
& \quad+\sum_{l=0}^{1}\left(C\left\|\hat{\zeta}^{\varepsilon, l+1}\right\|^{2}+\frac{1}{4}\left\|\hat{n}^{\varepsilon, l}\right\|^{2}\right)+\sum_{l=k}^{k+1}\left(C\left\|\hat{\zeta}^{\varepsilon, l-1}\right\|^{2}+\frac{1}{4}\left\|\hat{n}^{\varepsilon, l}\right\|^{2}\right)
\end{align*}
$$

where $C$ is a constant independent of $h, \tau$ and $\varepsilon$.
Proof. In view of Lemma 3.3 (3.15) and (3.19), using the Cauchy inequality, we find

$$
\begin{aligned}
\left|\operatorname{Re}\left(\hat{\eta}^{\varepsilon, k}, \hat{e}^{\varepsilon, k}-\hat{e}^{\varepsilon, k-1}\right)\right|= & \tau\left|\operatorname{Im}\left\langle\hat{\eta}^{\varepsilon, k},-\frac{1}{2}\left(\delta_{x}^{2} \hat{e}^{\varepsilon, k}+\delta_{x}^{2} \hat{e}^{\varepsilon, k-1}\right)+R^{k}+\hat{\eta}^{\varepsilon, k}\right\rangle\right| \\
= & \tau\left|\operatorname{Im}\left\langle\hat{\eta}^{\varepsilon, k},-\frac{1}{2}\left(\delta_{x}^{2} \hat{e}^{\varepsilon, k}+\delta_{x}^{2} \hat{e}^{\varepsilon, k-1}\right)+R^{k}\right\rangle\right| \\
\lesssim & \lesssim \tau\left(\left\|\hat{\eta}^{\varepsilon, k}\right\|^{2}+\left\|\hat{n}^{\varepsilon, k-1}\right\|^{2}+\left\|\hat{n}^{\varepsilon, k}\right\|^{2}+\left\|\hat{e}^{\varepsilon, k}\right\|^{2}+\left\|\hat{e}^{\varepsilon, k-1}\right\|^{2}\right) \\
& +\tau\left(\left\|\delta_{x}^{+} \hat{\eta}^{\varepsilon, k}\right\|^{2}+\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, k}\right\|^{2}+\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, k-1}\right\|^{2}\right),
\end{aligned}
$$

where (3.33) follows.

Next, we prove (3.34). Recalling (3.19) and by a similar computation in [8], we get

$$
\begin{equation*}
\operatorname{Re}\left(R^{k}, \hat{e}^{\varepsilon, k}-\hat{e}^{\varepsilon, k-1}\right)=\frac{1}{4}\left(\hat{n}^{\varepsilon, k}+\hat{n}^{\varepsilon, k-1}, P^{k}-P^{k-1}\right)+Q^{k}, \tag{3.37}
\end{equation*}
$$

with

$$
\begin{array}{r}
Q^{k}=\frac{1}{4} \operatorname{Re}\left(\left(N^{\varepsilon}\left(\cdot, t_{k-1}\right)+N^{\varepsilon}\left(\cdot, t_{k}\right)\right)\left(g_{e}\left(E^{\varepsilon}\left(\cdot, t_{k}\right), E^{\varepsilon}\left(\cdot, t_{k-1}\right)\right)-g_{e}\left(\hat{E}^{\varepsilon, k}, \hat{E}^{\varepsilon, k-1}\right)\right),\right. \\
\left.\hat{e}^{\varepsilon, k}-\hat{e}^{\varepsilon, k-1}\right) \\
\quad-\frac{1}{4} \operatorname{Re}\left(\left(\hat{n}^{\varepsilon, k}+\hat{n}^{\varepsilon, k-1}\right)\left(g_{e}\left(E^{\varepsilon}\left(\cdot, t_{k}\right), E^{\varepsilon}\left(\cdot, t_{k-1}\right)\right)-g_{e}\left(\hat{E}^{\varepsilon, k}, \hat{E}^{\varepsilon, k-1}\right)\right),\right. \\
(3.38) \quad  \tag{3.38}\\
\left.E^{\varepsilon}\left(\cdot, t_{k}\right)-E^{\varepsilon}\left(\cdot, t_{k-1}\right)\right),
\end{array}
$$

where $N^{\varepsilon}\left(\cdot, t_{k}\right)$ and $E^{\varepsilon}\left(\cdot, t_{k}\right)$ represent the exact solution vectors on the grid points. Thus, (3.34) is a direct consequence of (3.37).

To control $Q^{k}$, we estimate the individual terms as follows. Using assumption (A) and Lemma 3.5, we find

$$
\begin{aligned}
& \mid \operatorname{Re}\left(\left(\hat{n}^{\varepsilon, k}+\hat{n}^{\varepsilon, k-1}\right)\left(g_{e}\left(E^{\varepsilon}\left(\cdot, t_{k}\right), E^{\varepsilon}\left(\cdot, t_{k-1}\right)\right)-g_{e}\left(\hat{E}^{\varepsilon, k}, \hat{E}^{\varepsilon, k-1}\right)\right),\right. \\
& \left.E^{\varepsilon}\left(\cdot, t_{k}\right)-E^{\varepsilon}\left(\cdot, t_{k-1}\right)\right) \mid \\
& \quad \lesssim \tau\left\|\partial_{t} E^{\varepsilon}(\cdot, t)\right\|_{L^{\infty}}\left(\left\|\hat{n}^{\varepsilon, k}\right\|^{2}+\left\|\hat{n}^{\varepsilon, k-1}\right\|^{2}+\left\|\hat{e}^{\varepsilon^{, k}}\right\|^{2}+\left\|\hat{e}^{\varepsilon, k-1}\right\|^{2}\right) \\
& \lesssim \tau\left(\left\|\hat{n}^{\varepsilon, k}\right\|^{2}+\left\|\hat{n}^{\varepsilon, k-1}\right\|^{2}+\left\|\hat{e}^{\varepsilon, k}\right\|^{2}+\left\|\hat{e}^{\varepsilon, k-1}\right\|^{2}\right) .
\end{aligned}
$$

Using error equation (3.15), Lemma 3.5, (3.25), assumption (A) and summation by parts, we obtain

$$
\begin{aligned}
& \mid \operatorname{Re}\left(( N ^ { \varepsilon } ( \cdot , t _ { k - 1 } ) + N ^ { \varepsilon } ( \cdot , t _ { k } ) ) \left(g _ { e } \left(E^{\varepsilon}\left(\cdot, t_{k}\right),\right.\right.\right.\left.E^{\varepsilon}\left(\cdot, t_{k-1}\right)\right) \\
&\left.\left.\quad-g_{e}\left(\hat{E}^{\varepsilon, k}, \hat{E}^{\varepsilon, k-1}\right)\right), \hat{e}^{\varepsilon, k}-\hat{e}^{\varepsilon, k-1}\right) \mid \\
&=\tau \mid \operatorname{Im}\left\langle\left(N^{\varepsilon}\left(\cdot, t_{k-1}\right)+N^{\varepsilon}\left(\cdot, t_{k}\right)\right) \times\left(g_{e}\left(E^{\varepsilon}\left(\cdot, t_{k}\right), E^{\varepsilon}\left(\cdot, t_{k-1}\right)\right)-g_{e}\left(\hat{E}^{\varepsilon, k}, \hat{E}^{\varepsilon, k-1}\right)\right),\right. \\
&\left.-\frac{1}{2}\left(\delta_{x}^{2} \hat{e}^{\varepsilon, k}+\delta_{x}^{2} e^{\varepsilon, k-1}\right)+R^{k}+\hat{\eta}^{\varepsilon, k}\right\rangle \mid
\end{aligned} \quad \begin{array}{r}
\lesssim \tau\left(\left\|\hat{\eta}^{\varepsilon, k}\right\|^{2}+\sum_{l=k-1}^{k}\left(\left\|\hat{n}^{\varepsilon, l}\right\|^{2}+\left\|\hat{e}^{\varepsilon, l}\right\|^{2}+\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, l}\right\|^{2}\right)\right) .
\end{array}
$$

Then we immediately get (3.35).

Using the summation by parts formula, the Cauchy inequality and (3.13), we derive

$$
\begin{aligned}
-\tau & \sum_{l=1}^{k}\left(\hat{\zeta}^{\varepsilon, l}, \hat{u}^{\varepsilon, l+\frac{1}{2}}+\hat{u}^{\varepsilon, l-\frac{1}{2}}\right)=-\sum_{l=1}^{k}\left(\left(-\delta_{x}^{2}\right)^{-1} \hat{\zeta}^{\varepsilon, l}, \hat{n}^{\varepsilon, l+1}-\hat{n}^{\varepsilon, l-1}\right) \\
= & \tau \sum_{l=2}^{k-1}\left(\delta_{t}\left(-\delta_{x}^{2}\right)^{-1} \hat{\zeta}^{\varepsilon, l}, \hat{n}^{\varepsilon, l}\right)+\sum_{l=0}^{1}\left(\left(-\delta_{x}^{2}\right)^{-1} \hat{\zeta}^{\varepsilon, l+1}, \hat{n}^{\varepsilon, l}\right) \\
& -\sum_{l=k}^{k+1}\left(\left(-\delta_{x}^{2}\right)^{-1} \hat{\zeta}^{\varepsilon, l-1}, \hat{n}^{\varepsilon, l}\right) \\
\leq & \frac{\tau}{2} \sum_{l=2}^{k-1}\left(C_{1}\left\|\delta_{t} \hat{\zeta}^{\varepsilon, l}\right\|^{2}+\left\|\hat{n}^{\varepsilon, l}\right\|^{2}\right)+\sum_{l=0}^{1}\left(C_{1}\left\|\hat{\zeta}^{\varepsilon, l+1}\right\|^{2}+\frac{1}{4}\left\|\hat{n}^{\varepsilon, l}\right\|^{2}\right) \\
& +\sum_{l=k}^{k+1}\left(C_{1}\left\|\hat{\zeta}^{\varepsilon, l-1}\right\|^{2}+\frac{1}{4}\left\|\hat{n}^{\varepsilon, l}\right\|^{2}\right)
\end{aligned}
$$

where $C_{1}$ is a constant independent of $\varepsilon, h$ and $\tau$. This completes the proof of Lemma 3.7

Now, we are ready to prove the error estimates of the modified scheme (3.8). Summing (3.29) together for time step $1,2, \ldots, k<\frac{T}{\tau}$, using Lemma 3.7] we have for some constant $C>0$ independent of $h, \tau$ and $\varepsilon$,

$$
\begin{align*}
& 5 C_{B}\left\|\hat{e}^{\varepsilon, k}\right\|^{2}+2\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, k}\right\|^{2}+\varepsilon^{2}\left\|\delta_{x}^{+} \hat{u}^{\varepsilon, k+\frac{1}{2}}\right\|^{2}+\frac{1}{2}\left\|\hat{n}^{\varepsilon, k+1}\right\|^{2} \\
& +\frac{1}{2}\left\|\hat{n}^{\varepsilon, k}\right\|^{2}+\left(P^{k}, \hat{n}^{\varepsilon, k+1}+\hat{n}^{\varepsilon, k}\right) \\
& \leq 5 C_{B}\left\|\hat{e}^{\varepsilon, 0}\right\|^{2}+2\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, 0}\right\|^{2}+\varepsilon^{2}\left\|\delta_{x}^{+} \hat{u}^{\varepsilon, \frac{1}{2}}\right\|^{2}+\frac{1}{2}\left\|\hat{n}^{\varepsilon, 1}\right\|^{2} \\
& +\frac{1}{2}\left\|\hat{n}^{\varepsilon, 0}\right\|^{2}+\left(P^{0}, \hat{n}^{\varepsilon, 1}+\hat{n}^{\varepsilon, 0}\right) \\
& +\frac{1}{4} \sum_{l=k}^{k+1}\left\|\hat{n}^{\varepsilon, l}\right\|^{2}+\frac{1}{4} \sum_{l=0}^{1}\left\|\hat{n}^{\varepsilon, l}\right\|^{2}+C \sum_{l=1}^{2}\left\|\hat{\zeta}^{\varepsilon, l}\right\|^{2}+C \sum_{l=k-1}^{k}\left\|\hat{\zeta}^{\varepsilon, l}\right\|^{2} \\
& +C \tau \sum_{l=1}^{k}\left(\left\|\hat{\eta}^{\varepsilon, l}\right\|^{2}+\left\|\delta_{t} \hat{\zeta}^{\varepsilon, l}\right\|^{2}+\left\|\delta_{x}^{+} \hat{\eta}^{\varepsilon, l}\right\|^{2}+\left\|\hat{n}^{\varepsilon, l}\right\|^{2}+\left\|\hat{e}^{\varepsilon, l}\right\|^{2}+\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, l}\right\|^{2}\right) . \tag{3.39}
\end{align*}
$$

Denote

$$
\begin{aligned}
\hat{\mathcal{E}}^{k}= & 5 C_{B}\left\|\hat{e}^{\varepsilon, k}\right\|^{2}+2\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, k}\right\|^{2}+\varepsilon^{2}\left\|\delta_{x}^{+} \hat{u}^{\varepsilon, k+\frac{1}{2}}\right\|^{2}+\frac{1}{4}\left\|\hat{n}^{\varepsilon, k+1}\right\|^{2} \\
& +\frac{1}{4}\left\|\hat{n}^{\varepsilon, k}\right\|^{2}+\left(P^{k}, \hat{n}^{\varepsilon, k+1}+\hat{n}^{\varepsilon, k}\right),
\end{aligned}
$$

where (3.20) and the Cauchy inequality imply
$\hat{\mathcal{E}}^{k} \geq C_{B}\left\|\hat{e}^{\varepsilon, k}\right\|^{2}+2\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, k}\right\|^{2}+\varepsilon^{2}\left\|\delta_{x}^{+} \hat{u}^{\varepsilon, k+\frac{1}{2}}\right\|^{2}+\frac{1}{8}\left\|\hat{n}^{\varepsilon, k+1}\right\|^{2}+\frac{1}{8}\left\|\hat{n}^{\varepsilon, k}\right\|^{2}, \quad k \geq 1$.

Recalling assumption (A), (3.12), (3.14) and (3.39), we have for $1 \leq k \leq \frac{T}{\tau}$

$$
\begin{equation*}
\hat{\mathcal{E}}^{k} \lesssim\left(\frac{h^{2}}{\varepsilon^{1-\alpha^{*}}}+\frac{\tau^{2}}{\varepsilon^{3-\alpha^{\dagger}}}\right)^{2}+\tau \sum_{l=1}^{k} \hat{\mathcal{E}}^{l}, \quad 1 \leq k \leq \frac{T}{\tau} . \tag{3.41}
\end{equation*}
$$

Using the discrete Gronwall inequality, for sufficiently small $\tau$, we have

$$
\begin{equation*}
\hat{\mathcal{E}}^{k} \lesssim\left(\frac{h^{2}}{\varepsilon^{1-\alpha^{*}}}+\frac{\tau^{2}}{\varepsilon^{3-\alpha^{\dagger}}}\right)^{2}, \quad 1 \leq k \leq \frac{T}{\tau} \tag{3.42}
\end{equation*}
$$

and the following estimates hold in view of (3.40):

$$
\begin{equation*}
\left\|\hat{e}^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, k}\right\|+\varepsilon\left\|\delta_{x}^{+} \hat{u}^{\varepsilon, k+\frac{1}{2}}\right\|+\left\|\hat{n}^{\varepsilon, k}\right\| \lesssim \frac{h^{2}}{\varepsilon^{1-\alpha^{*}}}+\frac{\tau^{2}}{\varepsilon^{3-\alpha^{\dagger}}}, \quad 0 \leq k \leq \frac{T}{\tau} \tag{3.43}
\end{equation*}
$$

3.2. (2.16) type estimates. Here, we prove the second type error estimates for the numerical approximation ( $\hat{E}^{\varepsilon, k}, \hat{N}^{\varepsilon, k}$ ) in the modified CNFD scheme (3.8). Define the 'biased' error function $\tilde{e}^{\varepsilon, k}, \tilde{n}^{\varepsilon, k} \in X_{M}$ for $k \geq 0$ as

$$
\begin{equation*}
\tilde{e}_{j}^{\varepsilon, k}=E\left(x_{j}, t_{k}\right)-\hat{E}_{j}^{\varepsilon, k}, \quad \tilde{n}_{j}^{\varepsilon, k}=N\left(x_{j}, t_{k}\right)-\hat{N}_{j}^{\varepsilon, k}, \quad j \in \mathcal{T}_{M} \tag{3.44}
\end{equation*}
$$

where $E(x, t)$ is the solution of the limit NLS (2.5) and we denote the density $N(x, t)$ as

$$
\begin{equation*}
N(x, t)=-|E(x, t)|^{2}, \quad x \in \Omega, t \geq 0 \tag{3.45}
\end{equation*}
$$

We introduce $\tilde{u}^{\varepsilon, k-\frac{1}{2}}=\left(-\delta_{x}^{2}\right)^{-1}\left(\delta_{t}^{-} \tilde{n}^{\varepsilon, k}\right)(k \geq 1)$, i.e., $\tilde{u}^{\varepsilon, k-\frac{1}{2}}$ is the solution of the equation

$$
\begin{equation*}
-\delta_{x}^{2} \tilde{u}_{j}^{\varepsilon, k-\frac{1}{2}}=\delta_{t}^{-} \tilde{n}_{j}^{\varepsilon, k}, \quad j \in \mathcal{T}_{M}, \tag{3.46}
\end{equation*}
$$

with $\tilde{u}_{0}^{\varepsilon, k-\frac{1}{2}}=\tilde{u}_{M}^{\varepsilon, k-\frac{1}{2}}=0$.
Then we define the local truncation error $\tilde{\eta}^{\varepsilon, k}, \tilde{\zeta}^{\varepsilon, k} \in X_{M}$ for $k \geq 1$ and $j \in \mathcal{T}_{M}$ as
$\tilde{\eta}_{j}^{\varepsilon, k}:=i \delta_{t}^{-} E\left(x_{j}, t_{k}\right)+\left[\frac{1}{2} \delta_{x}^{2}-\frac{1}{4} g\left(E\left(x_{j}, t_{k}\right), E\left(x_{j}, t_{k-1}\right)\right)\left(N\left(x_{j}, t_{k-1}\right)+N\left(x_{j}, t_{k}\right)\right)\right]$

$$
\times\left(E\left(x_{j}, t_{k-1}\right)+E\left(x_{j}, t_{k}\right)\right),
$$

$\tilde{\zeta}_{j}^{\varepsilon, k}:=\varepsilon^{2} \delta_{t}^{2} N\left(x_{j}, t_{k}\right)-\frac{1}{2}\left(\delta_{x}^{2} N\left(x_{j}, t_{k+1}\right)+\delta_{x}^{2} N\left(x_{j}, t_{k-1}\right)\right)-\delta_{x}^{2} f_{B}\left(\left|E\left(x_{j}, t_{k}\right)\right|^{2}\right)$.
As in the proof of the first type estimates (2.15), under the assumption (A), we could obtain the following bounds on the local truncation error,

$$
\begin{equation*}
\left\|\tilde{\eta}^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} \tilde{\eta}^{\varepsilon, k}\right\| \lesssim h^{2}+\tau^{2}, \quad\left\|\tilde{\zeta}^{\varepsilon, k}\right\|+\left\|\delta_{t} \tilde{\zeta}^{\varepsilon, k}\right\| \lesssim h^{2}+\tau^{2}+\varepsilon^{2}, \quad k \geq 1 . \tag{3.48}
\end{equation*}
$$

The initial errors satisfy $\tilde{e}^{\varepsilon, 0}=\mathbf{0}$ and
$\left\|\tilde{n}^{\varepsilon, 0}\right\| \lesssim \varepsilon^{\alpha},\left\|\tilde{n}^{\varepsilon, 1}\right\| \lesssim \tau h^{2}+\tau^{2}+\varepsilon^{\beta}+\varepsilon^{\alpha},\left\|\tilde{u}^{\varepsilon, 1 / 2}\right\| \lesssim\left\|\delta_{t}^{-} \tilde{n}^{\varepsilon, 1}\right\| \lesssim h^{2}+\tau+\varepsilon^{\beta-1}+\varepsilon^{\alpha-1}$.
Subtracting (3.8) from (3.47), we get the error equations for $j \in \mathcal{T}_{M}$ and $k \geq 1$

$$
\begin{align*}
& i \delta_{t}^{-} \tilde{e}_{j}^{\varepsilon, k}=-\frac{1}{2} \delta_{x}^{2}\left(\tilde{e}_{j}^{\varepsilon, k-1}+\tilde{e}_{j}^{\varepsilon, k}\right)+\tilde{R}_{j}^{k}+\tilde{\eta}_{j}^{\varepsilon, k}  \tag{3.50}\\
& \varepsilon^{2} \delta_{t}^{2} \tilde{n}_{j}^{\varepsilon, k}=\frac{1}{2} \delta_{x}^{2}\left(\tilde{n}_{j}^{\varepsilon, k-1}+\tilde{n}_{j}^{\varepsilon, k+1}\right)+\delta_{x}^{2} \tilde{P}_{j}^{k}+\tilde{\zeta}_{j}^{\varepsilon, k} \tag{3.51}
\end{align*}
$$

where $\tilde{R}^{k}, \tilde{P}^{k} \in X_{M}$ and for $j \in \mathcal{T}_{M}$

$$
\begin{align*}
\tilde{R}_{j}^{k}= & \frac{1}{4}\left(N\left(x_{j}, t_{k-1}\right)+N^{\varepsilon}\left(x_{j}, t_{k}\right)\right) \\
& \times g\left(E\left(x_{j}, t_{k}\right), E\left(x_{j}, t_{k-1}\right)\right)\left(E\left(x_{j}, t_{k-1}\right)+E\left(x_{j}, t_{k}\right)\right) \\
& -\frac{1}{4}\left(N_{j}^{\varepsilon, k-1}+N_{j}^{\varepsilon, k}\right) g\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\left(\hat{E}_{j}^{\varepsilon, k-1}+\hat{E}_{j}^{\varepsilon, k}\right), \quad k \geq 1,  \tag{3.52}\\
\tilde{P}_{j}^{k}= & f_{B}\left(\left|E\left(x_{j}, t_{k}\right)\right|^{2}\right)-f_{B}\left(\left|\hat{E}_{j}^{\varepsilon, k}\right|^{2}\right), \quad k \geq 0 . \tag{3.53}
\end{align*}
$$

Using the property of $f_{B}(\cdot)$, we find that for the same constant $C_{B}>0$ in (3.20), the following holds:

$$
\begin{equation*}
\left|\tilde{P}_{j}^{k}\right| \leq \sqrt{C_{B}}\left|\tilde{e}_{j}^{\varepsilon, k}\right|, \quad k \geq 0, \quad j \in \mathcal{T}_{M} \tag{3.54}
\end{equation*}
$$

Similarly to Lemma 3.5, we have the results below.
Lemma 3.8. Under assumption (A), for $k \geq 1$ and $j \in \mathcal{T}_{M}$, we have

$$
\begin{align*}
& \left|g\left(E\left(x_{j}, t_{k}\right), E\left(x_{j}, t_{k-1}\right)\right)-g\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\right| \lesssim\left|\tilde{e}_{j}^{k}\right|+\left|\tilde{e}_{j}^{k-1}\right|,  \tag{3.55}\\
& \left|g_{e}\left(E\left(x_{j}, t_{k}\right), E\left(x_{j}, t_{k-1}\right)\right)-g_{e}\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\right| \lesssim\left|\tilde{e}_{j}^{k}\right|+\left|\tilde{e}_{j}^{k-1}\right|,  \tag{3.56}\\
& \left|\delta_{x}^{+}\left(g_{e}\left(E\left(x_{j}, t_{k}\right), E\left(x_{j}, t_{k-1}\right)\right)-g_{e}\left(\hat{E}_{j}^{\varepsilon, k}, \hat{E}_{j}^{\varepsilon, k-1}\right)\right)\right|  \tag{3.57}\\
& \quad \lesssim \sum_{l=k-1}^{k}\left(\left|\tilde{e}_{j}^{l}\right|+\left|\tilde{e}_{j+1}^{l}\right|+\left|\delta_{x}^{+} \tilde{e}_{j}^{l}\right|\right)
\end{align*}
$$

Following the proof of the estimates (3.43) for $\left(\hat{e}^{\varepsilon, k}, \hat{n}^{\varepsilon, k}\right)$, we proceed as follows.
First, multiplying both sides of (3.50) by $\tau \cdot \overline{\tilde{e}_{j}^{\varepsilon, k}+\tilde{e}_{j}^{\varepsilon, k-1}}$, summing together for $j \in \mathcal{T}_{M}$ and taking imaginary parts, we have for $k \geq 1$,

$$
\begin{equation*}
\left\|\tilde{e}^{\varepsilon, k}\right\|^{2}-\left\|\tilde{e}^{\varepsilon, k-1}\right\|^{2}=\tau \operatorname{Im}\left(\tilde{R}^{k}, \tilde{e}^{\varepsilon, k}+\tilde{e}^{\varepsilon, k-1}\right)+\tau \operatorname{Im}\left(\tilde{\eta}^{\varepsilon, k}, \tilde{e}^{\varepsilon, k}+\tilde{e}^{\varepsilon, k-1}\right) . \tag{3.58}
\end{equation*}
$$

Second, multiplying both sides of (3.50) by $\overline{\tilde{e}_{j}^{\varepsilon, k}-\tilde{e}_{j}^{\varepsilon, k-1}}$, summing together for $j \in \mathcal{T}_{M}$ and taking real parts, we have for $k \geq 1$,

$$
\begin{equation*}
\frac{1}{2}\left(\left\|\delta_{x}^{+} \tilde{e}^{\varepsilon, k}\right\|^{2}-\left\|\delta_{x}^{+} \tilde{e}^{\varepsilon, k-1}\right\|^{2}\right)+\operatorname{Re}\left(\tilde{R}^{k}, \tilde{e}^{\varepsilon, k}-\tilde{e}^{\varepsilon, k-1}\right)=-\operatorname{Re}\left(\tilde{\eta}^{\varepsilon, k}, \tilde{e}^{\varepsilon, k}-\tilde{e}^{\varepsilon, k-1}\right) \tag{3.59}
\end{equation*}
$$

Third, multiplying both sides of (3.51) by $\tau\left(\tilde{u}_{j}^{\varepsilon, k+\frac{1}{2}}+\tilde{u}_{j}^{\varepsilon, k-\frac{1}{2}}\right)$, summing together for $j \in \mathcal{T}_{M}$, making use of (3.46) and summation by parts formula, we have for $k \geq 1$,

$$
\begin{align*}
& \varepsilon^{2}\left\|\delta_{x}^{+} \tilde{u}^{\varepsilon, k+\frac{1}{2}}\right\|^{2}-\varepsilon^{2}\left\|\delta_{x}^{+} \tilde{u}^{\varepsilon, k-\frac{1}{2}}\right\|^{2}+\frac{1}{2}\left(\left\|\tilde{n}^{\varepsilon, k+1}\right\|^{2}-\left\|\tilde{n}^{\varepsilon, k-1}\right\|^{2}\right) \\
& \quad+\left(\tilde{P}^{k}, \tilde{n}^{\varepsilon, k+1}-\tilde{n}^{\varepsilon, k-1}\right) \\
& =-\tau\left(\tilde{\zeta}^{\varepsilon, k}, \tilde{u}^{\varepsilon, k+\frac{1}{2}}+\tilde{u}^{\varepsilon, k-\frac{1}{2}}\right) \tag{3.60}
\end{align*}
$$

Finally, combining $5 C_{B} \cdot(3.58)+4 \cdot(3.59)+(3.60)$, we get for $k \geq 1$

$$
\begin{align*}
5 C_{B} \| \tilde{e}^{\varepsilon, k} & \left\|^{2}+2\right\| \delta_{x}^{+} \tilde{e}^{\varepsilon, k}\left\|^{2}+\varepsilon^{2}\right\| \delta_{x}^{+} \tilde{u}^{\varepsilon, k+\frac{1}{2}}\left\|^{2}+\frac{1}{2}\right\| \tilde{n}^{\varepsilon, k+1} \|^{2} \\
& +4 \operatorname{Re}\left(\tilde{R}^{k}, \tilde{e}^{\varepsilon, k}-\tilde{e}^{\varepsilon, k-1}\right)+\left(\tilde{P}^{k}, \tilde{n}^{\varepsilon, k+1}-\tilde{n}^{\varepsilon, k-1}\right) \\
& -5 C_{B}\left\|\tilde{e}^{\varepsilon, k-1}\right\|^{2}-2\left\|\delta_{x}^{+} \tilde{e}^{\varepsilon, k-1}\right\|^{2}-\varepsilon^{2}\left\|\delta_{x}^{+} \tilde{u}^{\varepsilon, k-\frac{1}{2}}\right\|^{2}-\frac{1}{2}\left\|\tilde{n}^{\varepsilon, k-1}\right\|^{2} \\
= & 5 \tau C_{B} \operatorname{Im}\left(\tilde{R}^{k}, \tilde{e}^{\varepsilon, k}+\tilde{e}^{\varepsilon, k-1}\right)+5 \tau C_{B} \operatorname{Im}\left(\tilde{\eta}^{\varepsilon, k}, \tilde{e}^{\varepsilon, k}+\tilde{e}^{\varepsilon, k-1}\right) \\
& -4 \operatorname{Re}\left(\tilde{\eta}^{\varepsilon, k}, \tilde{e}^{\varepsilon, k}-\tilde{e}^{\varepsilon, k-1}\right)-\tau\left(\tilde{\zeta}^{\varepsilon, k}, \tilde{u}^{\varepsilon, k+\frac{1}{2}}+\tilde{u}^{\varepsilon, k-\frac{1}{2}}\right) . \tag{3.61}
\end{align*}
$$

Following the proofs of Lemma 3.6 and 3.7, we can prove similar estimates below and omit the details here.

Lemma 3.9. Under the assumption (A), for $k \geq 1$, we have

$$
\begin{array}{r}
\left|\operatorname{Im}\left(\tilde{R}^{k}, \tilde{e}^{\varepsilon, k}+\tilde{e}^{\varepsilon, k-1}\right)\right| \lesssim\left\|\tilde{n}^{\varepsilon, k-1}\right\|^{2}+\left\|\tilde{e}^{\varepsilon, k-1}\right\|^{2}+\left\|\tilde{n}^{\varepsilon, k}\right\|^{2}+\left\|\tilde{e}^{\varepsilon, k}\right\|^{2}, \\
\left|\operatorname{Im}\left(\tilde{\eta}^{\varepsilon, k}, \tilde{e}^{\varepsilon, k}+\tilde{e}^{\varepsilon, k-1}\right)\right| \leq 2\left\|\tilde{\eta}^{\varepsilon, k}\right\|^{2}+\frac{1}{4}\left(\left\|\tilde{e}^{\varepsilon, k}\right\|^{2}+\left\|\tilde{e}^{\varepsilon, k-1}\right\|^{2}\right) \\
\left|\operatorname{Re}\left(\tilde{\eta}^{\varepsilon, k}, \tilde{e}^{\varepsilon, k}-\tilde{e}^{\varepsilon, k-1}\right)\right| \lesssim \tau \sum_{l=k-1}^{k}\left(\left\|\tilde{e}^{\varepsilon, l}\right\|^{2}+\left\|\delta_{x}^{+} \tilde{e}^{\varepsilon, l}\right\|^{2}+\left\|\tilde{n}^{\varepsilon, l}\right\|^{2}\right)  \tag{3.64}\\
+\tau\left(\left\|\delta_{x}^{+} \tilde{\eta}^{\varepsilon, k}\right\|^{2}+\left\|\tilde{\eta}^{\varepsilon, k}\right\|^{2}\right),
\end{array}
$$

and

$$
\begin{gather*}
4 \operatorname{Re}\left(\tilde{R}^{k}, e^{\varepsilon, k}-\tilde{e}^{\varepsilon, k-1}\right)+\left(\tilde{P}^{k}, \tilde{n}^{\varepsilon, k+1}-\tilde{n}^{\varepsilon, k-1}\right)  \tag{3.65}\\
=\left(\tilde{n}^{\varepsilon, k+1}+\tilde{n}^{\varepsilon, k}, \tilde{P}^{k}\right)-\left(\tilde{n}^{\varepsilon, k}+\tilde{n}^{\varepsilon, k-1}, \tilde{P}^{k-1}\right)+\tilde{Q}^{k},
\end{gather*}
$$

where $\tilde{Q}^{k}$ is defined similarly to (3.38) and

$$
\begin{equation*}
\left|\tilde{Q}^{k}\right| \lesssim \tau\left(\left\|\tilde{\eta}^{\varepsilon, l}\right\|^{2}+\sum_{l=k-1}^{k}\left(\left\|\tilde{n}^{\varepsilon, l}\right\|^{2}+\left\|\tilde{e}^{\varepsilon, l}\right\|^{2}+\left\|\delta_{x}^{+} \tilde{e}^{\varepsilon, l}\right\|^{2}\right)\right) . \tag{3.66}
\end{equation*}
$$

In addition, we have

$$
\begin{align*}
& -\tau \sum_{l=1}^{k}\left(\tilde{\zeta}^{\varepsilon, l}, \tilde{u}^{\varepsilon, l+\frac{1}{2}}+\tilde{u}^{\varepsilon, l-\frac{1}{2}}\right) \leq \frac{\tau}{2} \sum_{l=2}^{k-1}\left(C\left\|\delta_{t} \tilde{\zeta}^{\varepsilon, l}\right\|^{2}+\left\|\tilde{n}^{\varepsilon, l}\right\|^{2}\right)  \tag{3.67}\\
& \quad+\sum_{l=0}^{1}\left(C\left\|\tilde{\zeta}^{\varepsilon, l+1}\right\|^{2}+\frac{1}{4}\left\|\tilde{n}^{\varepsilon, l}\right\|^{2}\right)+\sum_{l=k}^{k+1}\left(C\left\|\tilde{\zeta}^{\varepsilon, l-1}\right\|^{2}+\frac{1}{4}\left\|\tilde{n}^{\varepsilon, l}\right\|^{2}\right)
\end{align*}
$$

where $C$ is a constant independent of $\tau, h$ and $\varepsilon$.
Now, we are ready to prove (2.16) type estimates. Summing (3.61) together for time step $1,2, \ldots, k<\frac{T}{\tau}$, using Lemma 3.9, we have for some constant $C>0$
independent of $h, \tau$ and $\varepsilon$,

$$
\begin{align*}
& 5 C_{B}\left\|\tilde{e}^{\varepsilon, k}\right\|^{2}+2\left\|\delta_{x}^{+} \tilde{e}^{\varepsilon, k}\right\|^{2}+\varepsilon^{2}\left\|\delta_{x}^{+} \tilde{u}^{\varepsilon, k+\frac{1}{2}}\right\|^{2}+\frac{1}{2}\left\|\tilde{n}^{\varepsilon, k+1}\right\|^{2} \\
&+\frac{1}{2}\left\|\tilde{n}^{\varepsilon, k}\right\|^{2}+\left(\tilde{P}^{k}, \tilde{n}^{\varepsilon, k+1}+\tilde{n}^{\varepsilon, k}\right) \\
& \leq 5 C_{B}\left\|\tilde{e}^{\varepsilon, 0}\right\|^{2}+2\left\|\delta_{x}^{+} \tilde{e}^{\varepsilon, 0}\right\|^{2}+\varepsilon^{2}\left\|\delta_{x}^{+} \tilde{u}^{\varepsilon, \frac{1}{2}}\right\|^{2}+\frac{1}{2}\left\|\tilde{n}^{\varepsilon, 1}\right\|^{2}+\frac{1}{2}\left\|\tilde{n}^{\varepsilon, 0}\right\|^{2}+\left(\tilde{P}^{0}, \tilde{n}^{\varepsilon, 1}+\tilde{n}^{\varepsilon, 0}\right) \\
&+\frac{1}{4} \sum_{l=k}^{k+1}\left\|\tilde{n}^{\varepsilon, l}\right\|^{2}+\frac{1}{4} \sum_{l=0}^{1}\left\|\tilde{n}^{\varepsilon, l}\right\|^{2}+C \sum_{l=1}^{2}\left\|\tilde{\zeta}^{\varepsilon, l}\right\|^{2}+C \sum_{l=k-1}^{k}\left\|\tilde{\zeta}^{\varepsilon, l}\right\|^{2} \tag{3.68}
\end{align*}
$$

$$
+C \tau \sum_{l=1}^{k}\left(\left\|\tilde{\eta}^{\varepsilon, l}\right\|^{2}+\left\|\delta_{t} \tilde{\varsigma}^{\varepsilon, l}\right\|^{2}+\left\|\delta_{x}^{+} \tilde{\eta}^{\varepsilon, l}\right\|^{2}+\left\|\tilde{n}^{\varepsilon, l}\right\|^{2}+\left\|\tilde{e}^{\varepsilon, l}\right\|^{2}+\left\|\delta_{x}^{+} \tilde{e}^{\varepsilon, l}\right\|^{2}\right) .
$$

Denote

$$
\begin{align*}
\tilde{\mathcal{E}}^{k}= & 5 C_{B}\left\|\tilde{e}^{\varepsilon, k}\right\|^{2}+2\left\|\delta_{x}^{+} \tilde{e}^{\varepsilon, k}\right\|^{2}+\varepsilon^{2}\left\|\delta_{x}^{+} \tilde{u}^{\varepsilon, k+\frac{1}{2}}\right\|^{2}+\frac{1}{4}\left\|\tilde{n}^{\varepsilon, k+1}\right\|^{2} \\
& +\frac{1}{4}\left\|\tilde{n}^{\varepsilon, k}\right\|^{2}+\left(\tilde{P}^{k}, \tilde{n}^{\varepsilon, k+1}+\tilde{n}^{\varepsilon, k}\right), \tag{3.69}
\end{align*}
$$

where (3.54) and the Cauchy inequality imply
$\tilde{\mathcal{E}}^{k} \geq C_{B}\left\|\tilde{e}^{\varepsilon, k}\right\|^{2}+2\left\|\delta_{x}^{+} \tilde{e}^{\varepsilon, k}\right\|^{2}+\varepsilon^{2}\left\|\delta_{x}^{+} \tilde{u}^{\varepsilon, k+\frac{1}{2}}\right\|^{2}+\frac{1}{8}\left\|\tilde{n}^{\varepsilon, k+1}\right\|^{2}+\frac{1}{8}\left\|\tilde{n}^{\varepsilon, k}\right\|^{2}, \quad k \geq 1$.
Recalling assumptions (A) and (B), (3.48), (3.49) and (3.68), we have for $1 \leq k \leq \frac{T}{\tau}$,

$$
\begin{equation*}
\tilde{\mathcal{E}}^{k} \lesssim\left(h^{2}+\tau^{2}+\varepsilon^{\beta}+\varepsilon^{\alpha}+\varepsilon^{2}\right)^{2}+\tau \sum_{l=1}^{k} \tilde{\mathcal{E}}^{l}, \quad 1 \leq k \leq \frac{T}{\tau} . \tag{3.70}
\end{equation*}
$$

Using the discrete Gronwall inequality, for sufficiently small $\tau$, we have

$$
\begin{equation*}
\tilde{\mathcal{E}}^{k} \lesssim\left(h^{2}+\tau^{2}+\varepsilon^{\alpha}+\varepsilon^{\beta}+\varepsilon^{2}\right)^{2}, \quad 1 \leq k \leq \frac{T}{\tau}, \tag{3.71}
\end{equation*}
$$

and the following estimates hold in view of (3.69):

$$
\begin{equation*}
\left\|\tilde{e}^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} \tilde{e}^{\varepsilon, k}\right\|+\varepsilon\left\|\delta_{x}^{+} \tilde{u}^{\varepsilon, k+\frac{1}{2}}\right\|+\left\|\tilde{n}^{\varepsilon, k}\right\| \lesssim h^{2}+\tau^{2}+\varepsilon^{\beta}+\varepsilon^{\alpha}+\varepsilon^{2}, \quad 0 \leq k \leq \frac{T}{\tau} . \tag{3.72}
\end{equation*}
$$

Using assumption (B), we obtain

$$
\begin{align*}
\left\|\hat{e}^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} \hat{e}^{\varepsilon, k}\right\| & \leq\left\|\tilde{e}^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} \tilde{e}^{\varepsilon, k}\right\|+\left\|E^{\varepsilon}\left(\cdot, t_{k}\right)-E\left(\cdot, t_{k}\right)\right\|_{H^{1}} \\
& \lesssim h^{2}+\tau^{2}+\varepsilon^{\alpha^{\dagger}}+\varepsilon^{1+\alpha^{*}}  \tag{3.73}\\
\left\|\hat{n}^{\varepsilon, k}\right\| & \leq\left\|\tilde{n}^{\varepsilon, k}\right\|+\left\|N^{\varepsilon}\left(\cdot, t_{k}\right)-N\left(\cdot, t_{k}\right)\right\|_{L^{2}} \lesssim h^{2}+\tau^{2}+\varepsilon^{\alpha^{\dagger}} . \tag{3.74}
\end{align*}
$$

The (2.16) type estimate is established.
3.3. Proof of Theorems 2.1 and [2.2. We have proved the estimates (3.43), (3.73) and (3.74) for $\left(\hat{E}^{\varepsilon, k}, \hat{N}^{\varepsilon, k}\right)(k \geq 0)$, the solution of modified CNFD (3.8) with (2.8) and (2.9). In order to get the error bounds (2.15) and (2.16) for $\left(E^{\varepsilon, k}, N^{\varepsilon, k}\right)$ in Theorem 2.1, recalling (3.7), we only need show that

$$
\begin{equation*}
\left\|\hat{E}^{\varepsilon, k}\right\|_{\infty} \leq M_{0}+1, \quad k \geq 0 \tag{3.75}
\end{equation*}
$$

which implies the modified CNFD (3.8) collapses to (2.7) and ( $\left.\hat{E}^{\varepsilon, k}, \hat{N}^{\varepsilon, k}\right)(k \geq 0)$ are identical to $\left(E^{\varepsilon, k}, N^{\varepsilon, k}\right)(k \geq 0)$. For the 1D case, similarly to Lemma 2.1, we can derive the a priori bound of ( $\hat{E}^{\varepsilon, k}, \hat{N}^{\varepsilon, k}$ ). Following the proof of Lemma 2.1 (see also [8]), it is easy to show that (3.8) conserves the mass $\left\|\hat{E}^{\varepsilon, k}\right\|$ and the energy

$$
\begin{align*}
\hat{H}^{k}= & \frac{1}{2}\left(\left\|\delta_{x}^{+} \hat{E}^{\varepsilon, k+1}\right\|^{2}+\left\|\delta_{x}^{+} \hat{E}^{\varepsilon, k}\right\|^{2}\right)+\frac{\varepsilon^{2}}{2}\left\|\delta_{x}^{+} \hat{U}^{\varepsilon, k+1 / 2}\right\|^{2}+\frac{1}{4}\left(\left\|\hat{N}^{\varepsilon, k+1}\right\|^{2}+\left\|\hat{N}^{\varepsilon, k}\right\|^{2}\right)  \tag{3.76}\\
& +\frac{h}{4} \sum_{j=0}^{M-1}\left(\hat{N}_{j}^{\varepsilon, k+1}+\hat{N}_{j}^{\varepsilon, k}\right)\left(f_{B}\left(\left|\hat{E}_{j}^{\varepsilon, k+1}\right|^{2}\right)+f_{B}\left(\left|\hat{E}_{j}^{\varepsilon, k}\right|^{2}\right)\right) \equiv \hat{H}^{0}, \quad k \geq 0
\end{align*}
$$

where $\hat{U}^{\varepsilon, k+1 / 2}=\left(-\delta_{x}^{2}\right)^{-1} \delta_{t}^{+} \hat{N}^{\varepsilon, k}$.
Noticing $f_{B}(s) \leq s(s \geq 0)$, using the same arguments in Lemma 2.1, we could obtain the same bounds for $\hat{E}^{\varepsilon, k}(k \geq 0)$ as

$$
\begin{equation*}
\left\|\hat{E}^{\varepsilon, k}\right\|_{\infty} \leq C_{a}, \quad k \geq 0 . \tag{3.77}
\end{equation*}
$$

By the choice of $M_{0}$ in the 1D case, we have

$$
\begin{equation*}
\left\|\hat{E}^{\varepsilon, k}\right\|_{\infty} \leq C_{a} \leq M_{0}+1, \quad k \geq 0 \tag{3.78}
\end{equation*}
$$

This implies ( $\hat{E}^{\varepsilon, k}, \hat{N}^{\varepsilon, k}$ ) is identical to ( $E^{\varepsilon, k}, N^{\varepsilon, k}$ ), and conclusions (2.15), (2.16) and (2.18) follow.

Remark 3.1. In the 2D $(d=2)$ and 3D $(d=3)$ cases, the above approach needs modification. Instead of bounding $\left\|\hat{E}^{\varepsilon, k}\right\|_{\infty}$ by conserved quantities, we control $\left\|\hat{E}^{\varepsilon, k}\right\|_{\infty}$ by the error function $\hat{e}^{\varepsilon, k}$, i.e.,

$$
\begin{equation*}
\left\|\hat{E}^{\varepsilon, k}\right\|_{\infty} \leq\left\|E^{\varepsilon}\left(x, t_{k}\right)\right\|_{L^{\infty}}+\left\|\hat{e}^{\varepsilon, k}\right\|_{\infty} \leq M_{0}+\frac{1}{C_{d}(h)}\left\|\hat{e}^{\varepsilon, k}\right\|_{H^{1}} \tag{3.79}
\end{equation*}
$$

and we use discrete Sobolev inequalities [20] in 2D and 3D to control the $l^{\infty}$-norm as

$$
\begin{equation*}
\left\|\psi_{h}\right\|_{\infty} \lesssim \frac{1}{C_{d}(h)}\left\|\psi_{h}\right\|_{H^{1}}, \quad d=2,3 \tag{3.80}
\end{equation*}
$$

where $C_{d}(h)=1 /|\ln h|$ when $d=2$ and $C_{d}(h)=h^{1 / 2}$ when $d=3$, and $\psi_{h}$ are $2 \mathrm{D} / 3 \mathrm{D}$ mesh functions with zero at the boundary. Thus, by assuming the additional conditions with $h=o\left(\varepsilon^{2 / 3}\right), \tau=o\left(\varepsilon^{3 / 2} C_{d}(h)\right)$ for the ill-prepared initial data, $\tau=o\left(C_{d}(h)^{3 / 2}\right)$ for less-ill-prepared initial data, and $\tau=o\left(C_{d}(h)^{2 / 3}\right)$ for the well-prepared initial data, we could obtain the same error estimates as those in Theorems 2.1 and 2.2.

## 4. Numerical results

In this section, we present numerical results for ZS (2.1) by CNFD (2.7) with (2.8) and (2.11). The initial data of ZS (2.1) is chosen as those given in (2.1) and (2.6) with

$$
\begin{equation*}
E_{0}(x)=e^{-x^{2} / 2}, \quad \omega_{0}(x)=e^{-x^{2} / 4}, \quad \omega_{1}(x)=x e^{-x^{2} / 4} \tag{4.1}
\end{equation*}
$$

and the parameters $\alpha$ and $\beta$ in (2.6) are set as:
Case I. Well-prepared initial data, i.e., $\alpha=2$ and $\beta=2$.
Case II. Less-ill-prepared initial data, i.e., $\alpha=1$ and $\beta=1$.

Table 4.1. Spatial error analysis of CNFD at time $t=1$ for the well-prepared initial data Case I, i.e., $\alpha=2$ and $\beta=2$.

| $e^{\varepsilon}(t=1)$ | $h=0.1$ | $h=\frac{0.1}{2}$ | $h=\frac{0.1}{2^{2}}$ | $h=\frac{0.1}{2^{3}}$ | $h=\frac{0.1}{2^{4}}$ | $h=\frac{0.1}{2^{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon_{0}=1$ | $7.31 \mathrm{E}-3$ | $1.83 \mathrm{E}-3$ | $4.59 \mathrm{E}-4$ | $1.15 \mathrm{E}-4$ | $2.87 \mathrm{E}-5$ | $7.17 \mathrm{E}-6$ |
| order | - | 1.99 | 1.99 | 2.00 | 2.00 | 2.00 |
| $\varepsilon=1 / 2$ | $6.01 \mathrm{E}-3$ | $1.52 \mathrm{E}-3$ | $3.76 \mathrm{E}-4$ | $9.40 \mathrm{E}-5$ | $2.35 \mathrm{E}-5$ | $5.90 \mathrm{E}-6$ |
| order | - | 1.98 | 2.02 | 2.00 | 2.00 | 1.99 |
| $\varepsilon=1 / 2^{2}$ | $6.22 \mathrm{E}-3$ | $1.61 \mathrm{E}-3$ | $3.90 \mathrm{E}-4$ | $9.76 \mathrm{E}-5$ | $2.44 \mathrm{E}-5$ | $6.11 \mathrm{E}-6$ |
| order | - | 1.95 | 2.04 | 2.00 | 2.00 | 1.99 |
| $\varepsilon=1 / 2^{3}$ | $6.81 \mathrm{E}-3$ | $1.71 \mathrm{E}-3$ | $4.24 \mathrm{E}-4$ | $1.06 \mathrm{E}-4$ | $2.66 \mathrm{E}-5$ | $6.66 \mathrm{E}-6$ |
| order | - | 1.99 | 2.00 | 2.01 | 1.99 | 2.00 |
| $\varepsilon=1 / 2^{4}$ | $6.83 \mathrm{E}-3$ | $1.71 \mathrm{E}-3$ | $4.27 \mathrm{E}-4$ | $1.07 \mathrm{E}-4$ | $2.68 \mathrm{E}-5$ | $6.30 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.00 | 2.00 | 2.08 |
| $\varepsilon=1 / 2^{5}$ | $6.84 \mathrm{E}-3$ | $1.71 \mathrm{E}-3$ | $4.27 \mathrm{E}-4$ | $1.07 \mathrm{E}-4$ | $2.68 \mathrm{E}-5$ | $6.74 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.00 | 2.00 | 1.99 |
| $\varepsilon=1 / 2^{6}$ | $6.84 \mathrm{E}-3$ | $1.71 \mathrm{E}-3$ | $4.28 \mathrm{E}-4$ | $1.07 \mathrm{E}-4$ | $2.68 \mathrm{E}-5$ | $6.74 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.00 | 2.00 | 1.99 |
| $n^{\varepsilon}(t=1)$ | $h=0.1$ | $h=\frac{0.1}{2}$ | $h=\frac{0.1}{2^{2}}$ | $h=\frac{0.1}{2^{3}}$ | $h=\frac{0.1}{2^{4}}$ | $h=\frac{0.1}{2^{5}}$ |
| $\varepsilon=1$ | $1.72 \mathrm{E}-3$ | $4.31 \mathrm{E}-4$ | $1.08 \mathrm{E}-4$ | $2.69 \mathrm{E}-5$ | $6.70 \mathrm{E}-6$ | $1.68 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.01 | 2.01 | 2.00 |
| $\varepsilon=1 / 2$ | $2.52 \mathrm{E}-3$ | $6.12 \mathrm{E}-4$ | $1.53 \mathrm{E}-4$ | $3.82 \mathrm{E}-5$ | $9.52 \mathrm{E}-6$ | $2.37 \mathrm{E}-6$ |
| order | - | 2.04 | 2.00 | 2.00 | 2.00 | 2.00 |
| $\varepsilon=1 / 2^{2}$ | $2.02 \mathrm{E}-3$ | $5.00 \mathrm{E}-4$ | $1.25 \mathrm{E}-4$ | $3.13 \mathrm{E}-5$ | $7.83 \mathrm{E}-6$ | $1.99 \mathrm{E}-6$ |
| order | - | 2.01 | 2.00 | 2.00 | 2.00 | 1.98 |
| $\varepsilon=1 / 2^{3}$ | $1.22 \mathrm{E}-3$ | $3.04 \mathrm{E}-4$ | $7.60 \mathrm{E}-5$ | $1.90 \mathrm{E}-5$ | $4.77 \mathrm{E}-6$ | $1.22 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.00 | 1.99 | 1.97 |
| $\varepsilon=1 / 2^{4}$ | $1.13 \mathrm{E}-3$ | $2.83 \mathrm{E}-4$ | $7.14 \mathrm{E}-5$ | $1.77 \mathrm{E}-5$ | $4.43 \mathrm{E}-6$ | $1.24 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.01 | 2.00 | 1.84 |
| $\varepsilon=1 / 2^{5}$ | $1.12 \mathrm{E}-3$ | $2.79 \mathrm{E}-4$ | $6.97 \mathrm{E}-5$ | $1.74 \mathrm{E}-5$ | $4.38 \mathrm{E}-6$ | $1.15 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.00 | 1.99 | 1.93 |
| $\varepsilon=1 / 2^{6}$ | $1.12 \mathrm{E}-3$ | $2.78 \mathrm{E}-4$ | $6.94 \mathrm{E}-5$ | $1.74 \mathrm{E}-5$ | $4.39 \mathrm{E}-6$ | $1.25 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.00 | 1.99 | 1.81 |
|  |  |  |  |  |  |  |

Case III. Ill-prepared initial data, i.e., $\alpha=0$ and $\beta=0$.
The problem is truncated onto $\Omega=(-200,200)$, such that the error due to the truncation with homogeneous Dirichlet boundary condition is negligible. The 'exact' solution $\left(E^{\varepsilon}(x, t), N^{\varepsilon}(x, t)\right)$ is computed by the time splitting spectral method [5, 6] with very fine mesh size $h=1 / 32$ and time step $\tau=10^{-7}$. In order to measure the error of the numerical solution of ZS (2.1) obtained by CNFD at time $t_{k}$ as $E^{\varepsilon, k}, N^{\varepsilon, k} \in X_{M}$, we introduce the $H^{1}$-norm of error for $E^{\varepsilon, k}$ and $l^{2}$-norm of the error for $N^{\varepsilon, k}$ as

$$
\begin{equation*}
e^{\varepsilon}\left(t_{k}\right):=\left\|e^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} e^{\varepsilon, k}\right\|, \quad n^{\varepsilon}\left(t_{k}\right):=\left\|n^{\varepsilon, k}\right\|, \tag{4.2}
\end{equation*}
$$

with $e^{\varepsilon, k}=E^{\varepsilon}\left(\cdot, t_{k}\right)-E^{\varepsilon, k}$ and $n^{\varepsilon, k}=N^{\varepsilon}\left(\cdot, t_{k}\right)-N^{\varepsilon, k}$.

Table 4.2. Temporal error analysis of CNFD at time $t=1$ for the well-prepared initial data Case I, i.e., $\alpha=2$ and $\beta=2$.

|  | $\tau_{0}=0.05$ | $\frac{\tau_{0}}{2}$ | $2^{2}$ | $\frac{\tau_{0}}{2^{3}}$ | $\frac{\tau_{0}}{2^{4}}$ | $\frac{\tau_{0}}{2^{5}}$ | $\frac{\tau_{0}}{2^{6}}$ | $\frac{\tau_{0}}{2^{7}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon=$ | $4.38 \mathrm{E}-2$ | $1.63 \mathrm{E}-2$ | $4.82 \mathrm{E}-3$ | $1.21 \mathrm{E}-3$ | $3.12 \mathrm{E}-4$ | $7.83 \mathrm{E}-5$ | $1.96 \mathrm{E}-5$ | $4.94 \mathrm{E}-$ |
| orde |  | 1.43 | 1.76 | 1.99 | 1.96 | 1.99 | 2.00 | 99 |
| $\varepsilon=$ | $39 \mathrm{E}-$ | 1.39 E | 4.12E- | $1.11 \mathrm{E}-$ | 2.68 E | $6.71 \mathrm{E}-$ | 1.68 E | 4.22 |
| order |  | 1.29 | 1.75 | 1.89 | 2.0 | 2.00 | 2.0 | 1.99 |
| $\varepsilon=1 / 2$ | 7E- | .36E- | $4.03 \mathrm{E}-$ | $1.01 \mathrm{E}-$ | 2.58 E | $6.45 \mathrm{E}-$ | 1.61 E | 4.05 E |
| order |  | 1.39 | 1.75 | 2.00 | 1.97 | 2.00 | 2.00 | 1.99 |
| $\varepsilon=1$ | 7 E | 44 E | $4.02 \mathrm{E}-$ | $1.01 \mathrm{E}-$ | 2.62 E | $6.56 \mathrm{E}-$ | 1.65 E | 4.22 E |
| order |  | 1.50 | 1.84 | 1.99 | 1.95 | 2.00 | 1.99 | 1.97 |
| $\varepsilon=1$ | 7 E | . 43 E | 4.12 E | 1.02 E | 2.63 E | $6.57 \mathrm{E}-$ | 1.66 E | .12E |
| order |  | 1.47 | 1.80 | 2.01 | 1.96 | 2.00 | 1.98 | 1.70 |
| $\bar{\varepsilon}=1 / 2$ | 7E | .43E-2 | $4.12 \mathrm{E}-$ | 1.02E | 2.64 E | 6.60 E | 1.66 E | 4.28 |
| order |  | 1.47 | 1.80 | 2.01 | 1.95 | 2.00 | 1.99 | 1.96 |
| $\bar{\varepsilon}=1 / 2$ | 3.96 E | $1.43 \mathrm{E}-$ | $4.11 \mathrm{E}-3$ | $1.02 \mathrm{E}-$ | 2.64 E | $6.61 \mathrm{E}-$ | 1.66 E | $4.23 \mathrm{E}-$ |
| order |  | 1.47 | 1.80 | 2.01 | 1.95 | 2.00 | 1.99 | 1.97 |
| $\varepsilon=1$ | 6 E | 43 E | 4.12 E | 1.02 E | 2.64 E | 6.62 E | 1.66 E | 4.26 E |
| orde |  | 1.47 | 1.80 | 2.01 | 1.95 | 2.00 | 2.00 | 1.96 |
| ( | $\tau_{0}=0.0$ | 2 | $2^{2}$ | $2^{3}$ | $2^{4}$ | ${ }^{5}$ |  | ${ }^{\text {T }}$ |
|  | $6.41 \mathrm{E}-3$ | 62 E | 3.97 E | 9.91 E | 2.47 E | 6.17 E | 1.55 E | $3.90 \mathrm{E}-7$ |
| order |  | 1.98 | 2.03 | 2.00 | 2.00 | 2.00 | 1.99 | 1.99 |
| $\varepsilon=1 /$ | 88 | .61E- | 1.22 E | 2.95 E | 7.39 E | 1.85 E | 4.61 E | 1.16 E |
| order |  | 1. | 1.92 | 2.05 | 2.00 | 2.00 | 2.00 | 1.99 |
| $\bar{\varepsilon}=1 / 2$ | 3E | 1.29 E | $3.91 \mathrm{E}-$ | 9.96 E | 2.51 E | $6.27 \mathrm{E}-$ | 1.57 E | 3.93E- |
| order |  | 1.45 | 1.72 | 1.97 | 1.99 | 2.00 | 2.00 | 2.00 |
| $\varepsilon=1 /$ | $56 \mathrm{E}-$ | 71 E | 3.51 E | 1.42 E | 3.77 E | 9.52 E | 2.38 E | .96E-6 |
| order |  | 1.40 | 1.47 | 1.31 | 1.91 | 1.99 | 2.00 | 1.99 |
| $\bar{\varepsilon}=1 / 2$ | 79 E | .61E- | $4.01 \mathrm{E}-$ | 1.32E-3 | $4.83 \mathrm{E}-$ | $1.53 \mathrm{E}-4$ | $4.11 \mathrm{E}-$ | $1.58 \mathrm{E}-$ |
| order |  | 1. | 1.10 | 1.6 | 1.4 | 1.6 | 1.9 | 1.38 |
| $\varepsilon=1 / 2$ | 1E | 01E | 2.62 E | $1.51 \mathrm{E}-$ | 5.87 E | 1.84 E | 6.90 E | . 99 E |
| order |  | 1.15 | 0.61 | 0.80 | 1.36 | 1.67 | 1.42 | 1.79 |
| $\bar{\varepsilon}=1 / 2^{6}$ | 8.81 E | .82E- | 1.01 E | 7.48 E | 4.99 E | $2.43 \mathrm{E}-4$ | 8.08 E | $2.94 \mathrm{E}-$ |
| order |  | 1.64 | 1.48 | 0.43 | 0.58 | 1.04 | 1.59 | 1.46 |
| $\varepsilon=1 / 2^{7}$ | 8.91 E | $3.22 \mathrm{E}-$ | $5.29 \mathrm{E}-$ | $2.71 \mathrm{E}-4$ | $2.05 \mathrm{E}-$ | $1.55 \mathrm{E}-4$ | 9.08 E | $3.66 \mathrm{E}-5$ |
| order | - | 1.47 | 2.60 | 0.97 | 0.40 | 0.40 | 0.77 | 1.31 |

For spatial error analysis, we take time step $\tau$ small enough, e.g., $\tau=10^{-4}$, such that the temporal error can be ignored; for temporal error analysis, we take mesh size $h$ small enough, e.g., $h=2.5 \times 10^{-4}$, such that the spatial error can be neglected. Tables 4.1, 4.3, 4.5 display the spatial errors for Cases I, II, III, respectively, while Tables 4.2, 4.4, 4.6 depict the temporal errors for Cases I, II, III, respectively. From Tables 4.1.4.6. Tables 4.7 4.8 and additional numerical results

Table 4.3. Spatial error analysis of CNFD at time $t=1$ for the less-ill-prepared initial data Case II, i.e., $\alpha=1$ and $\beta=1$.

| $e^{\varepsilon}(t=1)$ | $h=0.1$ | $h=\frac{0.1}{2}$ | $h=\frac{0.1}{2^{2}}$ | $h=\frac{0.1}{2^{3}}$ | $h=\frac{0.1}{2^{4}}$ | $h=\frac{0.1}{2^{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon=1$ | $7.31 \mathrm{E}-3$ | $1.83 \mathrm{E}-3$ | $4.59 \mathrm{E}-4$ | $1.15 \mathrm{E}-4$ | $2.87 \mathrm{E}-5$ | $7.17 \mathrm{E}-6$ |
| order | - | 1.99 | 1.99 | 2.00 | 2.00 | 2.00 |
| $\varepsilon=1 / 2$ | $6.32 \mathrm{E}-3$ | $1.62 \mathrm{E}-3$ | $3.95 \mathrm{E}-4$ | $9.88 \mathrm{E}-5$ | $2.47 \mathrm{E}-5$ | $6.22 \mathrm{E}-6$ |
| order | - | 1.96 | 2.04 | 2.00 | 2.00 | 1.99 |
| $\varepsilon=1 / 2^{2}$ | $6.31 \mathrm{E}-3$ | $1.61 \mathrm{E}-3$ | $3.96 \mathrm{E}-4$ | $9.90 \mathrm{E}-5$ | $2.48 \mathrm{E}-5$ | $6.21 \mathrm{E}-6$ |
| order | - | 1.97 | 2.02 | 2.00 | 2.00 | 2.00 |
| $\varepsilon=1 / 2^{3}$ | $6.81 \mathrm{E}-3$ | $1.71 \mathrm{E}-3$ | $4.24 \mathrm{E}-4$ | $1.06 \mathrm{E}-4$ | $2.66 \mathrm{E}-5$ | $6.67 \mathrm{E}-6$ |
| order | - | 1.99 | 2.01 | 2.00 | 1.99 | 2.00 |
| $\varepsilon=1 / 2^{4}$ | $6.82 \mathrm{E}-3$ | $1.71 \mathrm{E}-3$ | $4.27 \mathrm{E}-4$ | $1.07 \mathrm{E}-4$ | $2.67 \mathrm{E}-5$ | $6.72 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.00 | 2.00 | 1.99 |
| $\varepsilon=1 / 2^{5}$ | $6.83 \mathrm{E}-3$ | $1.71 \mathrm{E}-3$ | $4.28 \mathrm{E}-4$ | $1.07 \mathrm{E}-4$ | $2.66 \mathrm{E}-5$ | $6.74 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.00 | 2.00 | 1.98 |
| $\varepsilon=1 / 2^{6}$ | $6.83 \mathrm{E}-3$ | $1.71 \mathrm{E}-3$ | $4.28 \mathrm{E}-4$ | $1.07 \mathrm{E}-4$ | $2.68 \mathrm{E}-5$ | $6.75 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.00 | 2.00 | 1.99 |
| $n^{\varepsilon}(t=1)$ | $h=0.1$ | $h=\frac{0.1}{2}$ | $h=\frac{0.1}{2^{2}}$ | $h=\frac{0.1}{2^{3}}$ | $h=\frac{0.1}{2^{4}}$ | $h=\frac{0.1}{2^{5}}$ |
| $\varepsilon=1$ | $1.72 \mathrm{E}-3$ | $4.31 \mathrm{E}-4$ | $1.08 \mathrm{E}-4$ | $2.69 \mathrm{E}-5$ | $6.70 \mathrm{E}-6$ | $1.68 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.01 | 2.01 | 2.00 |
| $\varepsilon=1 / 2$ | $2.51 \mathrm{E}-3$ | $6.21 \mathrm{E}-4$ | $1.55 \mathrm{E}-4$ | $3.88 \mathrm{E}-5$ | $9.67 \mathrm{E}-6$ | $2.40 \mathrm{E}-6$ |
| order | - | 2.02 | 2.0 | 2.00 | 2.00 | 2.01 |
| $\varepsilon=1 / 2^{2}$ | $2.13 \mathrm{E}-3$ | $5.32 \mathrm{E}-4$ | $1.33 \mathrm{E}-4$ | $3.32 \mathrm{E}-5$ | $8.33 \mathrm{E}-6$ | $2.11 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.00 | 1.99 | 1.98 |
| $\varepsilon=1 / 2^{3}$ | $1.30 \mathrm{E}-3$ | $3.33 \mathrm{E}-4$ | $8.32 \mathrm{E}-5$ | $2.08 \mathrm{E}-5$ | $5.28 \mathrm{E}-6$ | $1.34 \mathrm{E}-6$ |
| order | - | 1.96 | 2.00 | 2.00 | 1.98 | 1.98 |
| $\varepsilon=1 / 2^{4}$ | $1.21 \mathrm{E}-3$ | $3.12 \mathrm{E}-4$ | $7.81 \mathrm{E}-5$ | $1.97 \mathrm{E}-5$ | $4.93 \mathrm{E}-6$ | $1.25 \mathrm{E}-6$ |
| order | - | 1.96 | 2.00 | 1.99 | 2.00 | 1.98 |
| $\varepsilon=1 / 2^{5}$ | $1.21 \mathrm{E}-3$ | $3.08 \mathrm{E}-4$ | $7.79 \mathrm{E}-5$ | $1.96 \mathrm{E}-5$ | $4.92 \mathrm{E}-6$ | $1.24 \mathrm{E}-6$ |
| order | - | 1.97 | 1.98 | 1.99 | 1.99 | 1.99 |
| $\varepsilon=1 / 2^{6}$ | $1.22 \mathrm{E}-3$ | $3.06 \mathrm{E}-4$ | $7.63 \mathrm{E}-5$ | $1.91 \mathrm{E}-5$ | $4.77 \mathrm{E}-6$ | $1.21 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.00 | 2.00 | 1.98 |

not shown here for brevity, we can draw the following conclusions for the CNFD method in the subsonic limit regime:
(i) For the spatial discretization, CNFD is uniformly second order accurate w.r.t. $\varepsilon \in(0,1]$ for Case I, II (cf. Tables 4.1, 4.3), i.e., the well-prepared and less-illprepared initial data. For Case III, i.e., the ill-prepared initial data, the error bounds of CNFD depend on $\varepsilon$ as $O\left(h^{2} / \varepsilon\right)$ (cf. Table 4.5, each column for $n^{\varepsilon}$ ).
(ii) For the temporal discretization, CNFD is uniformly convergent for Case I, II (cf. Tables 4.2, 4.4), i.e., the well-prepared and less-ill-prepared initial data. For well-prepared initial data in Table 4.2, i.e., $\alpha=2, \beta=2$, upper triangle part of the table shows the order of the errors at $O\left(\tau^{2} / \varepsilon\right)$ and $O\left(\tau^{2}\right)$, for $n^{\varepsilon}$ and $e^{\varepsilon}$ (cf. each column), respectively, and the lower triangle part of the table depicts the error

Table 4.4. Temporal error analysis of CNFD at time $t=1$ for the less-ill-prepared initial data Case II, i.e., $\alpha=1$ and $\beta=1$.

| $e^{\varepsilon}(t=1)$ | $\tau_{0}=0.1$ | $\frac{\tau_{0}}{2}$ | $\frac{\tau_{0}}{2^{2}}$ | $\frac{\tau_{0}}{2^{3}}$ | ${ }^{4}$ | $\frac{\tau_{0}}{2^{5}}$ |  | $\frac{\tau_{0}}{2^{7}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon=1$ | $4.38 \mathrm{E}-2$ | $1.63 \mathrm{E}-2$ | $4.81 \mathrm{E}-3$ | $1.21 \mathrm{E}-3$ | $3.13 \mathrm{E}-4$ | 7.84E-5 | $1.97 \mathrm{E}-5$ | $5.05 \mathrm{E}-6$ |
| order |  | 1.48 | 1.78 | 1.95 | 1.99 | 1.99 | 2.00 | 00 |
| $\varepsilon=$ | $3.60 \mathrm{E}-$ | $1.44 \mathrm{E}-$ | $4.34 \mathrm{E}-3$ | $1.13 \mathrm{E}-3$ | 2.80E-4 | 7.03E-5 | $1.77 \mathrm{E}-5$ | 4.51 E |
| order |  | 1.32 | 1.73 | 1.94 | 2.01 | 1.99 | 1.99 | 1.97 |
| $\bar{\varepsilon}=1 / 2$ | $84 \mathrm{E}-$ | $1.42 \mathrm{E}-2$ | 4.12E-3 | $1.13 \mathrm{E}-$ | $2.69 \mathrm{E}-4$ | 6.75E-5 | 1.69 E | 4.32E-6 |
| order |  | 1.44 | 1.79 | 1.87 | 2.07 | 1.99 | 2.00 | 1.97 |
| $\varepsilon=1 / 2^{3}$ | 20E- | $1.46 \mathrm{E}-$ | $4.14 \mathrm{E}-$ | $1.13 \mathrm{E}-$ | $2.67 \mathrm{E}-$ | 6.67E-5 | $1.73 \mathrm{E}-5$ | 4.63E-6 |
| order |  | 1.52 | 1.82 | 1.87 | 2.08 | 2.00 | 1.95 | 1.90 |
| $\bar{\varepsilon}=1 / 2$ | 6 E | $1.44 \mathrm{E}-$ | 4.12E- | $1.03 \mathrm{E}-$ | $2.63 \mathrm{E}-$ | $6.58 \mathrm{E}-5$ | 1.66 E | 4.28 E |
| order |  | 1.50 | 1.81 | 2.00 | 1.97 | 2.00 | 1.99 | 1.96 |
| $\bar{\varepsilon}=1 / 2$ | 5E | $1.45 \mathrm{E}-$ | $4.13 \mathrm{E}-3$ | 1.13 E | $2.64 \mathrm{E}-$ | 6.62 E | 1.66 E | 4.24E-6 |
| order |  | 1.48 | 1.81 | 1.87 | 2.09 | 2.00 | 2.00 | 1.97 |
| $\bar{\varepsilon}=1 / 2$ | 94 E | $1.44 \mathrm{E}-2$ | $4.13 \mathrm{E}-3$ | $1.12 \mathrm{E}-$ | $2.64 \mathrm{E}-4$ | 6.62E-5 | 1.66 E | $4.24 \mathrm{E}-6$ |
| order |  | 1.45 | 1.80 | 1.87 | 2.08 | 2.00 | 2.00 | 1.97 |
| $\varepsilon=1 / 2^{7}$ | 94 E | $1.43 \mathrm{E}-$ | $4.12 \mathrm{E}-$ | $1.11 \mathrm{E}-$ | 2.65 E | 6.63E-5 | 1.67 E | $4.26 \mathrm{E}-6$ |
| order |  | 1.45 | 1.80 | 1.89 | 2.07 | 2.00 | 1.99 | 1.97 |
| $\overline{n^{\varepsilon}(t=1)}$ | $\tau_{0}=0.1$ | 2 | $2^{2}$ | ${ }^{3}$ | $\frac{\tau_{0}}{2^{4}}$ |  |  |  |
| $\varepsilon=1$ | $6.41 \mathrm{E}-3$ | 1.62 E | 3.97 E | 9.91 E | 2.47 E | $6.17 \mathrm{E}-6$ | 1.55 | $3.90 \mathrm{E}-7$ |
| ord |  | 1.98 | 2.03 | 2.00 | 2.00 | 2.00 | 1.99 | 1.99 |
| $\varepsilon=1 /$ | 2 E | 5.41 E | $1.42 \mathrm{E}-$ | 3.46 E | $8.66 \mathrm{E}-5$ | 2.17 E | 5.44 E | 1.39 E |
| order |  | 1.90 | 1.93 | 2.04 | 2.00 | 2.00 | 2.00 | 1.97 |
| $\bar{\varepsilon}=1 / 2$ | 5E | $1.67 \mathrm{E}-$ | $4.72 \mathrm{E}-$ | 1.24 E | 3.02 E | 7.55 E | 1.89 E | $4.76 \mathrm{E}-6$ |
| order |  | 1.68 | 1.82 | 1.93 | 2.04 | 2.00 | 2.00 | 1.99 |
| $\varepsilon=1 / 2$ | 23 E | $4.08 \mathrm{E}-$ | $1.11 \mathrm{E}-$ | 3.02 E | $7.73 \mathrm{E}-$ | 1.94 E | 5.00 E | .36E-5 |
| order |  | 1.59 | 1.88 | 1.88 | 1.97 | 1.99 | 1.96 | 1.88 |
| $\bar{\varepsilon}=1 / 2^{4}$ | 45 E | $9.18 \mathrm{E}-2$ | $3.65 \mathrm{E}-2$ | $1.03 \mathrm{E}-2$ | $2.62 \mathrm{E}-3$ | 6.69E-4 | 1.68 E | $4.31 \mathrm{E}-5$ |
| order |  | 0.66 | 1.33 | 1.83 | 1.9 | 1.9 | 1.99 | 1.9 |
| $\varepsilon=1 / 2^{5}$ | 64E- | $7.94 \mathrm{E}-$ | $6.03 \mathrm{E}-$ | 3.08 E | 9.81 E | $2.62 \mathrm{E}-3$ | 6.45 E | . 62 E |
| order |  | 0.12 | 0.40 | 0.97 | 1.65 | 1.90 | 2.02 | 1.99 |
| $\varepsilon=1 / 2^{6}$ | 39E | $4.31 \mathrm{E}-2$ | 4.22E-2 | $3.59 \mathrm{E}-$ | $2.29 \mathrm{E}-2$ | 9.13E-3 | $2.53 \mathrm{E}-$ | $6.36 \mathrm{E}-4$ |
| order |  | 0.03 | 0.03 | 0.23 | 0.65 | 1.33 | 1.85 | 1.99 |
| $\bar{\varepsilon}=1 / 2^{7}$ | $2.42 \mathrm{E}-2$ | $2.23 \mathrm{E}-2$ | $2.14 \mathrm{E}-2$ | $2.20 \mathrm{E}-2$ | 2.01E-2 | 1.50E-2 | 7.71E-3 | $2.51 \mathrm{E}-3$ |
| order | - | 0.12 | 0.06 | -0.04 | 0.13 | 0.42 | 0.96 | . 2 |

bounds at the order $O\left(\tau^{2}+\varepsilon^{2}\right)$. For less-ill-prepared initial data in Table 4.4, i.e., $\alpha=1, \beta=1$, upper triangle part of the table implies the convergence order at $\tau^{2} / \varepsilon^{2}, \tau^{2} / \varepsilon$ for $n^{\varepsilon}$ and $e^{\varepsilon}$ (cf. each column), respectively, and the lower triangle part of the table demonstrates the convergence order at $O\left(\tau^{2}+\varepsilon\right)$. Noticing that the uniform convergence order is attained as the two types estimates are comparable, the uniform rates can be confirmed by the degeneracy of the error estimates listed in Tables 4.7 and 4.8 for $n^{\varepsilon}$ as $\tau^{2} \sim \varepsilon^{3}$ and $e^{\varepsilon}$ as $\tau \sim \varepsilon$ (for Case II only).

Table 4.5. Spatial error analysis of CNFD at time $t=1$ for the ill-prepared initial data Case III, i.e., $\alpha=0$ and $\beta=0$.

| $e^{\varepsilon}(t=1)$ | $h=0.1$ | $h=\frac{0.1}{2}$ | $h=\frac{0.1}{2^{2}}$ | $h=\frac{0.1}{2^{3}}$ | $h=\frac{0.1}{2^{4}}$ | $h=\frac{0.1}{2^{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon=1$ | $7.31 \mathrm{E}-3$ | $1.83 \mathrm{E}-3$ | $4.59 \mathrm{E}-4$ | $1.15 \mathrm{E}-4$ | $2.87 \mathrm{E}-5$ | $7.17 \mathrm{E}-6$ |
| order | - | 1.99 | 1.99 | 2.00 | 2.00 | 2.00 |
| $\varepsilon=1 / 2$ | $7.62 \mathrm{E}-3$ | $1.91 \mathrm{E}-3$ | $4.77 \mathrm{E}-4$ | $1.20 \mathrm{E}-4$ | $3.02 \mathrm{E}-5$ | $7.54 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 1.99 | 1.99 | 2.00 |
| $\varepsilon=1 / 2^{2}$ | $8.81 \mathrm{E}-3$ | $2.21 \mathrm{E}-3$ | $5.53 \mathrm{E}-4$ | $1.38 \mathrm{E}-4$ | $3.46 \mathrm{E}-5$ | $8.66 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 |
| $\varepsilon=1 / 2^{3}$ | $7.81 \mathrm{E}-3$ | $2.01 \mathrm{E}-3$ | $4.92 \mathrm{E}-4$ | $1.24 \mathrm{E}-4$ | $3.12 \mathrm{E}-5$ | $7.81 \mathrm{E}-6$ |
| order | - | 1.96 | 2.03 | 1.99 | 1.99 | 2.00 |
| $\varepsilon=1 / 2^{4}$ | $7.01 \mathrm{E}-3$ | $1.71 \mathrm{E}-3$ | $4.35 \mathrm{E}-4$ | $1.08 \mathrm{E}-4$ | $2.72 \mathrm{E}-5$ | $6.58 \mathrm{E}-6$ |
| order | - | 2.04 | 1.97 | 2.01 | 1.99 | 2.05 |
| $\varepsilon=1 / 2^{5}$ | $6.92 \mathrm{E}-3$ | $1.72 \mathrm{E}-3$ | $4.27 \mathrm{E}-4$ | $1.07 \mathrm{E}-4$ | $2.67 \mathrm{E}-5$ | $6.68 \mathrm{E}-6$ |
| order | - | 2.00 | 2.01 | 2.00 | 2.00 | 2.00 |
| $\varepsilon=1 / 2^{6}$ | $6.92 \mathrm{E}-3$ | $1.72 \mathrm{E}-3$ | $4.29 \mathrm{E}-4$ | $1.07 \mathrm{E}-4$ | $2.68 \mathrm{E}-5$ | $6.72 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 |
| $n^{\varepsilon}(t=1)$ | $h=0.1$ | $h=\frac{0.1}{2}$ | $h=\frac{0.1}{2^{2}}$ | $h=\frac{0.1}{2^{3}}$ | $h=\frac{0.1}{2^{4}}$ | $h=\frac{0.1}{2^{5}}$ |
| $\varepsilon=1$ | $1.72 \mathrm{E}-3$ | $4.31 \mathrm{E}-4$ | $1.08 \mathrm{E}-4$ | $2.69 \mathrm{E}-5$ | $6.70 \mathrm{E}-6$ | $1.68 \mathrm{E}-6$ |
| order | - | 2.00 | 2.00 | 2.01 | 2.01 | 2.00 |
| $\varepsilon=1 / 2$ | $2.71 \mathrm{E}-3$ | $6.81 \mathrm{E}-4$ | $1.70 \mathrm{E}-4$ | $4.26 \mathrm{E}-5$ | $1.07 \mathrm{E}-5$ | $2.68 \mathrm{E}-6$ |
| order | - | 1.99 | 2.00 | 2.00 | 1.99 | 2.00 |
| $\varepsilon=1 / 2^{2}$ | $3.22 \mathrm{E}-3$ | $7.89 \mathrm{E}-4$ | $1.97 \mathrm{E}-4$ | $4.93 \mathrm{E}-5$ | $1.23 \mathrm{E}-5$ | $3.10 \mathrm{E}-6$ |
| order | - | 2.03 | 2.00 | 2.00 | 2.00 | 1.99 |
| $\varepsilon=1 / 2^{3}$ | $4.52 \mathrm{E}-3$ | $1.11 \mathrm{E}-3$ | $2.78 \mathrm{E}-4$ | $6.95 \mathrm{E}-5$ | $1.74 \mathrm{E}-5$ | $4.36 \mathrm{E}-6$ |
| order | - | 2.03 | 2.00 | 2.00 | 2.00 | 2.00 |
| $\varepsilon=1 / 2^{4}$ | $8.22 \mathrm{E}-3$ | $2.11 \mathrm{E}-3$ | $5.23 \mathrm{E}-4$ | $1.29 \mathrm{E}-4$ | $3.21 \mathrm{E}-5$ | $8.05 \mathrm{E}-6$ |
| order | - | 1.96 | 2.01 | 2.02 | 2.00 | 2.00 |
| $\varepsilon=1 / 2^{5}$ | $1.62 \mathrm{E}-2$ | $4.10 \mathrm{E}-3$ | $1.05 \mathrm{E}-3$ | $2.63 \mathrm{E}-4$ | $6.58 \mathrm{E}-5$ | $1.65 \mathrm{E}-5$ |
| order | - | 1.98 | 1.97 | 2.00 | 2.00 | 2.00 |
| $\varepsilon=1 / 2^{6}$ | $3.30 \mathrm{E}-2$ | $8.73 \mathrm{E}-3$ | $2.04 \mathrm{E}-3$ | $5.06 \mathrm{E}-4$ | $1.26 \mathrm{E}-4$ | $3.13 \mathrm{E}-5$ |
| order | - | 1.92 | 2.09 | 2.01 | 2.00 | 2.00 |

(iii) For the ill-prepared initial data in Table 4.6 i.e., $\alpha=0, \beta=0$, the error is at the order $O\left(\tau^{2} / \varepsilon^{3}\right)$ and $O\left(\tau^{2} / \varepsilon\right)$, for $n^{\varepsilon}$ and $e^{\varepsilon}$ (cf. each column), respectively. In addition, the lower triangle part shows $e^{\varepsilon}$ is uniform in $\varepsilon$ with the order $O\left(\tau^{2}+\varepsilon\right)$, where the degeneracy of the error bounds for $e^{\varepsilon}$ is clearly shown in Table 4.8 as $\tau \sim \varepsilon$.

It is observed that the errors for the electric field $E^{\varepsilon, k}$ are much better than the predicted estimates in Theorems 2.1 and 2.2. Indeed, the numerical results suggest the following estimates on $e^{\varepsilon, k}$,

$$
\begin{equation*}
\left\|e^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} e^{\varepsilon, k}\right\| \lesssim h^{2}+\frac{\tau^{2}}{\varepsilon^{1-\alpha^{*}}}, \quad\left\|e^{\varepsilon, k}\right\|+\left\|\delta_{x}^{+} e^{\varepsilon, k}\right\| \lesssim h^{2}+\tau^{2}+\varepsilon^{1+\alpha^{*}} \tag{4.3}
\end{equation*}
$$

Table 4.6. Temporal error analysis of CNFD at time $t=1$ for the ill-prepared initial data Case III, i.e., $\alpha=0$ and $\beta=0$.

| $e^{\varepsilon}(t=1)$ | $\tau_{0}=0.1$ | $\frac{\tau_{0}}{2}$ | $\frac{\tau_{0}}{2^{2}}$ | $\frac{\tau_{0}}{2^{3}}$ | $\frac{\tau_{0}}{2^{4}}$ | ${ }^{\frac{5}{5}}$ | ${ }^{\text {2 }}$ | $\frac{\tau_{0}}{2^{7}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon=1$ | $4.38 \mathrm{E}-2$ | $1.63 \mathrm{E}-2$ | $4.81 \mathrm{E}-3$ | $1.22 \mathrm{E}-3$ | $3.13 \mathrm{E}-4$ | $7.84 \mathrm{E}-5$ | $1.97 \mathrm{E}-5$ | $5.05 \mathrm{E}-6$ |
| order |  | 1.48 | 1.78 | 1.95 | 1.99 | 1.99 | 2.00 | 2.00 |
| $\varepsilon=1 / 2$ | 4.85E-2 | $1.71 \mathrm{E}-2$ | $5.03 \mathrm{E}-3$ | $1.30 \mathrm{E}-3$ | 3.25E-4 | $8.15 \mathrm{E}-5$ | $2.04 \mathrm{E}-5$ | 5.24 E |
| order |  | 1.50 | 1.77 | 1.95 | 2.00 | 2.00 | 2.00 | 1.96 |
| $\bar{\varepsilon}=1 / 2$ | $7.89 \mathrm{E}-$ | $2.41 \mathrm{E}-2$ | 6.62E-3 | $1.71 \mathrm{E}-3$ | 4.23E-4 | $1.06 \mathrm{E}-4$ | $2.67 \mathrm{E}-5$ | $6.79 \mathrm{E}-6$ |
| order |  | 1.71 | 1.86 | 1.95 | 2.02 | 2.00 | 1.99 | 1.98 |
| $\varepsilon=1 / 2^{3}$ | $5.56 \mathrm{E}-2$ | $1.89 \mathrm{E}-2$ | $5.91 \mathrm{E}-$ | $1.62 \mathrm{E}-3$ | $3.97 \mathrm{E}-4$ | $9.95 \mathrm{E}-5$ | 2.50E-5 | 6.72E-6 |
| order |  | 1.56 | 1.68 | 1.87 | 2.03 | 2.00 | 1.99 | 1.90 |
| $\bar{\varepsilon}=1 / 2$ | 1.28 E | $1.85 \mathrm{E}-2$ | $5.00 \mathrm{E}-3$ | $1.31 \mathrm{E}-3$ | $3.23 \mathrm{E}-4$ | $8.08 \mathrm{E}-5$ | $2.01 \mathrm{E}-5$ | 5.09 E |
| order | - | 2.76 | 1.89 | 1.93 | 2.02 | 2.00 | 2.00 | 1.98 |
| $\varepsilon=1 / 2^{5}$ | 1.68 E | $2.93 \mathrm{E}-2$ | 6.92E-3 | $1.73 \mathrm{E}-3$ | 4.38E-4 | 1.09 E | $2.74 \mathrm{E}-5$ | $6.85 \mathrm{E}-$ |
| order |  | 2.52 | 2.08 | 2.00 | 1.98 | 2.00 | 1.99 | 2.00 |
| $\bar{\varepsilon}=1 / 2$ | $1.54 \mathrm{E}-$ | $8.03 \mathrm{E}-2$ | $1.24 \mathrm{E}-2$ | $2.82 \mathrm{E}-3$ | $7.23 \mathrm{E}-4$ | $1.82 \mathrm{E}-4$ | 4.57E-5 | $1.16 \mathrm{E}-5$ |
| order |  | 0.94 | 2.70 | 2.14 | 1.96 | 1.99 | 1.99 | 1.98 |
| $\bar{\varepsilon}=1 / 2$ | $1.71 \mathrm{E}-$ | $6.20 \mathrm{E}-2$ | $3.99 \mathrm{E}-2$ | 5.84E-3 | $1.34 \mathrm{E}-3$ | $3.37 \mathrm{E}-4$ | 8.52E-5 | $2.14 \mathrm{E}-5$ |
| order |  | 1.46 | 0.64 | 2.77 | 2.12 | 1.99 | 1.98 | 1.99 |
| $n^{\varepsilon}(t=1)$ | $\tau_{0}=0.1$ | $\frac{\tau_{0}}{2}$ | $\frac{\tau_{0}}{2^{2}}$ | $\frac{2^{3}}{}$ | $2^{4}$ | $2^{5}$ | $2^{6}$ | $\frac{\tau_{0}}{2^{7}}$ |
| $\varepsilon=1$ | $6.41 \mathrm{E}-3$ | $1.62 \mathrm{E}-3$ | $3.97 \mathrm{E}-$ | $9.91 \mathrm{E}-5$ | $2.47 \mathrm{E}-5$ | 6.17E-6 | $1.55 \mathrm{E}-6$ | $3.90 \mathrm{E}-7$ |
| order |  | 1.98 | 2.03 | 2.00 | 2.00 | 2.00 | 1.99 | 1.99 |
| $\varepsilon=1 / 2$ | $2.99 \mathrm{E}-$ | $7.81 \mathrm{E}-3$ | $2.02 \mathrm{E}-$ | $4.94 \mathrm{E}-$ | $1.24 \mathrm{E}-4$ | $3.09 \mathrm{E}-5$ | $7.74 \mathrm{E}-$ | 1.97 E |
| order |  | 1.94 | 1.95 | 2.03 | 1.99 | 2.00 | 2.00 | 1.97 |
| $\varepsilon=1 / 2^{2}$ | 1.59 E | 4.32E-2 | 1.12 E | 2.82E-3 | $7.05 \mathrm{E}-4$ | 1.77 E | 4.42E-5 | $1.11 \mathrm{E}-5$ |
| order |  | 1.88 | 1.95 | 1.99 | 2.00 | 1.99 | 2.00 | 1.99 |
| $\bar{\varepsilon}=1 / 2^{3}$ | $9.35 \mathrm{E}-$ | $3.06 \mathrm{E}-1$ | $8.19 \mathrm{E}-$ | $2.08 \mathrm{E}-2$ | $5.21 \mathrm{E}-3$ | $1.32 \mathrm{E}-3$ | $3.26 \mathrm{E}-4$ | $8.41 \mathrm{E}-5$ |
| order | - | 1.61 | 1.90 | 1.98 | 2.00 | 1.98 | 2.02 | 1.95 |
| $\varepsilon=1 / 2^{4}$ | 1.03 | 1.44 | $5.68 \mathrm{E}-1$ | $1.60 \mathrm{E}-1$ | $4.06 \mathrm{E}-2$ | $1.02 \mathrm{E}-2$ | $2.51 \mathrm{E}-3$ | .36E-4 |
| order |  | -0.48 | 1.34 | 1.83 | 1.98 | 1.99 | 2.02 | 1.98 |
| $\bar{\varepsilon}=1 / 2^{5}$ | 2.72 | 2.52 | 1.92 | $9.75 \mathrm{E}-1$ | $3.10 \mathrm{E}-1$ | $8.05 \mathrm{E}-2$ | $2.02 \mathrm{E}-2$ | $5.10 \mathrm{E}-3$ |
| order | - | 0.11 | 0.39 | 0.98 | 1.65 | 1.95 | 1.99 | 1.99 |
| $\varepsilon=1 / 2^{6}$ | 2.73 | 2.72 | 2.69 | 2.28 | 1.45 | $5.82 \mathrm{E}-1$ | $1.60 \mathrm{E}-1$ | $4.04 \mathrm{E}-2$ |
| order |  | 0.01 | 0.02 | 0.24 | 0.65 | 1.32 | 1.86 | 1.99 |
| $\bar{\varepsilon}=1 / 2^{7}$ | 2.73 | 2.79 | 2.73 | 2.81 | 2.56 | 1.91 | $9.85 \mathrm{E}-1$ | $3.13 \mathrm{E}-1$ |
| order | - | -0.03 | 0.03 | -0.04 | 0.13 | 0.42 | 0.96 | 1.65 |

The reason can be formally argued as the following. The ZS (1.1) in 1D can be reformulated as

$$
\left\{\begin{array}{l}
i \partial_{t} E^{\varepsilon}(x, t)+\partial_{x x} E^{\varepsilon}-\tilde{N}^{\varepsilon} E^{\varepsilon}-\left(\varepsilon^{\alpha} \Lambda^{(1)}(x, t / \varepsilon)+\varepsilon^{\beta} \Lambda^{(2)}(x, t / \varepsilon)\right) E^{\varepsilon}=0, \\
\varepsilon^{2} \partial_{t t} \tilde{N}^{\varepsilon}(x, t)-\partial_{x x} \widetilde{N}^{\varepsilon}(x, t)-\partial_{x x}\left|E^{\varepsilon}\right|^{2}=0, \\
E^{\varepsilon}(x, 0)=E_{0}(x), \quad \widetilde{N}^{\varepsilon}(x, 0)=\left|E_{0}\right|^{2}, \quad \partial_{t} \widetilde{N}(x, 0)=2 \operatorname{Im}\left(E_{0} \partial_{x x} \bar{E}_{0}\right),
\end{array}\right.
$$

Table 4.7. Degeneracy of temporal error of CNFD at time $t=1$ for plasma densities. The convergence orders are calculated with respect to time step $\tau$.

| $\alpha=2, \beta=2$ | $\tau_{0}=0.2, \varepsilon_{0}=\frac{1}{2}$ | $\tau_{0} / 2^{3}, \varepsilon_{0} / 2^{2}$ | $\tau_{0} / 2^{6}, \varepsilon_{0} / 2^{4}$ | $\tau_{0} / 2^{9}, \varepsilon_{0} / 2^{6}$ |
| :---: | :---: | :---: | :---: | :---: |
| $n^{\varepsilon}(t=1)$ | $5.94 \mathrm{E}-2$ | $9.71 \mathrm{E}-3$ | $5.87 \mathrm{E}-4$ | $3.66 \mathrm{E}-5$ |
| order | - | $2.61 / 3$ | $4.05 / 3$ | $4.00 / 3$ |
| $\alpha=1, \beta=1$ | $\tau_{0}=0.2, \varepsilon_{0}=\frac{1}{2}$ | $\tau_{0} / 2^{3}, \varepsilon_{0} / 2^{2}$ | $\tau_{0} / 2^{6}, \varepsilon_{0} / 2^{4}$ | $\tau_{0} / 2^{9}, \varepsilon_{0} / 2^{6}$ |
| $n^{\varepsilon}(t=1)$ | $6.62 \mathrm{E}-2$ | $1.11 \mathrm{E}-2$ | $2.62 \mathrm{E}-3$ | $6.32 \mathrm{E}-4$ |
| order | - | $2.58 / 3$ | $2.08 / 3$ | $2.05 / 3$ |

Table 4.8. Degeneracy of temporal error of CNFD at time $t=$ 1 for electric fields. The convergence orders are calculated with respect to time step $\tau$.

| $\alpha=1, \beta=1$ | $\varepsilon_{0}=1 / 2^{2}$ $\tau_{0}=0.1$ | $\tau_{0} / 2, \varepsilon_{0} / 2$ | $\tau_{0} / 2^{2}, \varepsilon_{0} / 2^{2}$ | $\tau_{0} / 2^{3}, \varepsilon_{0} / 2^{3}$ | $\tau_{0} / 2^{4}, \varepsilon_{0} / 2^{4}$ | $\tau_{0} / 2^{5}, \varepsilon_{0} / 2^{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e^{\varepsilon}(t=1)$ | $3.84 \mathrm{E}-2$ | $1.46 \mathrm{E}-2$ | $4.12 \mathrm{E}-3$ | $1.13 \mathrm{E}-3$ | $2.64 \mathrm{E}-4$ | $6.63 \mathrm{E}-5$ |
| order | - | 1.40 | 1.83 | 1.87 | 2.10 | 1.99 |
| $\alpha=0, \beta=0$ | $\begin{gathered} \hline \hline \varepsilon_{0}=1 / 2^{2} \\ \tau_{0}=0.1 \end{gathered}$ | $\tau_{0} / 2, \varepsilon_{0} / 2$ | $\tau_{0} / 2^{2}, \varepsilon_{0} / 2^{2}$ | $\tau_{0} / 2^{3}, \varepsilon_{0} / 2^{3}$ | $\tau_{0} / 2^{4}, \varepsilon_{0} / 2^{4}$ | $\tau_{0} / 2^{5}, \varepsilon_{0} / 2^{5}$ |
| $e^{\varepsilon}(t=1)$ | $7.89 \mathrm{E}-2$ | $1.89 \mathrm{E}-2$ | $5.00 \mathrm{E}-3$ | $1.73 \mathrm{E}-3$ | $7.23 \mathrm{E}-4$ | $3.37 \mathrm{E}-4$ |
| order | - | 2.06 | 1.92 | 1.53 | 1.26 | 1.10 |

where $N^{\varepsilon}=\widetilde{N}^{\varepsilon}+\varepsilon^{\alpha} \Lambda^{(1)}(x, t / \varepsilon)+\varepsilon^{\beta} \Lambda^{(2)}(x, t / \varepsilon), \Lambda^{(1)}$ and $\Lambda^{(2)}$ are the initial layers given in the Introduction. D'alembert's formula gives that

$$
\begin{equation*}
\Lambda^{(1)}(x, t / \varepsilon)=\frac{1}{2}\left(w_{0}(x+t / \varepsilon)+w_{0}(x-t / \varepsilon)\right), \quad \Lambda^{(2)}(x, t / \varepsilon)=\frac{1}{2} \int_{x-t / \varepsilon}^{x+t / \varepsilon} w_{1}(\xi) d \xi \tag{4.4}
\end{equation*}
$$

which implies that for well localized initial data $E_{0}, w_{0}$ and $\int_{\mathbb{R}} w_{1}(x) d x=0$, the first and second initial layers' impact on the electric field will be gone instantly as $\varepsilon \rightarrow 0^{+}$. This phenomenon is due to the fact that sound wave travels much faster than the electric group velocity, and is the key idea in the analysis presented in [16]. The above observations imply that the electric field $E^{\varepsilon}$ almost satisfies the equation

$$
\begin{equation*}
i \partial_{t} E^{\varepsilon}(x, t)+\partial_{x x} E^{\varepsilon}-\widetilde{N}^{\varepsilon} E^{\varepsilon} \approx 0 \tag{4.5}
\end{equation*}
$$

which suggests that the behavior of $E^{\varepsilon}$ is roughly independent of the initial layers. By the asymptotic expansion, it is then expected that $\partial_{t t t} E^{\varepsilon}=O\left(\partial_{t t} \tilde{N}^{\varepsilon} E^{\varepsilon}\right)=$ $O\left(\varepsilon^{\min \{\alpha, \beta, 1\}-1}\right)$ and the local truncation error of the electric field equation for $E^{\varepsilon}$ is at the order $O\left(h^{2}+\tau^{2}\right)$ for Cases I, II and $O\left(h^{2}+\tau^{2} / \varepsilon\right)$ for Case III. Thus, the temporal accuracy of $e^{\varepsilon, k}$ is uniformly $O\left(\tau^{2}\right)$ for Cases I, II, and $O\left(\tau^{2} / \varepsilon\right)$ for Case III, respectively, which agrees with the numerical results.

On the other hand, the above equation (4.5) differs from the NLS (1.2) with an $O\left(\varepsilon^{1+\min \{\alpha, \beta, 1\}}+\varepsilon^{2}\right)$ term from the asymptotic expansion, suggesting that the error $e^{\varepsilon, k}$ has the order of $O\left(h^{2}+\tau^{2}+\varepsilon\right)$ for Case III. Together with the error bounds $O\left(h^{2}+\tau^{2} / \varepsilon\right)$, we see $e^{\varepsilon, k}=O(\tau)$ uniformly w.r.t. $\varepsilon \in(0,1]$ for Case III. However, the analysis of such observations are beyond the scope of the current study.

Finally, we numerically compare the time splitting methods introduced in [5, 12] with CNFD (2.7), (2.8), (2.11) for ZS in the subsonic limit regime. Let $E_{j}^{\varepsilon, n}=$ $\sum_{l=1}^{M-1} \widetilde{E}_{l}^{\varepsilon, n} \sin \left(\mu_{l}\left(x_{j}-a\right)\right)\left(j \in \mathcal{T}_{M}\right)$ and $N_{j}^{\varepsilon, n}=\sum_{l=1}^{M-1} \tilde{N}_{l}^{\varepsilon, n} \sin \left(\mu_{l}\left(x_{j}-a\right)\right)$ be the numerical approximations of $E^{\varepsilon}\left(x_{j}, t_{n}\right)$ and $N^{\varepsilon}\left(x_{j}, t_{n}\right)$, respectively, where $\mu_{l}=$ $\frac{l \pi}{b-a}(l \geq 1) . \widetilde{E}_{l}^{\varepsilon, n}$ is the discrete sine transform coefficients of grid vector functions $E^{\varepsilon, n}$ as

$$
\widetilde{E}_{l}^{\varepsilon, n}=\frac{2}{M-1} \sum_{j=1}^{M-1} E_{j}^{\varepsilon, n} \sin \left(\mu_{l}\left(x_{j}-a\right)\right), \quad l=1,2, \ldots, M-1,
$$

and $\tilde{N}_{l}^{\varepsilon, n}$ is the discrete sine transform coefficients of grid vector functions $N^{\varepsilon, n}$. We consider the time splitting spectral method (TSSP, also referred to as PSASTSSP in [5], where $E_{j}^{\varepsilon, n+1}$ and $N_{j}^{\varepsilon, n+1}=\sum_{l=1}^{M-1} \widetilde{N}_{l}^{\varepsilon, n+1} \sin \left(\mu_{l}\left(x_{j}-a\right)\right)(n \geq 1)$ are updated as

$$
\widetilde{N}_{l}^{\varepsilon, n+1}=2 \cos \left(\mu_{l} \tau / \varepsilon\right) \widetilde{N}_{l}^{\varepsilon, n}-\widetilde{N}_{l}^{\varepsilon, n-1}-2\left(1-\cos \left(\mu_{l} \tau / \varepsilon\right)\right)\left(\widetilde{\left(\left|E^{\varepsilon, n}\right|^{2}\right.}\right)_{l}, \quad n \geq 1,
$$

and

$$
\begin{aligned}
& E_{j}^{*}=\sum_{l=1}^{M-1} e^{-i \mu_{l}^{2} \tau / 2} \widetilde{E}_{l}^{\varepsilon, n} \sin \left(\mu_{l}\left(x_{j}-a\right)\right), \\
& E_{j}^{* *}=e^{-i \tau\left(N_{j}^{\varepsilon, n}+N_{j}^{\varepsilon, n+1}\right) / 2} E_{j}^{*}, \\
& E_{j}^{\varepsilon, n+1}=\sum_{l=1}^{M-1} e^{-i \mu_{l}^{2} \tau / 2} \widetilde{E}_{l}^{* *} \sin \left(\mu_{l}\left(x_{j}-a\right)\right), \quad n \geq 0 .
\end{aligned}
$$

The initial values are set as $E_{j}^{\varepsilon, 0}=E_{0}\left(x_{j}\right), N_{j}^{\varepsilon, 0}=N^{\varepsilon, 0}\left(x_{j}\right)$ and

$$
\begin{equation*}
\widetilde{N}_{l}^{\varepsilon, 1}=\cos \left(\mu_{l} \tau / \varepsilon\right) \widetilde{N}_{l}^{\varepsilon, 0}+\frac{\varepsilon}{\mu_{l}} \sin \left(\mu_{l} \tau / \varepsilon\right) \widetilde{\left(N_{1}^{\varepsilon}\right)_{l}}-\left(1-\cos \left(\mu_{l} \tau / \varepsilon\right)\right)\left(\widetilde{\left.E^{\varepsilon, 0}\right|^{2}}\right)_{l}, \tag{4.6}
\end{equation*}
$$

with $N_{1, j}^{\varepsilon}=N_{1}^{\varepsilon}\left(x_{j}\right)$. We remark that (4.6) can also be used as an initialization for the CNFD (2.7), but the errors of the CNFD scheme remain the same since the truncation error of the finite difference discretization does not change.

Because of the spectral discretization, we do not observe the spatial error dependence on $\varepsilon$. Thus, we only include the temporal error results of the above TSSP for brevity. From Tables 4.9 4.11 we have the following observations.
(1) The temporal error of TSSP on the electric field $E^{\varepsilon}$ behaves similarly to that of CNFD, where the error of TSSP on $E^{\varepsilon}$ is uniformly second-order $O\left(\tau^{2}\right)$ accurate for Cases I, II (Tables 4.9 4.10), and $O\left(\tau^{2} / \varepsilon\right)$ for Case III (each column of Table 4.11).
(2) The temporal error of TSSP on the density $N^{\varepsilon}$ behaves much better than the CNFD case, where the errors on $N^{\varepsilon}$ are also uniformly second-order accurate for Cases I, II (Tables 4.9 4.10), and $O\left(\tau^{2} / \varepsilon\right)$ for Case III (each column of Table 4.11).
(3) TSSP can improve the $\varepsilon$ resolution on the density $N^{\varepsilon}$.

From Tables 4.9 4.11 and numerical results not shown here for brevity, we find that spectral discretization in space and splitting technique would enhance the accuracy of the algorithm to solve ZS (1.1). However, a rigorous analysis of the splitting methods [5, 12] becomes extremely challenging because of the loss-of-derivative [1, 9, 13, and investigations of such methods will be carried out in our future work.

Table 4.9. Temporal error analysis of TSSP at time $t=1$ for the well-prepared initial data Case I, i.e., $\alpha=2$ and $\beta=2$.

| $e^{\varepsilon}(t=1)$ | $\tau_{0}=0.1$ | $\frac{\tau_{0}}{2}$ | $\frac{\tau_{0}}{2^{2}}$ | $\frac{\tau_{0}}{2^{3}}$ | $\frac{\tau_{0}}{2^{4}}$ | $\frac{\tau_{0}}{2^{5}}$ | $\frac{\tau_{0}}{2^{6}}$ | $\frac{\tau_{0}}{2^{7}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon=1$ | $3.53 \mathrm{E}-3$ | $8.35 \mathrm{E}-4$ | $2.07 \mathrm{E}-4$ | $5.18 \mathrm{E}-5$ | 1.29E-5 | $3.23 \mathrm{E}-6$ | 8.06E-7 | $2.07 \mathrm{E}-7$ |
| order |  | 1.48 | 1.78 | 1.95 | 1.99 | 1.99 | 2.00 | 2.00 |
| $\varepsilon=1 / 2$ | 3.83E-3 | $8.79 \mathrm{E}-4$ | $2.19 \mathrm{E}-4$ | $5.45 \mathrm{E}-5$ | 1.36E-5 | $3.40 \mathrm{E}-6$ | 8.46E-7 | $2.08 \mathrm{E}-7$ |
| order |  | 1.50 | 1.77 | 1.95 | 2.00 | 2.00 | 2.00 | 1.96 |
| $\varepsilon=1 / 2^{2}$ | $3.73 \mathrm{E}-3$ | $8.47 \mathrm{E}-4$ | $2.10 \mathrm{E}-4$ | 5.25E-5 | 1.31E-5 | $3.27 \mathrm{E}-6$ | 8.14E-7 | $2.96 \mathrm{E}-7$ |
| order | - | 1.71 | 1.86 | 1.95 | 2.02 | 2.00 | 1.99 | 1.98 |
| $\varepsilon=1 / 2^{3}$ | 4.12E-3 | $9.13 \mathrm{E}-4$ | $2.26 \mathrm{E}-4$ | $5.63 \mathrm{E}-5$ | 1.41E-5 | $3.52 \mathrm{E}-6$ | $8.78 \mathrm{E}-7$ | $2.18 \mathrm{E}-7$ |
| order | - | 1.56 | 1.68 | 1.87 | 2.03 | 2.00 | 1.99 | 1.90 |
| $\varepsilon=1 / 2^{4}$ | 6.61E-3 | $9.39 \mathrm{E}-4$ | $2.27 \mathrm{E}-4$ | $5.65 \mathrm{E}-5$ | 1.41E-5 | $3.53 \mathrm{E}-6$ | 8.82E-7 | $2.20 \mathrm{E}-7$ |
| order | - | 2.76 | 1.89 | 1.93 | 2.02 | 2.00 | 2.00 | 1.98 |
| $\varepsilon=1 / 2^{5}$ | $3.64 \mathrm{E}-2$ | $2.73 \mathrm{E}-3$ | $2.34 \mathrm{E}-4$ | $5.68 \mathrm{E}-5$ | 1.41E-5 | $3.53 \mathrm{E}-6$ | 8.84E-7 | $2.21 \mathrm{E}-7$ |
| order | - | 2.52 | 2.08 | 2.00 | 1.98 | 2.00 | 1.99 | 2.00 |
| $\varepsilon=1 / 2^{6}$ | 3.82E- | $1.80 \mathrm{E}-2$ | $1.32 \mathrm{E}-3$ | 5.84E-5 | 1.42E-5 | $3.54 \mathrm{E}-6$ | $8.84 \mathrm{E}-$ | $2.21 \mathrm{E}-7$ |
| order |  | 0.94 | 2.70 | 2.14 | 1.96 | 1.99 | 1.99 | 1.98 |
| $\varepsilon=1 / 2^{7}$ | $3.82 \mathrm{E}-2$ | $1.90 \mathrm{E}-2$ | $9.02 \mathrm{E}-3$ | 6.84E-4 | $1.46 \mathrm{E}-5$ | $3.55 \mathrm{E}-6$ | 8.85E- | $2.21 \mathrm{E}-7$ |
| $\overline{n^{\varepsilon}(t=1)}$ | $\tau_{0}=0.1$ | $\frac{\tau_{0}}{2}$ | $\frac{\tau_{0}}{2^{2}}$ | ${ }^{\frac{\tau_{0}}{3}}$ | $\frac{\tau_{0}}{2^{4}}$ | $2^{5}$ | $2^{6}$ | ${ }_{2}{ }^{7}$ |
| $\varepsilon=1$ | $1.92 \mathrm{E}-3$ | $4.65 \mathrm{E}-4$ | $1.16 \mathrm{E}-4$ | $2.88 \mathrm{E}-5$ | 7.19E-6 | $1.83 \mathrm{E}-6$ | $5.61 \mathrm{E}-7$ | $3.68 \mathrm{E}-7$ |
| order | - | 1.98 | 2.03 | 2.00 | 2.00 | 2.00 | 1.99 | 1.99 |
| $\varepsilon=1 / 2$ | $2.92 \mathrm{E}-3$ | $6.83 \mathrm{E}-4$ | $1.69 \mathrm{E}-4$ | $4.21 \mathrm{E}-5$ | 1.05E-5 | $2.62 \mathrm{E}-6$ | $6.74 \mathrm{E}-7$ | $2.69 \mathrm{E}-7$ |
| order | - | 1.94 | 1.95 | 2.03 | 1.99 | 2.00 | 2.00 | 1.97 |
| $\varepsilon=1 / 2^{2}$ | 4.12E-3 | $7.92 \mathrm{E}-4$ | $1.91 \mathrm{E}-4$ | $4.73 \mathrm{E}-5$ | 1.18E-5 | $2.95 \mathrm{E}-6$ | 7.65E-7 | $2.96 \mathrm{E}-7$ |
| order | - | 1.88 | 1.95 | 1.99 | 2.00 | 1.99 | 2.00 | 1.99 |
| $\varepsilon=1 / 2^{3}$ | 5.21E-3 | $4.59 \mathrm{E}-4$ | 9.96E-5 | 2.42E-5 | 6.00E-6 | $1.50 \mathrm{E}-6$ | $3.94 \mathrm{E}-7$ | $1.55 \mathrm{E}-7$ |
| order | - | 1.61 | 1.90 | 1.98 | 2.00 | 1.98 | 2.02 | 1.95 |
| $\varepsilon=1 / 2^{4}$ | $2.09 \mathrm{E}-2$ | $8.25 \mathrm{E}-4$ | 8.58E-5 | $1.99 \mathrm{E}-5$ | $4.89 \mathrm{E}-6$ | 1.22E-6 | $3.15 \mathrm{E}-7$ | $1.11 \mathrm{E}-7$ |
| order | - | -0.48 | 1.34 | 1.83 | 1.98 | 1.99 | 2.02 | 1.98 |
| $\varepsilon=1 / 2^{5}$ | 1.07E-1 | $1.33 \mathrm{E}-2$ | $2.04 \mathrm{E}-4$ | $2.06 \mathrm{E}-5$ | 4.84E-6 | 1.19E-6 | 3.02E-7 | 9.39E-8 |
| order | - | 0.11 | 0.39 | 0.98 | 1.65 | 1.95 | 1.99 | 1.99 |
| $\varepsilon=1 / 2^{6}$ | 1.14E-1 | $7.56 \mathrm{E}-2$ | $9.41 \mathrm{E}-3$ | $7.39 \mathrm{E}-5$ | 5.12E-6 | $1.20 \mathrm{E}-6$ | $2.99 \mathrm{E}-7$ | $8.35 \mathrm{E}-8$ |
| order | - | 0.01 | 0.02 | 0.24 | 0.65 | 1.32 | 1.86 | 1.99 |
| $\bar{\varepsilon}=1 / 2^{7}$ | 1.13E-1 | $8.04 \mathrm{E}-2$ | $5.36 \mathrm{E}-2$ | $6.61 \mathrm{E}-3$ | 4.02E-5 | $1.28 \mathrm{E}-6$ | $3.01 \mathrm{E}-7$ | $7.95 \mathrm{E}-8$ |
| order | - | -0.03 | 0.03 | -0.04 | 0.13 | 0.42 | 0.96 | 1.65 |

Table 4.10. Temporal error analysis of TSSP at time $t=1$ for the less-ill-prepared initial data Case II, i.e., $\alpha=1$ and $\beta=1$.

| $e^{\varepsilon}(t=1)$ | $\tau_{0}=0.1$ | $\frac{\tau_{0}}{2}$ | $\frac{\tau_{0}}{2^{2}}$ | $\frac{\tau_{0}}{2^{3}}$ | $\frac{\tau_{0}}{2^{4}}$ | $\frac{\tau_{0}}{2^{5}}$ | $\frac{\tau_{0}}{2^{6}}$ | $\frac{\tau_{0}}{2^{7}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon=1$ | $3.53 \mathrm{E}-3$ | $8.35 \mathrm{E}-4$ | $2.07 \mathrm{E}-4$ | 5.18E-5 | $1.29 \mathrm{E}-5$ | $3.23 \mathrm{E}-6$ | 8.06E-7 | $2.07 \mathrm{E}-7$ |
| order | - | 1.48 | 1.78 | 1.95 | 1.99 | 1.99 | 2.00 | 2.00 |
| $\varepsilon=1 / 2$ | 4.02E-3 | 9.32E-4 | 2.32E-4 | 5.78E-5 | $1.45 \mathrm{E}-5$ | 3.61E-6 | $8.99 \mathrm{E}-7$ | $2.23 \mathrm{E}-7$ |
| order | - | 1.50 | 1.77 | 1.95 | 2.00 | 2.00 | 2.00 | 1.96 |
| $\varepsilon=1 / 2^{2}$ | 4.11E-3 | $9.53 \mathrm{E}-4$ | $2.37 \mathrm{E}-4$ | 5.92E-5 | 1.48E-5 | 3.69E-6 | 9.22E-7 | $2.29 \mathrm{E}-7$ |
| order |  | 1.71 | 1.86 | 1.95 | 2.02 | 2.00 | 1.99 | 1.98 |
| $\varepsilon=1 / 2^{3}$ | 4.22E-3 | $9.36 \mathrm{E}-4$ | $2.32 \mathrm{E}-4$ | 5.78E-5 | $1.44 \mathrm{E}-5$ | 3.61E-6 | $9.01 \mathrm{E}-7$ | $2.25 \mathrm{E}-7$ |
| order | - | 1.56 | 1.68 | 1.87 | 2.03 | 2.00 | 1.99 | 1.90 |
| $\bar{\varepsilon}=1 / 2^{4}$ | 6.71E-3 | 9.95E-4 | $2.41 \mathrm{E}-4$ | 6.00E-5 | $1.49 \mathrm{E}-5$ | 3.75E-6 | 9.37E-7 | $2.34 \mathrm{E}-7$ |
| order | - | 2.76 | 1.89 | 1.93 | 2.02 | 2.00 | 2.00 | 1.98 |
| $\varepsilon=1 / 2^{5}$ | $3.64 \mathrm{E}-2$ | $2.81 \mathrm{E}-3$ | 2.52E-4 | 6.14E-5 | $1.53 \mathrm{E}-5$ | 3.82E-6 | $9.56 \mathrm{E}-7$ | $2.39 \mathrm{E}-7$ |
| order |  | 2.52 | 2.08 | 2.00 | 1.98 | 2.00 | 1.99 | 2.00 |
| $\varepsilon=1 / 2^{6}$ | $3.77 \mathrm{E}-2$ | $1.80 \mathrm{E}-2$ | $1.32 \mathrm{E}-3$ | 6.35E-5 | $1.55 \mathrm{E}-5$ | 3.86E-6 | $9.65 \mathrm{E}-7$ | $2.41 \mathrm{E}-7$ |
| order | - | 0.94 | 2.70 | 2.14 | 1.96 | 1.99 | 1.99 | 1.98 |
| $\varepsilon=1 / 2^{7}$ | $3.78 \mathrm{E}-$ | $1.89 \mathrm{E}-2$ | 9.02E-3 | 6.84E-4 | $1.59 \mathrm{E}-5$ | 3.89E-6 | 9.70E-7 | $2.42 \mathrm{E}-7$ |
| order |  | 1.46 | 0.64 | 2.77 | 2.12 | 1.99 | 1.98 | 1.99 |
| $\overline{n^{\varepsilon}(t=1)}$ | $\tau_{0}=0.1$ | $\frac{\tau_{0}}{2}$ | $\frac{\tau_{0}}{2^{2}}$ | $\frac{\tau_{0}}{2^{3}}$ | $\frac{\tau_{0}}{2^{4}}$ | $\frac{\tau_{0}}{2^{5}}$ | $\frac{T_{0}}{2^{6}}$ | $2^{7}$ |
| $\varepsilon=1$ | $1.92 \mathrm{E}-3$ | $4.65 \mathrm{E}-4$ | $1.16 \mathrm{E}-4$ | $2.88 \mathrm{E}-5$ | 7.19E-6 | $1.83 \mathrm{E}-6$ | $5.61 \mathrm{E}-7$ | $3.68 \mathrm{E}-7$ |
| order | - | 1.98 | 2.03 | 2.00 | 2.00 | 2.00 | 1.99 | 1.99 |
| $\varepsilon=1 / 2$ | $3.04 \mathrm{E}-3$ | $7.06 \mathrm{E}-4$ | $1.74 \mathrm{E}-4$ | 4.35E-5 | $1.09 \mathrm{E}-5$ | 2.70E-6 | 6.79E-7 | $2.17 \mathrm{E}-7$ |
| order | - | 1.94 | 1.95 | 2.03 | 1.99 | 2.00 | 2.00 | 1.97 |
| $\varepsilon=1 / 2^{2}$ | 4.12E-3 | 7.92E-4 | $1.91 \mathrm{E}-4$ | 4.73E-5 | 1.18E-5 | 2.95E-6 | 7.49E-7 | $2.50 \mathrm{E}-7$ |
| order | - | 1.88 | 1.95 | 1.99 | 2.00 | 1.99 | 2.00 | 1.99 |
| $\varepsilon=1 / 2^{3}$ | $5.21 \mathrm{E}-3$ | $4.76 \mathrm{E}-4$ | $1.05 \mathrm{E}-4$ | $2.55 \mathrm{E}-5$ | 6.33E-6 | 1.59E-6 | $4.11 \mathrm{E}-7$ | 1.52E-7 |
| order | - | 1.61 | 1.90 | 1.98 | 2.00 | 1.98 | 2.02 | 1.95 |
| $\varepsilon=1 / 2^{4}$ | 2.08E-2 | 8.34E-4 | 9.24E-5 | 2.17E-5 | $5.34 \mathrm{E}-6$ | 1.33E-6 | $3.45 \mathrm{E}-7$ | $1.27 \mathrm{E}-7$ |
| order |  | -0.48 | 1.34 | 1.83 | 1.98 | 1.99 | 2.02 | 1.98 |
| $\varepsilon=1 / 2^{5}$ | $1.07 \mathrm{E}-1$ | $1.33 \mathrm{E}-2$ | $2.07 \mathrm{E}-4$ | $2.24 \mathrm{E}-5$ | $5.29 \mathrm{E}-6$ | 1.31E-6 | $3.31 \mathrm{E}-7$ | 9.83E-8 |
| order | - | 0.11 | 0.39 | 0.98 | 1.65 | 1.95 | 1.99 | 1.99 |
| $\varepsilon=1 / 2^{6}$ | 1.14E-1 | $7.56 \mathrm{E}-2$ | $9.41 \mathrm{E}-3$ | 7.44E-5 | $5.56 \mathrm{E}-6$ | 1.32E-6 | $3.29 \mathrm{E}-7$ | $9.57 \mathrm{E}-7$ |
| order | - | 0.01 | 0.02 | 0.24 | 0.65 | 1.32 | 1.86 | 1.99 |
| $\bar{\varepsilon}=1 / 2^{7}$ | 1.12E-1 | $8.04 \mathrm{E}-2$ | $5.36 \mathrm{E}-2$ | 6.61E-3 | 4.03E-5 | 1.39E-6 | $3.30 \mathrm{E}-7$ | $8.60 \mathrm{E}-8$ |
| order | - | -0.03 | 0.03 | -0.04 | 0.13 | 0.42 | 0.96 | 1.65 |

Table 4.11. Temporal error analysis of TSSP at time $t=1$ for the ill-prepared initial data Case III, i.e., $\alpha=0$ and $\beta=0$.

| $\overline{e^{\varepsilon}(t=1)}$ | $\tau_{0}=0.1$ | $\frac{\tau_{0}}{2}$ | $\frac{\tau_{0}}{2^{2}}$ | $\frac{\tau_{0}}{2^{3}}$ | $\frac{\tau_{0}}{2^{4}}$ | $\frac{\tau_{0}}{2^{5}}$ | $\frac{\tau_{0}}{2^{6}}$ | $\frac{\tau_{0}}{2^{7}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon=1$ | $3.53 \mathrm{E}-3$ | $8.35 \mathrm{E}-4$ | $2.07 \mathrm{E}-4$ | $5.18 \mathrm{E}-5$ | $1.29 \mathrm{E}-5$ | $3.23 \mathrm{E}-6$ | $8.06 \mathrm{E}-7$ | $2.07 \mathrm{E}-7$ |
| order | - | 1.48 | 1.78 | 1.95 | 1.99 | 1.99 | 2.00 | 2.00 |
| $\varepsilon=1 / 2$ | 4.82E-3 | $1.21 \mathrm{E}-3$ | $2.88 \mathrm{E}-4$ | 7.19E-5 | $1.79 \mathrm{E}-5$ | $4.49 \mathrm{E}-6$ | $1.12 \mathrm{E}-6$ | $2.88 \mathrm{E}-7$ |
| order |  | 1.50 | 1.77 | 1.95 | 2.00 | 2.00 | 2.00 | 1.96 |
| $\varepsilon=1 / 2^{2}$ | 9.62E-3 | $2.41 \mathrm{E}-3$ | $5.95 \mathrm{E}-4$ | $1.49 \mathrm{E}-4$ | $3.72 \mathrm{E}-5$ | 9.31E-6 | 2.33E-6 | $5.88 \mathrm{E}-7$ |
| order |  | 1.71 | 1.86 | 1.95 | 2.02 | 2.00 | 1.99 | 1.98 |
| $\varepsilon=1 / 2^{3}$ | $1.38 \mathrm{E}-2$ | $3.43 \mathrm{E}-3$ | 8.42E-4 | $2.10 \mathrm{E}-4$ | 5.26E-5 | 1.32E-5 | $3.29 \mathrm{E}-6$ | 8.28E-7 |
| order |  | 1.56 | 1.68 | 1.87 | 2.03 | 2.00 | 1.99 | 1.90 |
| $\bar{\varepsilon}=1 / 2^{4}$ | $2.81 \mathrm{E}-2$ | 6.52E-3 | $1.63 \mathrm{E}-3$ | $3.97 \mathrm{E}-4$ | 9.92E-5 | $2.48 \mathrm{E}-5$ | $6.20 \mathrm{E}-6$ | $1.55 \mathrm{E}-6$ |
| order | - | 2.76 | 1.89 | 1.93 | 2.02 | 2.00 | 2.00 | 1.98 |
| $\varepsilon=1 / 2^{5}$ | 8.18E-2 | $1.40 \mathrm{E}-2$ | $3.22 \mathrm{E}-3$ | 7.99E-4 | $1.99 \mathrm{E}-4$ | $4.98 \mathrm{E}-5$ | $1.25 \mathrm{E}-5$ | 3.11E-6 |
| order | - | 2.52 | 2.08 | 2.00 | 1.98 | 2.00 | 1.99 | 2.00 |
| $\varepsilon=1 / 2^{6}$ | 8.28E-2 | $4.06 \mathrm{E}-2$ | 7.06E-3 | $1.64 \mathrm{E}-3$ | $4.01 \mathrm{E}-4$ | $9.99 \mathrm{E}-5$ | 2.50E-5 | $6.24 \mathrm{E}-6$ |
| order | - | 0.94 | 2.70 | 2.14 | 1.96 | 1.99 | 1.99 | 1.98 |
| $\varepsilon=1 / 2^{7}$ | 7.53E-2 | 4.16E-2 | 2.02E-2 | 3.53E-3 | 8.11E-4 | $2.00 \mathrm{E}-4$ | $4.99 \mathrm{E}-5$ | $1.25 \mathrm{E}-5$ |
| order | - | 1.46 | 0.64 | 2.77 | 2.12 | 1.99 | 1.98 | 1.99 |
| $n^{\varepsilon}(t=1)$ | $\tau_{0}=0.1$ | $\frac{\tau_{0}}{2}$ | $\frac{7_{0}}{2^{2}}$ | $\frac{7_{0}}{2^{3}}$ | $\frac{\tau_{0}}{2^{4}}$ | $\frac{\tau_{0}}{2^{5}}$ | $\frac{\tau_{0}}{2^{6}}$ | $\frac{\tau_{0}}{2^{7}}$ |
| $\varepsilon=1$ | $1.92 \mathrm{E}-3$ | $4.65 \mathrm{E}-4$ | $1.16 \mathrm{E}-4$ | 2.88E-5 | 7.19E-6 | $1.83 \mathrm{E}-6$ | 5.61E-7 | $3.68 \mathrm{E}-7$ |
| order | - | 1.98 | 2.03 | 2.00 | 2.00 | 2.00 | 1.99 | 1.99 |
| $\varepsilon=1 / 2$ | $3.41 \mathrm{E}-3$ | 8.07E-4 | $1.99 \mathrm{E}-4$ | 4.98E-5 | 1.24E-5 | 3.11E-6 | 8.06E-7 | $3.11 \mathrm{E}-7$ |
| order | - | 1.94 | 1.95 | 2.03 | 1.99 | 2.00 | 2.00 | 1.97 |
| $\varepsilon=1 / 2^{2}$ | 4.12E-3 | 8.32E-4 | $2.02 \mathrm{E}-4$ | 5.02E-5 | $1.25 \mathrm{E}-5$ | $3.14 \mathrm{E}-6$ | 8.29E-7 | $3.48 \mathrm{E}-7$ |
| order | - | 1.88 | 1.95 | 1.99 | 2.00 | 1.99 | 2.00 | 1.99 |
| $\bar{\varepsilon}=1 / 2^{3}$ | 6.51E-3 | $1.22 \mathrm{E}-3$ | $2.84 \mathrm{E}-4$ | 7.07E-5 | 1.77E-5 | 4.43E-6 | $1.15 \mathrm{E}-6$ | $4.15 \mathrm{E}-7$ |
| order | - | 1.61 | 1.90 | 1.98 | 2.00 | 1.98 | 2.02 | 1.95 |
| $\varepsilon=1 / 2^{4}$ | $2.31 \mathrm{E}-2$ | $2.42 \mathrm{E}-3$ | $5.57 \mathrm{E}-4$ | $1.39 \mathrm{E}-4$ | $3.46 \mathrm{E}-5$ | 8.66E-6 | 2.18E-6 | $5.94 \mathrm{E}-7$ |
| order | - | -0.48 | 1.34 | 1.83 | 1.98 | 1.99 | 2.02 | 1.98 |
| $\bar{\varepsilon}=1 / 2^{5}$ | $1.09 \mathrm{E}-1$ | $1.42 \mathrm{E}-2$ | $1.11 \mathrm{E}-3$ | $2.79 \mathrm{E}-4$ | 6.94E-5 | $1.73 \mathrm{E}-5$ | $4.34 \mathrm{E}-6$ | $1.09 \mathrm{E}-6$ |
| order | - | 0.11 | 0.39 | 0.98 | 1.65 | 1.95 | 1.99 | 1.99 |
| $\varepsilon=1 / 2^{6}$ | 1.16E-1 | $7.65 \mathrm{E}-2$ | $9.73 \mathrm{E}-3$ | $5.67 \mathrm{E}-4$ | $1.39 \mathrm{E}-4$ | $3.47 \mathrm{E}-5$ | 8.68E-6 | $2.17 \mathrm{E}-6$ |
| order | - | 0.01 | 0.02 | 0.24 | 0.65 | 1.32 | 1.86 | 1.99 |
| $\bar{\varepsilon}=1 / 2^{7}$ | 1.12E-1 | $8.09 \mathrm{E}-2$ | 5.38E-2 | 6.71E-3 | 2.84E-4 | 6.96E-5 | 1.74E-5 | 4.34E-6 |
| order | - | -0.03 | 0.03 | -0.04 | 0.13 | 0.42 | 0.96 | 1.65 |

## 5. Conclusion

We have rigorously analyzed the error estimates of the conservative finite difference method (CNFD) for the Zakharov system in $d(d=1,2,3)$ dimensions, involving a dimensionless parameter $\varepsilon \in(0,1]$, which is inversely proportional to the ion acoustic speed. Particular attention has been paid to the dependence of the error on the parameter $\varepsilon$, mesh size $h$ and time step $\tau$. In the subsonic limit
regime, i.e., $0<\varepsilon \ll 1$, there exist highly oscillatory initial layers in the plasma density $N^{\varepsilon}$, which propagate with $O(\varepsilon)$ wavelength in time and $O(1)$ wavelength in space, and $O\left(\varepsilon^{2}\right), O(\varepsilon)$ and $O(1)$ amplitudes for the well-prepared, less-ill-prepared and ill-prepared initial data, respectively. This rapid oscillation in time brought significant difficulties in the error analysis. We established the uniform convergence rate at $O\left(h^{2}+\tau^{4 / 3}\right)$ and $O\left(h^{2}+\tau^{2 / 3}\right)$, for the well-prepared initial data and less-ill-prepared initial data, respectively. For the ill-prepared initial data, we obtained the error bounds at $O\left(h^{2} / \varepsilon+\tau^{2} / \varepsilon^{3}\right)$. Numerical results confirmed our results and showed that the time splitting approach [5, 12] could perform better than the CNFD. The analysis presented here will provide important insights to the numerical studies of the Zakharov system in the subsonic limit regime, including the splitting methods.

## Acknowledgments

The authors would like to thank Professor Weizhu Bao for his valuable suggestions and encouragement. Y. Cai also thanks Yingwei Wang for the interesting discussion.

## References

[1] H. Added and S. Added, Equations of Langmuir turbulence and nonlinear Schrödinger equation: smoothness and approximation, J. Funct. Anal. 79 (1988), no. 1, 183-210, DOI 10.1016/0022-1236(88)90036-5. MR950090
[2] G. D. Akrivis, V. A. Dougalis, and O. A. Karakashian, On fully discrete Galerkin methods of second-order temporal accuracy for the nonlinear Schrödinger equation, Numer. Math. 59 (1991), no. 1, 31-53, DOI 10.1007/BF01385769. MR 1103752
[3] W. Bao and Y. Cai, Optimal error estimates of finite difference methods for the GrossPitaevskii equation with angular momentum rotation, Math. Comp. 82 (2013), no. 281, 99128, DOI 10.1090/S0025-5718-2012-02617-2. MR2983017
[4] W. Bao and Y. Cai, Uniform error estimates of finite difference methods for the nonlinear Schrödinger equation with wave operator, SIAM J. Numer. Anal. 50 (2012), no. 2, 492-521, DOI 10.1137/110830800. MR2914273
[5] W. Bao and F. Sun, Efficient and stable numerical methods for the generalized and vector Zakharov system, SIAM J. Sci. Comput. 26 (2005), no. 3, 1057-1088, DOI 10.1137/030600941. MR 2126126
[6] W. Bao, F. Sun, and G. W. Wei, Numerical methods for the generalized Zakharov system, J. Comput. Phys. 190 (2003), no. 1, 201-228, DOI 10.1016/S0021-9991(03)00271-7. MR2046763
[7] A. H. Bhrawy, An efficient Jacobi pseudospectral approximation for nonlinear complex generalized Zakharov system, Appl. Math. Comput. 247 (2014), 30-46, DOI 10.1016/j.amc.2014.08.062. MR3270819
[8] Q. S. Chang, B. L. Guo, and H. Jiang, Finite difference method for generalized Zakharov equations, Math. Comp. 64 (1995), no. 210, 537-553, S7-S11, DOI 10.2307/2153438. MR 1284664
[9] J. Ginibre, Y. Tsutsumi, and G. Velo, On the Cauchy problem for the Zakharov system, J. Funct. Anal. 151 (1997), no. 2, 384-436, DOI 10.1006/jfan.1997.3148. MR1491547
[10] R. T. Glassey, Convergence of an energy-preserving scheme for the Zakharov equations in one space dimension, Math. Comp. 58 (1992), no. 197, 83-102, DOI 10.2307/2153022. MR 1106968
[11] Y. Ji and H. Ma, Uniform convergence of the Legendre spectral method for the Zakharov equations, Numer. Methods Partial Differential Equations 29 (2013), no. 2, 475-495, DOI 10.1002/num.21716. MR3022895
[12] S. Jin, P. A. Markowich, and C. Zheng, Numerical simulation of a generalized Zakharov system, J. Comput. Phys. 201 (2004), no. 1, 376-395, DOI 10.1016/j.jcp.2004.06.001. MR2098862
[13] C. E. Kenig, G. Ponce, and L. Vega, On the Zakharov and Zakharov-Schulman systems, J. Funct. Anal. 127 (1995), no. 1, 204-234, DOI 10.1006/jfan.1995.1009. MR1308623
[14] N. Masmoudi and K. Nakanishi, Energy convergence for singular limits of Zakharov type systems, Invent. Math. 172 (2008), no. 3, 535-583, DOI 10.1007/s00222-008-0110-5. MR2393080
[15] F. Merle, Blow-up results of virial type for Zakharov equations, Comm. Math. Phys. 175 (1996), no. 2, 433-455. MR 1370102
[16] T. Ozawa and Y. Tsutsumi, The nonlinear Schrödinger limit and the initial layer of the Zakharov equations, Differential Integral Equations 5 (1992), no. 4, 721-745. MR 1167491
[17] G. L. Payne, D. R. Nicholson, and R. M. Downie, Numerical solution of the Zakharov equations, J. Comput. Phys. 50 (1983), no. 3, 482-498, DOI 10.1016/0021-9991(83)901079. MR 710406
[18] S. H. Schochet and M. I. Weinstein, The nonlinear Schrödinger limit of the Zakharov equations governing Langmuir turbulence, Comm. Math. Phys. 106 (1986), no. 4, 569-580. MR860310
[19] B. Texier, Derivation of the Zakharov equations, Arch. Ration. Mech. Anal. 184 (2007), no. 1, 121-183, DOI 10.1007/s00205-006-0034-4. MR 2289864
[20] V. Thomée, Galerkin finite element methods for parabolic problems, Springer Series in Computational Mathematics, vol. 25, Springer-Verlag, Berlin, 1997. MR 1479170
[21] J. Wang, Multisymplectic numerical method for the Zakharov system, Comput. Phys. Comm. 180 (2009), no. 7, 1063-1071, DOI 10.1016/j.cpc.2008.12.028. MR2678347
[22] Y. Xia, Y. Xu, and C.-W. Shu, Local discontinuous Galerkin methods for the generalized Zakharov system, J. Comput. Phys. 229 (2010), no. 4, 1238-1259, DOI 10.1016/j.jcp.2009.10.029. MR 2576247
[23] V. E. Zakharov, Collapse of Langmuir waves, JETP, 35 (1972), pp. 908-914.
Beijing Computational Science Research Center, Beijing 100193, People's Republic of China - and - Department of Mathematics, Purdue University, West Lafayette, Indiana 47907

E-mail address: yongyong.cai@csrc.ac.cn
Key Laboratory of High Performance Computing and Stochastic Information Processing (Ministry of Education of China), College of Mathematics and Computer Science, Hunan Normal University, Changsha 410006, People's Republic of China - and Beijing Computational Science Research Center, Beijing 100193, People's Republic of China

E-mail address: yuanyongjun0301@163.com

