NEUMANN PROBLEM IN ANGULAR REGIONS WITH PERIODIC AND PARABOLIC PERTURBATIONS OF THE BOUNDARY

S. A. NAZAROV

Abstract. We construct and prove asymptotic expansions at infinity for solutions of Neumann problems and matching problems for systems of second order differential equations in regions with corner outlets to infinity. Outside some disc the regions are either periodic or deformed by parabolic inclusions. In addition to logarithmic-polynomial solutions, the asymptotic expansions contain components of the type of boundary layer that either exponentially decay away from the boundary or are localized inside the parabolic inclusions. Operators of the problems become Fredholm operators, and remainders in asymptotic expansions are estimated in scales of function spaces with norms determined by double weight factors and their step distribution. We consider also other types of problems which allow us to apply the developed methods for reduction to a model problem in a sector and for recovery of properties of remainders near perturbed boundary; in particular, we consider the matching problem in regions with irregular points of peak-like inclusion type.

1. Statement of the problem and preliminary description of results

1.1. Regions. Let $K = \{x : r > 0, \varphi \in (-\alpha, \alpha)\}$ be a sector in the plane $\mathbb{R}^2$ with vertex at $O$, where $x = (x_1, x_2)$ and $(r, \varphi)$ are Cartesian and polar coordinates so that $x_1 = r \cos \varphi$, $x_2 = r \sin \varphi$, and $\alpha \in (0, \pi]$ is the half-angle of the sector. We also introduce Cartesian coordinates $y^{\pm} = (y_1^{\pm}, y_2^{\pm})$ with the axes $y_1^{\pm}$ directed along the sides $(\partial K)^{\pm} = \{x : r > 0, \varphi = \pm \alpha\}$ of the sector, and the axes $y_2^{\pm}$ perpendicular to $y_1^{\pm}$ and directed inside the sector. All coordinate systems have the origin $O$. Denote by $H^{\pm}$ the space of smooth periodic functions on the half-line $\mathbb{R}_+$, and for $R > 0$ let

$$G_R = \left\{ x : r > R, |\varphi| \leq \frac{1}{2} \alpha \right\} \cap \bigcup_{\pm} \left\{ x : r > R, \pm \varphi > \frac{1}{2} \alpha, y_2^{\pm} > H^{\pm}(y_1^{\pm}) \right\}.$$ 

Clearly, in the case of a crack, i.e., for $\alpha = \pi$, we additionally assume that $H^+ + H^- > 0$; then the last two sets on the right-hand side of (1.1) are disjoint. If $\alpha < \pi$ then the disjointness can be obtained by increasing the radius $R$. The boundary of the set (1.1) consists of circular arcs $S^1_R$ and periodic curves $\Gamma^{\pm}_R$ extending to infinity. By $G$ we mean the region coinciding with (1.1) outside the disc $B_R$ of radius $R$ centered at $O$ (see Figure 1). For simplicity, we assume that the boundary $\partial G$ is smooth (for generalizations see 3.6 below). The constructed region will be called an angular region with periodic boundary.

Remark 1.1. If $\alpha < \pi$ then without loss of generality we can assume that $H^+ + H^- > 0$; the last two sets on the right-hand side of (1.1) are disjoint. If $\alpha < \pi$ then the disjointness can be obtained by increasing the radius $R$. The boundary of the set (1.1) consists of circular arcs $S^1_R$ and periodic curves $\Gamma^{\pm}_R$ extending to infinity. By $G$ we mean the region coinciding with (1.1) outside the disc $B_R$ of radius $R$ centered at $O$ (see Figure 1). For simplicity, we assume that the boundary $\partial G$ is smooth (for generalizations see 3.6 below). The constructed region will be called an angular region with periodic boundary.

Remark 1.1. If $\alpha < \pi$ then without loss of generality we can assume that $H^+ + H^- > 0$; the last two sets on the right-hand side of (1.1) are disjoint. If $\alpha < \pi$ then the disjointness can be obtained by increasing the radius $R$. The boundary of the set (1.1) consists of circular arcs $S^1_R$ and periodic curves $\Gamma^{\pm}_R$ extending to infinity. By $G$ we mean the region coinciding with (1.1) outside the disc $B_R$ of radius $R$ centered at $O$ (see Figure 1). For simplicity, we assume that the boundary $\partial G$ is smooth (for generalizations see 3.6 below). The constructed region will be called an angular region with periodic boundary.
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1 Throughout the paper the period is assumed to be 1.
true, then it suffices to shift the origin $O$ along the bisector inside the sector $\mathbb{K}$ and to make the corresponding changes in notation. This option will be used in the proofs since it makes computations much easier. A special case is that of a crack where $\alpha = \pi$ and the shift of the origin is useless. However, the arguments remain true if we replace $\mathbb{K}_R$ with the “distorted” sector $\{x : r > R, |x_2| > H^0 \text{ as } x_1 < 0\}$ with $H^0 > 0$; for such a sector reformulations of the results in Section 2 require nothing but obvious modifications.

Let $s \in (0, 1)$ and $a_{\pm} \in \mathbb{R}_+$. Formulas

$\omega^\pm_R = \{x : r > R, 0 < y_2^\pm < a_{\pm}(y_1^\pm)^s\}$, \quad $\omega_0^R = \mathbb{K}_R \setminus (\omega^+_R \cup \omega^-_R)$

(1.2) determine the angular region $\omega_0^R$ with parabolic cuts. For $\alpha < \pi$ we set

$\Omega^\pm_R = \{x : r > R, 0 > y_2^\pm > -a_{\pm}(y_1^\pm)^s\}$, \quad $\Omega_0^R = \mathbb{K}_R$

(1.3) and introduce two regions $\Omega^1$ and $\Omega^0$ separated by a smooth line $\Gamma^0 = \partial \Omega^1 \cap \partial \Omega^0$ and coinciding with $\Omega^+_R \cup \Omega^-_R$ and $\Omega_0^R$, respectively, outside the disc $B_R$ (see Figure 2). The set $\Omega^0 \cup \Gamma^0 \cup \Omega^1$ is called a compound angular region with parabolic inclusion. When
\( \alpha = \pi \), we talk about the plane with parabolic inclusion; in this case, \( K = \mathbb{R}^2 \setminus \mathcal{O} \) is the full angle,

\[
\Omega_R^1 = \{ x : r > R, \ x_1 < 0, \ -a_- |x_1|^\gamma < x_2 < a_+ |x_1|^\gamma \}, \quad \Omega_R^2 = K_R \setminus \overline{\Omega}_R,
\]

and the restriction \( a_\pm > 0 \) is replaced by the condition \( a_- + a_+ > 0 \). The terminology used here reflects the structure of the region at infinity, whereas the geometry of boundaries inside any particular disc is irrelevant. For \( s = 0 \), parabolic sets become half-strips (see Figure 4).

1.2. Neumann boundary problem and matching conditions. Let \( \mathcal{D}(\xi) \) be a complex \((m \times k)\)-matrix linearly dependent on the variable \( \xi = (\xi_1, \xi_2) \), where \( m \geq k \) and \( \mathcal{D}(0) = \bigotimes_{m \times k} \) is the zero \((m \times k)\)-matrix. Furthermore, let \( A \) be a function with values in the space of complex \((m \times m)\)-matrices, \( A \in C^\infty(\overline{G})^{m \times m} \). We assume that the matrix \( A(x) \) is Hermitian and positive definite for all \( x \in \overline{G} \) and the matrix \( \mathcal{D}(\xi) \) has full rank for all \( \xi \in \mathbb{R}^2 \setminus \{0\} \). According to \( \Pi \), these properties ensure that the matrix \( \mathcal{D}(\xi) \) is algebraically complete and the matrix differential operator

\[
L(x, \nabla_x) = \mathcal{D}(-\nabla_x)^* A(x) \mathcal{D}(\nabla_x)
\]

is formally positive and elliptic. Here \( \mathcal{D}(\nabla_x)^* = \mathcal{D}(-\nabla_x)^\top \) is the differential operator formally conjugate to \( \mathcal{D}(\nabla_x) \). Let us emphasize that the algebraic completeness of the operator \( \mathcal{D}(\xi) \) implies the polynomial property \([2, 3]\) of the operator \( L \): the corresponding sesquilinear form

\[
a(u, v; \Xi) = (A \mathcal{D}(\nabla_x) u, \mathcal{D}(\nabla_x) v)_{\Xi}
\]

degenerates only on vector polynomials in a finite-dimensional algebraic subspace \( \mathbb{P} \) of dimension \( J \). In \((1.6)\), \( \Xi \) is an arbitrary subregion of the plane \( \mathbb{R}^2 \); \((, )_{\Xi}\) is the inner product in the Lebesgue space \( L_2(\Xi) \) of scalar- or vector-valued functions, as well as its extension by duality between appropriate weight spaces. Finally, the algebraic subspace \( \mathbb{P} \) consists of those vector-valued polynomials \( p = (p_1, \ldots, p_k)^\top \) in variables \( x = (x_1, x_2) \) for which \( \mathcal{D}(\nabla_x) p(x) = 0 \); it is known that this space is finite-dimensional (see \([2, 3]\)).

Many facts about boundary value problems used in the sequel follow from this polynomial property (see the survey \([3]\)). Additional requirements on the form \((1.6)\) agree with the following examples.

**Example 1.1.** 1) Let \( k = 1, m = 2 \), let \( \mathcal{D}(\nabla_x) = \nabla_x \) be a column vector, and \( A \) a \((2 \times 2)\)-matrix. Then \((1.5)\) is a scalar elliptic operator of the second order and \( \mathbb{P} = \mathbb{C} \), \( J = 1 \).

2) Let \( k = 3, m = 6 \), and

\[
\mathcal{D}(\xi)^\top = \begin{pmatrix}
\xi_1 & 0 & 0 & 0 & 0 & 2^{-1/2}\xi_2 \\
0 & \xi_2 & 0 & 0 & 0 & 2^{-1/2}\xi_1 \\
0 & 0 & 0 & 2^{-1/2}\xi_2 & 2^{-1/2}\xi_1 & 0
\end{pmatrix}
\]

Then \((1.5)\) is the operator of the system of elasticity theory that describes, in particular, deformations of a two-dimensional compound anisotropic body \( \Omega^0 \cup \Gamma \cup \Omega^1 \), and \( A^0 \) and \( A^1 \) are the elasticity modulus matrices, which are, of course, real. For isotropic materials,
where \( \lambda^i \geq 0 \) and \( \mu^i > 0 \) are the Lamé coefficients, and the boundary problems and the matching problems that are considered later in the paper break into planar (for the two-dimensional Lamé problem) and antiplanar (for the Laplace problem) systems. The role of \( \mathbf{P} \) is played by the algebraic subspace of rigid displacements \((a_1 + a_0 x_2, a_2 - a_0 x_1, a_3)^\top\) of dimension \( J = 6 \).

3) Let \( k = 4, m = 9 \),

\[
\mathcal{D}(\xi)^\top = \begin{pmatrix}
\xi_1 & 0 & 0 & 0 & 0 & 0 & -1/2 \xi_2 & 0 & 0 \\
0 & \xi_2 & 0 & 0 & 0 & 0 & 2^{-1/2} \xi_1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2^{-1/2} \xi_2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1/2 \xi_1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \xi_1 & \xi_2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

let the matrix \( A \) be of the form

\[
A = \begin{pmatrix}
A_{11} & A_{12} \\
A_{21} & -A_{22}
\end{pmatrix},
\]

where \( A_{11}, A_{22} \) are positive definite matrices of size \( 6 \times 6 \) and \( 3 \times 3 \), respectively, and let \( A_{12} = A_{21}^\top \) be a \((6 \times 3)\)-matrix. The corresponding system with the operator (1.5) describes piezoelectric materials. The matrix (1.9) does not satisfy the conditions formulated earlier because of the “wrong” sign in the lower left block; in particular, the operator (1.9) is not formally positive. In [6, Example 1.13] it is shown how a simple change of notation allows one to transform the operator to the form that can be analyzed by the methods used in the present paper.

In the region \( G \) we consider the Neumann problem

\[
\begin{aligned}
L(x, \nabla x)u(x) &= f(x), \quad x \in G; \quad N(x, \nabla x)u(x) = g(x), \quad x \in \partial G, \\
\end{aligned}
\]

where \( u = (u_1, \ldots, u_k)^\top \), \( f, g \) are height \( k \) columns of functions, and the operator of boundary conditions

\[
N(x, \nabla x) = \mathbf{D}(\nu(x))^\top A(x)\mathbf{D}(\nabla x)
\]

is taken from the Green formula

\[
(Lu, v)_G + (Nu, v)_{\partial G} = a(u, v)_G := (A\mathbf{D}(\nabla x)u, \mathbf{D}(\nabla x)v)_G.
\]

The vector \( \nu \) on the right-hand side of (1.11) is the outward normal vector of the surface \( \partial G \).

For the compound region \( \Omega^0 \cup \Gamma^0 \cup \Omega^1 \), the matrix \( A \) has jumps on the curve \( \Gamma^0 \); on the other hand, the restriction \( A^i \) of \( A \) to the subregion \( \Omega^i \) is smooth up to the boundary \( \partial \Omega^i \), \( i = 0, 1 \). Therefore, the Neumann problem corresponding to (1.10) includes the matching conditions, namely

\[
L^i(x, \nabla x)u^i(x) = f^i(x), \quad x \in \Omega^i; \quad N^1(x, \nabla x)u^1(x) = g(x), \quad x \in \partial \Omega^1 \setminus \Gamma^0,
\]

\[
u^0(x) = u^1(x), \quad N^0(x, \nabla x)u^0(x) = N^1(x, \nabla x)u^1(x), \quad x \in \Gamma^0.
\]

The operators \( L^i \) and \( N^i \) are determined by formulas (1.5) and (1.11), respectively, with the matrix \( A \) replaced by \( A^i \), and \( \nu \) always denotes the outward normal to the surface \( \partial \Omega^i \). By \( u^i \) and \( f^i \) we denote the restrictions of the functions \( u \) and \( f \) to \( \Omega^i \), \( i = 0, 1 \).

The stated problems turn out to be formally selfadjoint. For example, since the form (1.6) is symmetric, (1.12) implies the “full” Green formula

\[
(Lu, v)_G + (Nu, v)_{\partial G} = (u, Lv)_G + (u, Nv)_{\partial G},
\]

which serves the boundary problem (1.10) and holds, e.g., for smooth compactly supported vector-valued functions \( u, v \in C^\infty_0(\overline{G})^k \). The Green formula for problem (1.13) can be obtained from (1.14) by obvious changes of the sets \( G, \partial G \), and the corresponding
differential operators; the test functions $u^i, v^i \in C^\infty_c(\Omega)^k$, $i = 0, 1$, should additionally satisfy the matching conditions in the second line of (1.13).

Next we assume that in the problem (1.10) we have

$$A(x) = \mathbf{A} \quad \text{for} \quad x \in G, \ r > R,$$

and in the problem (1.13),

$$A^0(x) = \mathbf{A} \quad \text{for} \quad x \in \Omega^0_R, \ A^1(x) = \mathbf{A}^\pm \quad \text{for} \quad x \in \Omega^\pm_R,$$

where $\mathbf{A}$ and $\mathbf{A}^\pm$ are constant matrices. Here one could only assume that our matrix-valued functions stabilize at infinity with polynomial rate or to allow for the dependence of $\mathbf{A}$ and $\mathbf{A}^\pm$ on the variables $\varphi$ and $\zeta^\pm = |y_1^\pm - \gamma y_2^\pm|$, respectively. However, once the main difficulties are resolved, such generalizations become clear (see 3.6 below) and we skip them to simplify the exposition.

1.3. Motivations. In the process of averaging boundary problems in regions $\Omega_\varepsilon$ with rapidly oscillating boundaries (see Figure 4) one should take into account the boundary layer phenomenon, which is described using solutions of problems in a half-space or in a half-cylinder with a skew base; this phenomenon allows one to formulate correct boundary conditions on the limiting ("straightened") boundary $\partial\Omega_0$. Although the asymptotic analysis was performed only for some simplest boundary problems for the Poisson equation (see [4, 5, 6, 7]), generalizations of these procedures to general boundary problems for elliptic systems with polynomial property (see [2, 3]) do not pose present any serious difficulties if the boundary $\partial\Omega_0$ is smooth. If the boundary is only piecewise smooth, the known algorithms, which require additional smoothness to establish asymptotics, fail even for the Poisson equation because the smoothness of the limiting problem in $\Omega_0$ decreases at corner points, on edges, and in other irregular points of the boundary. To improve the situation, one should include boundary layers of a different kind: such boundary layers are formed from solutions of problems in regions with corners and with periodic boundaries, and, contrary to boundary layers mentioned earlier, are characterized by power rather than exponential decrease at infinity. This last property makes the construction of asymptotics much more difficult. However, the required mathematical techniques, namely various methods of matching asymptotic expansions, which are essentially equivalent (but complement each other in details), were developed already in the 1970s and 1980s (see, e.g., books [8] and [9]), and the actual difficulty lies only in the study of limit problems in regions with unusual reach to infinity.

Due to oscillations of the boundary near the point at infinity, classical results of the theory of boundary problems in regions with conical or corner points (see, e.g., key papers [10, 11, 12] and books [13, 14]) are not directly applicable to the boundary problem (1.10). In [15] the author considered a similar Dirichlet problem

$$L(x, \nabla_x)u(x) = f(x), \ x \in G; \ u(x) = g(x), \ x \in \partial G,$$
which, after being supplied with special weight spaces, was reduced to the model problem in the sector $K$. This made it possible to give an asymptotic representation for the solution “modified” near the periodic curves $\Gamma^\pm_R$ and then, by constructing boundary layers near these curves, to extend the asymptotic formula to the entire region (1.1). The reduction methods developed in [15] were tied with the Dirichlet boundary conditions because they were using, in an essential way, the natural property of solutions to decrease near the boundary. In general, the study of the Dirichlet problem is often easier than the study of other boundary problems (on averaging in regions with corners see [16]–[20]; in the last paper, due to the Dirichlet conditions at the boundary of a perforated region, the corner boundary layer decreases even exponentially).

In the present paper we obtain asymptotic expansions at infinity for solutions of the Neumann problem (1.10) and the matching problem (1.13). The origin of the second problem is also connected with asymptotic analysis, namely, the study of so-called regions with thin boundary layer. Let us discuss a couple of examples.

Example 1.2. 1) Let $Q_\varepsilon$ be a rectangle $\{\eta = (\eta_1, \eta_2) : |\eta_1| < l_i + \varepsilon, i = 1, 2\}$, on which the scalar differential equation

\[(1.18) \quad \nabla_\eta A(\varepsilon, \eta) \nabla_\eta w(\varepsilon, \eta) = f(\eta), \quad \eta \in Q_\varepsilon \setminus \partial Q_0,\]

is given, with Dirichlet boundary conditions (for simplicity) and natural matching conditions on the polygonal line $\partial Q_0$ (see Figure 5 and Example 1.1). Here $A$ is a piecewise constant function, $A = A_0 > 0$ inside and $A = A_1 > 0$ outside the rectangle $Q_0$, and $\varepsilon > 0$ is a small parameter. One can easily see that the coordinate change $\eta \mapsto x = \varepsilon^{-1}(\eta - P)$ (where $P$ is one of the vertices of the rectangle $Q_0$, say $P = (l_1, l_2)$) and subsequent formal passage to the limit $\varepsilon = 0$ transform equation (1.18) to the equation in (1.13) with matching conditions (1.13)2, and transform $Q_\varepsilon$ to the compound region with a half-strip inclusion. In other words, in formula (1.3) we have $a_\pm = 1$ and $s = 0$.

2) Now let the layer have variable cross-section which becomes thinner when approaching to corners (it could have been originally designed this way or could have worn out in the process of using the equipment; such a layer is called “imperfect”; see Figure 6). For
example, suppose that, over the upper side of the rectangle, the strip $Q_{\varepsilon} \setminus \overline{Q}_0$ has the form
\[ \{ \eta : |\eta_1| < l_1, \eta_2 \in (l_2, l_2 + \varepsilon H(\eta_1)) \}, \]
where $H$ is a smooth positive function on the interval $(-l_1, l_1)$ that admits a representation
\[ H(\eta_1) = (b_1 - \eta_1)^s(a_+ + H_+(\eta_1)), \quad H_+ \in C^\infty[0, l_1], \quad H_+(l_1) = 0, \quad s \in (0, 1). \]
It is not difficult to see that the change of coordinates leading to a region with parabolic inclusion \((1.3)\) is
\[ \eta \mapsto x = \varepsilon^\tau(\eta - P), \quad \tau = (1 - s)^{-1}. \]

Regarding Example 1.2, 1), we mention \cite{21}. No strict asymptotic analysis of rounded or worn-out coverings described in Example 1.2, 2) has been performed.

Another application of the results that will be obtained for the problem \((1.13)\) is related to the observation that will be discussed in details in 6.5. The point is that the inversion $x \mapsto \eta = |x|^{-2} x$ transforms the plane with a periodic inclusion (see definition \((1.4)\)) into a compound region $\omega$ with peak inclusion (see Figure 7) for which
\[ \omega_d = \left\{ \eta : |\eta| < d, \eta_1 < 0, -b_-(\eta_1)|\eta_1|^z < \eta_2 < b_+(\eta_1)|\eta_1|^z \right\}, \quad \omega_d^0 = \mathbb{B}_d \setminus \overline{\omega}_d^1. \]
Here $d = 1/R$, $z = 2 - s > 1$, and $b_{\pm}$ are smooth functions such that $b_{\pm}(0) = a_{\pm}$.

The system of equations of elasticity theory (Example 1.1 (2)), the ideal mesh conditions \((1.13)\), and Neumann boundary conditions with exterior forces $g$ on the right-hand side form a known problem of failure theory. The book \cite{22} mentions the construction of asymptotic expansions of solutions near such geometric irregularities as an unsolved problem. For a long time, in the literature on mechanics, it was claimed that elastic fields are singular at the vertex $O$ of the inclusion $\omega_d^1$, and moreover, “computations” of the corresponding stress coefficients were given. In the papers \cite{23, 24} it was shown (on the physical level of rigor) that the stresses remain bounded at the point $O$ and the failure process may be related only to the concentration of stresses. Of course, formal asymptotic Ansatzen require justification, and the corresponding explanations are given in 5.6. Let us emphasize that similar Ansatzen \cite{25} for three-dimensional peak inclusions and holes were justified in \cite{26}. Earlier studies were not suitable for this purpose because some properties of model problems postulated in \cite{27} (see also \cite{14}) disappear in the case of three-dimensional system of elasticity theory.

1.4. Difference between functional statements of the Dirichlet and the Neuman problems. In \cite{15} it was shown that the natural classes where the operator of the Dirichlet problem \((1.17)\) acquires the Fredholm property and the estimates for remainders in asymptotic expansions of solutions become sharp are the spaces $\mathfrak{Y}^l_{\beta, \gamma}(G)$ obtained
by completing the algebraic subspace $C_c^\infty(\bar{G})$ (of infinitely differentiable functions with compact support) with respect of the weight norm

$$
\|z; \mathfrak{V}_{\beta,\gamma}^l(G)\| = \left(\sum_{p=0}^l \|(1+r)^{\beta-\gamma} \rho^{-l+p} \nabla_x^p z; L_2(G)\|^2\right)^{1/2}.
$$

Here $l \in \mathbb{N}_0 := \{0, 1, 2, \ldots\}, \beta, \gamma \in \mathbb{R}$, and the weight $\rho$ is defined by the formula

$$
\rho(x) = 1 + (1+r)|\alpha| - |\varphi|.
$$

Very important are the following properties of this weight: first, in each cut-off infinite sector (later just a sector) $K_R(\alpha) := \{x : r \geq R, |\varphi| \leq \alpha\}$ with $\alpha \in (0, \alpha)$, the weight factor (1.21) is equivalent to $1 + r$, i.e.,

$$
0 < c(\alpha_1) \leq (1 + r)^{-1}\rho(x) \leq C(\alpha_1), \quad x \in K_R(\alpha_1);
$$

second, in any bounded subregion $G \cap \mathbb{R}_d$ and in any boundary strip $V_d = \{x \in G : \text{dist}(x, \partial G) \leq d\}$ we have $1 \leq \rho(x) \leq c(d)$, i.e., the weight is bounded and separated from zero. The latter property determines the main difference of norms (1.20) from the Kondrat'ev norms [10] defined by the formula

$$
\|z; V_{\beta}^l(\mathbb{K})\| = \left(\sum_{p=0}^l \|r^{-l+p} \nabla_x^p z; L_2(\mathbb{K})\|^2\right)^{1/2},
$$

which are normally used in regions with conic and corner points and exits to infinity. In particular, the properties of trace spaces change as well: the function $Z$ and its derivatives $\partial_x^p Z$, $p = 1, \ldots, l-1$, acquire a common weight factor $(1+r)^{\beta-\gamma}$ in the trace norm

$$
\|z; \mathfrak{V}_{\beta,\gamma}^{l-1/2}(\partial G)\| = \inf \left\{\|Z; \mathfrak{V}_{\beta,\gamma}^l(G)\| : Z = z \text{ on } \partial G\right\},
$$

whereas similar weight factors in the Kondrat'ev trace norms

$$
\|z; V_{\beta}^{l-1/2}(\partial \mathbb{K})\| = \inf \left\{\|Z; V_{\beta}^l(\mathbb{K})\| : Z = z \text{ on } \partial \mathbb{K}\right\},
$$

are $r^{\beta-l+1/2}$ and $r^{\beta-l+p+1/2}$, respectively.

**Lemma 1.1.** 1) For $l \in \mathbb{N} = \{1, 2, 3, \ldots\}$ the norm (1.23) is equivalent to the norm

$$
\|(1+r)^{(\beta-\gamma)/2} z; H^{l-1/2}(\partial G)\|,
$$

where $H^{l-1/2}(\partial G)$ is the Sobolev–Slobodetskii space.

2) For each right-hand side $g \in \mathfrak{V}_{\beta,\gamma}^{l-1/2}(\partial G)$ there exists a vector-valued function $v \in \mathfrak{V}_{\beta,\gamma}^{l+1}(G)$ that is supported in the closure $\overline{\nabla}_d$ of the boundary strip and satisfies the boundary condition

$$
N(x, \nabla_x) v(x) = g(x), \quad x \in \partial G,
$$

and the estimate

$$
\|v; \mathfrak{V}_{\beta,\gamma}^{l+1}(G)\| \leq c \|g; \mathfrak{V}_{\beta,\gamma}^{l-1/2}(\partial G)\|.
$$

Comments to the proof are given in Remark 1.1.

Let us note that the spaces $\mathfrak{V}_{\beta}^l(G)$ and $V_{\beta}^l(\mathbb{K})$ consist of functions that belong to the classes $H^l_{\text{loc}}(\bar{G})$ and $H^l_{\text{loc}}(\mathbb{K} \setminus \partial)$, respectively, i.e., the weight factors determine the behavior of elements of these spaces only at infinity (in the second case, at the vertex of the corner as well).

In [15] it is established that under certain restrictions to weight indices $\beta$ and $\gamma$, the Dirichlet problem operator (1.17), viewed as a map

$$
\mathfrak{V}_{\beta,\gamma}^{l+1}(G)^k \to \mathfrak{V}_{\beta,\gamma}^{l-1}(G)^k \times \mathfrak{V}_{\beta,\gamma}^{l-1/2}(\partial G)^k,
$$
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turns out to be a Fredholm operator, and for small \(|\beta - l|\) it is an isomorphism. The fact that the right-hand side \(g \in \mathfrak{G}_{\beta,\gamma}^{l-1/2}(\partial G)^k\) of the boundary condition (1.23) can be compensated by a vector-valued function in the space \(\mathfrak{G}_{\beta,\gamma}^{l+1}(G)^k\) (see Lemma (1.1) (2)) does not necessarily mean that the Neumann problem (1.10) is normally solvable in this class. Indeed, under the condition

\[
|\gamma - l| < \frac{1}{2},
\]

which is necessary for the operator (1.27) to be Fredholm, the function \(\varphi \mapsto |\alpha - |\varphi||^{7-l-1}\) extracted, according to definitions (1.21) and (1.20), from the weight factor \(u = \nabla_2^0 u\) in the norm \(\|u; \mathfrak{G}_{\beta,\gamma}^{l+1}(G)\|\), is not square-integrable on the arc \(\mathcal{T} = (-\alpha, \alpha)\). Therefore, a solution \(u\) of the Dirichlet problem decreases (in some sense) when it approaches the sides of an angle, whereas this behavior is not typical for the Neumann problem even if the boundary conditions (1.25) are homogeneous. In other words, one should not expect that the operator of the problem (1.10) viewed as a map similar to (1.27) has good properties.

As in [26, 28, 29], a proper domain for the operator of the Neumann problem is a space with step weight norm. Namely, for \(l \in \mathbb{N}_0\) and \(\beta, \gamma \in \mathbb{R}\) the space \(\mathfrak{G}_{\beta,\gamma}^{l,0}(G)^k\) is defined as the completion of the algebraic subspace \(\mathcal{C}_r^\infty(\hat{G})^k\) with respect to the norm

\[
\|z; \mathfrak{G}_{\beta,\gamma}^{l,0}(G)\| = \left(\sum_{p=0}^{l+1} \left\| (1 + r)^{3-\gamma-\delta_{p,0}} \rho^{\gamma-l+p+\delta_{p,0}} \nabla_2^2 z ; b L_2(G) \right\|^2 \right)^{1/2}.
\]

Here \(\delta_{p,q}\) is the Kronecker symbol. In the norm (1.20) the graph of the exponent \(\rho\) as a function of the differentiation order \(p\) is a tilted line, but for \(\kappa > 0\) a similar graph in the norm (1.29) has a typical horizontal piece (step) at the level \(p = 0\). This is why the latter weight norms are called step weight norms.

Weight factors in the norm (1.29) are equal to \((1 + r)^{3-\gamma+p}\) inside the sector \(\mathbb{K}_R(\alpha_1)\) with half-angle \(\alpha_1 < \alpha\) and \((1+r)^{3-\gamma-\delta_{p,0}}\) in the strip \(\mathcal{V}_d\). However, later we will not need the trace space for \(\mathfrak{G}_{\beta,\gamma}^{l,0}(G)\), since, by (1.11), the expression \(Nu\) is a linear combination of the first derivatives of the vector-valued function \(u\). The operator (1.5) does not have a free term either. Therefore, the map

\[
\{L, N\} : \mathfrak{G}_{\beta,\gamma}^{l+1,0}(G)^k \to \mathfrak{G}_{\beta,\gamma}^{l-1}(G)^k \times \mathfrak{G}_{\beta,\gamma}^{l-1/2}(G)^k
\]

is continuous for all \(l \in \mathbb{N}\) and \(\beta, \gamma \in \mathbb{R}\). In Section 4 we will show that the operator (1.30) acquires good properties under the condition

\[
\gamma - l \in (-1/2, 0),
\]

which is more restrictive than (1.28).

1.5. The structure of the paper. In Section 2 we study the Neumann problem for a differential operator with constant coefficients in a sector. Complete information about this problem, of course, is available in the scale of Kondrat’ev spaces. However, to study boundary value problems in a region \(G\) with periodic boundary, we need a different scale of function spaces such that the norms in these spaces have two types of weight factors, \(r\) and \(\alpha - |\varphi|\), and the spaces contain functions with singularities on the sides of the sector. Therefore, the study of this model problem must be performed completely: the spectral pencil on an arc in special weight classes is analyzed, then the bounds and asymptotic formulas for solutions are deduced, and the necessary and sufficient conditions for the operator of the problem to be an isomorphism are obtained. In addition to asymptotic expansions at infinity and near the vertex \(O\) we obtain asymptotic representations of solutions near the sides \((\partial K)^\pm\) of the sector \(K\). These representations involve a certain
extension operator \( \mathcal{C} \) and play an important role in Section 4 when proving the main theorem of this paper.

In Section 3 we describe a formal procedure for constructing asymptotic expansions. In the case of a periodic boundary, these constructions are more difficult than in the case of parabolic inclusions: in addition to polynomial-logarithmic solutions of a model problem in a sector we also encounter boundary layers, i.e., functions that exponentially decrease in directions perpendicular to the sides of the sector. In other words, the expansion of a solution of the problem (1.10) becomes multiscale and contains asymptotic blocks (3.17). Boundary layers are described using solutions of a problem in a half-infinite strip with curved base, and the conditions of their decay at infinity provide boundary data on \( (\partial K)\pm \) in the model problem (see 2.5 and 3.1).

The matching problem (1.13) does not involve boundary layers, and, as shown in 3.3, the boundary conditions on \( \partial K \setminus \mathcal{O} \) in the model problem are obtained by analyzing a system of ordinary differential equations on the segment that is a section of the parabolic inclusion.

Section 4 contains the technically most difficult part of the paper. First, using appropriate cut-off functions and increasing the weight index \( \gamma \) (an important trick borrowed from [15]), we reduce problem (1.10) in the region \( G \) with periodic boundary to the model problem in a sector \( K \). Then, using results of Section 2, we write an asymptotic formula for the restriction of a solution to the region \( \Omega \) with parabolic cuts; in doing so, polynomial-logarithmic solutions are replaced with asymptotic blocks. Finally, the estimate of the remainder in the asymptotic formula is extended from \( \Omega \) to the entire region \( G \). In doing this, we use two tricks: we increase weight factors in the norm of a solution of a mixed boundary value problem and smoothen the operator \( \mathcal{C} \) in 2.4. Simultaneously, we prove the Korn weight inequality (4.45).

In Subsection 5.1 we prove the existence of generalized and classical solutions of the problem (1.10) provided the following orthogonality condition holds:

\[
(1.32) \quad \int_G f(x) \, dx + \int_{\partial G} g(x) \, ds_x = 0 \in \mathbb{C}^k.
\]

In the proof, we assume Korn inequality (5.3) with certain weight factors in a sector; this assumption is justified, e.g., in the case of problems of mathematical physics mentioned in Example 1.1 (see also Example 5.1 below). In the case where condition (1.32) is not satisfied, the problem still has so-called “almost energy” solutions, which grow logarithmically at infinity (Proposition 5.2). Finally, in Subsection 5.3 we discuss “non-energy” solutions of the homogeneous problem (1.10). They grow exponentially at infinity and provide integral representations of coefficients in decompositions of decreasing solutions.

Procedures developed in Sections 2–4 can also be used, of course, for problems other than those in sectors with periodic boundaries. In Section 6 we discuss already mentioned problems of matching in regions described by formulas (1.3), (1.4), or (1.19), as well as other possible generalizations.

1.6. Notation. If a group of formulas has a tag \((m,n)\), then \((m,n)_q\) denotes the \(q\)th line in this group; for example, \((1.13)_2\) is the pair of matching conditions in problem (1.13). If \( \mathcal{B} \) is a function space, then \( \mathcal{B}^k \) is the space of height \( k \) columns of elements of \( \mathcal{B} \); however, the index \( k \) is omitted in the corresponding norm \( \| \cdot \| : \mathcal{B} \| \).

2. Model problems

2.1. Model problem in a sector. We consider the Neumann problem

\[
(2.1) \quad L(\nabla_x)u(x) = f(x), \quad x \in K; \quad N^\pm(\nabla_x)u(x) = g(x), \quad x \in (\partial K)^\pm,
\]
where the differential operators are of the form
\begin{equation}
L(\nabla_x) = D(\nabla_x)^*A D(\nabla_x), \quad N^\pm(\nabla_x) = \overline{D(\nabla_x)^*} \ A D(\nabla_x)
\end{equation}
(cf. (1.15) and (1.16)), the matrix \(A\) is taken from relations (1.15) or (1.16), and \(\nu^\pm\) are outward unit normals to the sides \((\partial K)^\pm\) of the sector \(K\). In polar coordinates \((r, \varphi)\) the operators \(L, N^\pm\) take the form
\begin{equation}
L(\nabla_x) = r^{-2}L(\varphi, \partial_\varphi, r \partial_r) = r^{-2}D(\varphi, \partial_\varphi, r \partial_r - 1)^*A D(\varphi, \partial_\varphi, r \partial_r),
\end{equation}

\begin{equation}
N^\pm(\nabla_x) = r^{-1} N^\pm(\partial_\varphi, r \partial_r) = r^{-1} \overline{D(\nu^\pm)^*} \ A D(\varphi, \partial_\varphi, r \partial_r).
\end{equation}

Here \(r^{-1} D(\varphi, \partial_\varphi, r \partial_r)\) is the matrix differential operator \(D(\nabla_x)\) written in polar coordinates.

According to the theory of elliptic boundary value problems in regions with conic (corner) points (see the key papers [10, 11, 12], books [13, 14], and other publications) the solvability of problem (2.1) and the properties of solutions are determined by the spectrum of the problem on the arc
\begin{equation}
\Sigma(\varphi, \partial_\varphi, \lambda)U(\varphi) = 0, \quad \varphi \in \mathcal{Y} = (-\alpha, \alpha); \quad N^\pm(\partial_\varphi, \lambda)U(\pm \alpha) = 0.
\end{equation}

The operators in equations (2.4) are obtained from the operators \(L, N^\pm\) by replacing the differential expression \(r \partial_r = r \partial/\partial r\) with the spectral parameter \(\lambda \in \mathbb{C}\). In what follows, we call the problem (2.4) a (spectral) pencil; to shorten the notation we do not indicate arguments \(\varphi, \partial_\varphi\) of matrices \(L, D, \text{and } N^\pm\); in particular, \(\Sigma(\lambda)\) is a quadratic polynomial in \(\lambda\) with coefficient at \(\lambda^2\) being a matrix of differential operators of order \(2 - q\).

Let us present general information (see [11, 30]) about the spectrum of the pencil \(L\) and some particular consequences (see [3, 29]) of the polynomial property of the operator \(L\). All eigenvalues of the pencil are normal and lie in the closed double sector \(\{ \lambda \in \mathbb{C} : |\text{Im } \lambda| \leq \kappa_0 |\text{Re } \lambda| \}\) for \(\kappa_0 \in \mathbb{R}_+\). Each strip \(\mathbb{P}_\delta = \{ \lambda \in \mathbb{C} : |\text{Re } \lambda| < \delta \}\) contains only a finite number of points of the spectrum, and there exists \(\delta_K > 0\) such that the strip \(\mathbb{P}_{\delta_K}\) contains a single eigenvalue \(\lambda_0 = 0\). The spectrum is symmetric with respect to the imaginary axis, and in the case of real matrices \(D, A\), it is also symmetric with respect to the real axis. To each eigenvalue \(\lambda_q\) there corresponds a canonical sequence of Jordan chains of the pencil (2.4), namely
\[\{ \Phi_{j,p}^{q} : j = 1, \ldots, J_q; p = 0, \ldots, \kappa_{jq} - 1 \};\]
where \(J_q\) and \(\kappa_{jq}\) are natural numbers, and \(\kappa_{q1} \geq \cdots \geq \kappa_{jq}\). Since the vector-valued functions \(\Phi_{j,p}^{q}\) satisfy the equations
\begin{equation}
\Sigma(\lambda) \Phi_{j,p}^{q} = -\frac{\partial \Sigma}{\partial \lambda} (\lambda) \Phi_{j,p-1}^{q} - \frac{1}{2} \frac{\partial^2 \Sigma}{\partial \lambda^2} (\lambda) \Phi_{j,p-2}^{q}, \quad \text{on } \mathcal{Y},
\end{equation}

\begin{equation}
N^\pm(\lambda) \Phi_{j,p}^{q} = -\frac{\partial N^\pm}{\partial \lambda} (\lambda) \Phi_{j,p-1}^{q}, \quad \text{for } \varphi = \pm \alpha,
\end{equation}

the above system is used to construct polynomial-logarithmic solutions of the homogeneous problem (2.1), namely
\begin{equation}
U_{(q)}^{j,p}(x) = \varphi^{\lambda_q} \sum_{s=0}^{p} \frac{1}{s!} (\log r)^s \Phi_{j,p-s}^{q}(\varphi), \quad j = 1, \ldots, J_q; \quad p = 0, \ldots, \kappa_{jq} - 1.
\end{equation}

For \(\lambda_0 = 0\) the list (2.5) looks as follows:
\begin{equation}
U_{(0)}^{j,0}(x) = e_j, \quad U_{(0)}^{j,1}(x) = e_j \log r + \Phi_{(0)}^{j,1}(\varphi), \quad j = 1, \ldots, k.
\end{equation}
In other words, $J_0 = k$, $\kappa_0 = 2$. In formulas (2.6) and in later formulas, $e_j = (\delta_{j,1}, \ldots, \delta_{j,k})^T$ and $\delta_{j,k}$ is the Kronecker symbol.

We now introduce the space $V^{l+1}_\beta(K)$ as the completion of the algebraic subspace $C^\infty_c(K \setminus O)$ with respect to the norm (2.12). For $l \in \mathbb{N}$ we define the trace space $V^{l-1/2}_\beta(K)$ using the natural rule (2.24). The following results on solvability of the problem (2.1) and the asymptotic formulas for the solutions of this problem are established in [10] (see also [13, Theorems 3.5.1, 3.5.6]).

**Proposition 2.1.** 1) Let $l \in \mathbb{N}$. The operator of the problem (2.1)

\begin{align}
\{L, N^\pm\} : V^{l+1}_\beta(K)^k \rightarrow V^{l-1}_\beta(K)^k \times V^{l-1/2}_\beta(\partial K)^k
\end{align}

is an isomorphism if and only if the pencil (2.4) has no eigenvalues on the line $\Lambda_{l-\beta} = \{\lambda \in \mathbb{C} : \text{Re} \lambda = l - \beta\}$. If such eigenvalues exist, then the image of the operator (2.7) is not closed.

2) Let $l \in \mathbb{N}$ and $\beta^1, \beta^2 \in \mathbb{R}$ with $\beta^1 < \beta^2$. We assume that the pencil (2.4) has no eigenvalues on the lines $\Lambda_{l-\beta^2}$ and $\Lambda_{l-\beta^1}$, and the $U^{i,p}_\beta$ are the corresponding polynomial-logarithmic solutions of (2.5). For the coefficients in formula (2.8) the following estimates hold:

\begin{align}
|c^{i,p}_{q}(x)| \leq c \sum_{i=1}^{2} \left( \|f; V^{l-1}_\beta(K)\| + \|g; V^{l-1/2}_\beta(\partial K)\| \right).
\end{align}

2.2. **Spectral problem on an arc in weight classes.** For $l = 0, 1, \ldots$ and $\beta \in \mathbb{R}$ we introduce the spaces $V^l_\gamma(\gamma)$ and $V^{l+1,1}_\gamma(\gamma)$ of functions on the arc $\gamma = (-\alpha, \alpha)$ with the following norms:

\begin{align}
\|F; V^l_\gamma(\gamma)\| &= \left( \sum_{\gamma^l_{l,p}} \|\theta^{l+1} \partial_{\gamma}^p F; L^2_\gamma(\gamma)\|^2 \right)^{1/2},
\|U; V^{l+1,0}_\gamma(\gamma)\| &= \left( \sum_{\gamma^{l+1}_{l,p}} \|\theta^{l+1,1} \partial_{\gamma}^p U; L^2_\gamma(\gamma)\|^2 \right)^{1/2},
\end{align}

where $\theta(\varphi) = (2\alpha)^{-1}(\varphi^2 - \alpha^2)$ is a weight function equivalent to the distance to the endpoints of the arc. More explicitly, the above spaces contain just those functions $F \in H^l_\text{loc}(\gamma)$ and $U \in H^{l+1}_\text{loc}(\gamma)$ for which the corresponding norm (2.10) is finite. Using a version of the one-dimensional Hardy inequality (see, e.g., [31]) we conclude that under the condition (2.8) for the vector-valued function $U \in V^{l+1,0}_\gamma(\gamma)^k$ the following formulas hold:

\begin{align}
U(\varphi) = \sum_{\pm} \chi^\pm(\varphi) U(\pm \alpha) + \tilde{U}(\varphi), \quad \tilde{U} \in V^{l+1}_\gamma(\gamma)^k,
\end{align}

\begin{align}
\|U(\pm \alpha)\| + \|U(-\alpha)\| + \|\tilde{U}; V^{l+1}_\gamma(\gamma)\| \leq c \|\tilde{U}; V^{l+1,0}_\gamma(\gamma)\|
\end{align}

where $\chi^\pm(\varphi) = \chi(\varphi \mp \alpha)$ are cut-off functions, $\chi \in C^\infty_c(-\alpha/2, \alpha/2)$, and $\chi(t) = 1$ for $|t| < \alpha/4$. Let us emphasize that the space $V^l_\gamma(\gamma)$ can be obtained as the closure of
the algebraic subspace $C_c^\infty(\mathcal{Y})$ in the norm (2.10) for each weight index $\gamma$; however, according to formulas (2.11), in the case (1.28) the closure of the algebraic subspace $C_c^\infty(\mathcal{Y})$ with respect to the norm $\|\cdot; V^{l+1,0}_\gamma(\mathcal{Y})\|$ is not the entire space $V^{l+1,0}_\gamma(\mathcal{Y})$ but the subspace $V^{l+1}_\gamma(\mathcal{Y})$.

By definition (2.10), for $U \in V^{l+1,0}_\gamma(\mathcal{Y})^k$ we have $\partial_\nu U \in V^{l}_\gamma(\mathcal{Y})^k$. Therefore, the vector-valued functions $\mathfrak{R}^k(\lambda) U$ do not have traces at points $\varphi = \pm \alpha$ provided the condition (1.31) is satisfied. (Indeed, if $\varepsilon \in (0, \gamma - l + 1/2)$, the function $\theta^{-\varepsilon}$ belongs to the space $V^{l}_\gamma(\mathcal{Y})$.) At the same time, under the condition (1.31) we have $V^{l+1,0}_\gamma(\mathcal{Y}) \subset H^1(\mathcal{Y})$. Also, using the one-dimensional Hardy inequality “with the logarithm”

\begin{equation}
\int_0^1 t^{-1} |\log t|^{-2} |t(t)|^2 dt \leq 4 \int_0^1 t \left| \frac{d}{dt}(t) \right|^2 dt, \quad z \in C^1_{\mathcal{Y}}[0,1],
\end{equation}

we have the estimates

$$
\|\Theta^{-1} V; L_2(\mathcal{Y})\| \leq c \|V; H^1(\mathcal{Y})\|,
$$

$$
\|\Theta F; L_2(\mathcal{Y})\| \leq c \|F; V^{0,l+1}_\gamma(\mathcal{Y})\| \leq c \|F; V^{l-1}_\gamma(\mathcal{Y})\|,
$$

and

\begin{equation}
|(F, V)_\mathcal{Y}| \leq \|\Theta F; L_2(\mathcal{Y})\| \|\Theta^{-1} V; L_2(\mathcal{Y})\| \leq c \|F; V^{l-1}_\gamma(\mathcal{Y})\| \|V; H^1(\mathcal{Y})\|,
\end{equation}

where $\Theta(\varphi) = \theta(\varphi)(1 + |\log \theta(\varphi)|)$. In other words, the Neumann problem

\begin{equation}
\mathfrak{L}(\varphi, \partial_\nu, \lambda) U(\varphi) = F(\varphi), \quad \varphi \in \mathcal{Y}, \quad \mathfrak{R}^k(\partial_\nu, \lambda) U(\pm \alpha) = 0
\end{equation}

with the right-hand side

\begin{equation}
F \in V^{l-1}_\gamma(\mathcal{Y})^k
\end{equation}

admits a generalized formulation. Namely, its solution $U \in V^{l+1,0}_\gamma(\mathcal{Y})^k$ satisfies a system of ordinary differential equations (2.14) and the integral identity

\begin{equation}
(\mathfrak{A} \mathfrak{D}(\lambda) U, \mathfrak{D}(\lambda - 1) V)_\mathcal{Y} = (F, V)_\mathcal{Y}, \quad V \in H^1(\mathcal{Y})^k.
\end{equation}

It is known that in the case $l \geq 2$ and $F \in H^{l-1}(\mathcal{Y})^k \subset V^{l-1}_\gamma(\mathcal{Y})^k$ the generalized solution becomes classical and lies in the space $H^{l+1}(\mathcal{Y})^k \subset V^{l+1,0}_\gamma(\mathcal{Y})^k$ (Sobolev spaces belong to weight spaces due to condition (1.31), the Hardy inequality, and the inclusion $H^3(\mathcal{Y}) \subset C^2(\mathcal{Y})$). For such a solution the boundary conditions (2.14) are deduced from identity (2.16). So, the spectra of the problem (2.14) in Sobolev spaces and in weight spaces coincide. Furthermore, we have the following result.

**Lemma 2.1.** Let a point $\lambda \in \mathbb{C}$ does not belong to the spectrum of the pencil (2.3) and the condition (1.31) is satisfied. Then for each right-hand side (2.14) the problem (2.14), (2.16) has a unique solution $U \in V^{l+1,0}_\gamma(\mathcal{Y})^k$ and

\begin{equation}
\|U; V^{l+1,0}_\gamma(\mathcal{Y})\| \leq c \|F; V^{l-1}_\gamma(\mathcal{Y})\|.
\end{equation}

Since later we will prove a more general statement, the proof of Lemma 2.1 is omitted. Our immediate goal is to obtain weight estimates for the solutions of problem (2.14) taking into account the dependence of these estimates on the parameter $\lambda$. 
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Following [32] and [28, 29] we endow the spaces $V^{l-1}_\gamma(\Upsilon)^k$ and $V^{l+1,0}_\gamma(\Upsilon)^k$ with the norms depending on a parameter $\mu \geq 0$,
\[
\|F; V^{l-1}_\gamma(\Upsilon; \mu)\| = \left( \sum_{p=0}^{l-1} \left\| \theta^{l-1} H^1(1 + \mu(1 + \theta \mu)) L^2(\Upsilon) \right\|^2 \right)^{1/2},
\]
\[
(2.18) \quad \|U; V^{l+1,0}_\gamma(\Upsilon; \mu)\| = \left( \sum_{p=0}^{l+1} \left\| \theta^{l+1} H^1(1 + \mu(1 + \theta \mu)) L^2(\Upsilon) \right\|^2 \right)^{1/2} + \left\| \theta^{l+1} (1 + \mu(1 + \theta \mu)) |U|; L^2(\Upsilon) \right\|^2.
\]

Denote the above spaces with the new norm by $V^{l-1}_\gamma(\Upsilon; \mu)^k$ and $V^{l+1,0}_\gamma(\Upsilon; \mu)^k$ respectively; for $\mu = 0$ the difference between norms disappears. If the supports of functions $F$ and $U$ are inside the arc $\Upsilon$, then the norms (2.18) are equivalent, uniformly with respect to $\mu \in [1, +\infty)$, to the norms $\|F; H^{l-1}(\Upsilon; \mu)\|$ and $\|U; H^{l+1}(\Upsilon; \mu)\|$; these are Sobolev norms, but they depend on the above parameter:
\[
(2.19) \quad \|z; H^1(\Upsilon; \mu)\| = \left( \sum_{p=0}^{l} \theta^{2(l-p)} \left\| \theta^p z; L^2(\Upsilon) \right\|^2 \right)^{1/2}.
\]

Local estimates of solutions of elliptic boundary value problems with parameter in these norms are established in [30]; these estimates are used, in particular, in the proof of the following result:

**Lemma 2.2.** Let [31] hold and let the number $\lambda \in \mathbb{C}$ satisfy the inequality
\[
(2.20) \quad |\text{Im} \lambda| > 1 + \kappa_1 |\text{Re} \lambda|.
\]

Then there exists $\kappa_1 > 0$ such that the problem (2.16) with the right-hand side (2.19) has a unique solution $U \in V^{l+1,0}_\gamma(\Upsilon)^k$, for which the following estimate holds:
\[
(2.21) \quad \|U; V^{l+1,0}_\gamma(\Upsilon; |\lambda|)\| \leq c \|F; V^{l-1}_\gamma(\Upsilon; |\lambda|)\|,
\]
where the constant depends on neither the solution $U$ nor the parameter $\lambda$ satisfying (2.20).

**Proof.** According to formula (2.13) the right-hand side of (2.16) is a continuous functional on the space $H^1(\Upsilon)^k \ni V$. Taking into account what was said in 2.1 about the location of eigenvalues of the pencil (2.4), we conclude that there exists $\kappa_1$ such that the point $\lambda$ satisfying (2.20) is not contained in the spectrum of the operator of the problem (2.4), i.e., there exists a unique generalized solution $U \in H^1(\Upsilon)^k$ of the problem (2.16). Thus, it remains to prove that $U \in V^{l+1,0}_\gamma(\Upsilon)^k$ and to establish the estimate (2.21). We emphasize that the solution $U$ of an elliptic system with the right-hand side $F \in H^{l-1}_\text{loc}(\Upsilon)^k$ belongs to the space $H^{l+1}_\text{loc}(\Upsilon)^k$.

Interpreting the endpoints of the arc $\Upsilon$ as vertices of the one-dimensional cone $\mathbb{R}_+$, we verify the necessary facts using the general scheme of [32] (see also [29] regarding the use of the step weight norm (2.18)). To realize this scheme, one has to study model problems of two types: on the line $\mathbb{R}$ and on the half-line $\mathbb{R}_+$. Writing the operator $\mathcal{L}$ in (2.3) in the form
\[
(2.22) \quad \mathcal{L}^0(\varphi, \partial \varphi, \lambda) = a^{20}(\varphi) \partial^2 \varphi + (\lambda a^{11}(\varphi) + a^{10}(\varphi)) \partial \varphi + \lambda^2 a^{00}(\varphi),
\]
where the matrix-valued functions $a^{pq}$ are smooth on $\overline{\Sigma}$, we freeze the coefficients at the point $\varphi_0 \in \Sigma$ and obtain the first model problem

$$L^0_0(\varphi, \xi)U(\varphi) := a^{20}(\varphi_0) \partial^2_{\xi} U(\varphi) + \lambda a^{11}(\varphi_0) \partial_{\xi} U(\varphi) + \lambda^2 a^{00}(\varphi_0) U(\varphi) = F(\varphi),$$

$\psi \in \mathbb{R}$.

Using a result of [39], we see that under condition (2.20) this system of differential equations is uniquely solvable for any right-hand side $F \in H^{1-1}(\mathbb{R})^k$. In addition, we have the estimate

$$\|U; H^{1-1}(\mathbb{R}; |\lambda|)^k\| \leq c \|F; H^{1-1}(\mathbb{R}; |\lambda|)^k\|.$$

We recall the equivalence of norms (2.18) and (2.19) discussed before the formulation of the lemma.

Now we freeze the coefficients of the operator (2.11) at the points $\varphi = \pm \alpha$ and make the change of variables $\varphi \mapsto \psi = |\lambda|(\psi \mp \varphi)$ and transform the system of equations (2.14) into the system with parameter $\ell = |\lambda|^{-1} \lambda$ lying on the unit circle

$$L^\pm_0(\psi, \ell)U(\psi) := a^{20}(\pm \alpha) \partial^2_{\ell} U(\psi) \mp \ell a^{11}(\psi) \partial_{\ell} U(\psi) + \ell^2 a^{00}(\psi) U(\psi),$$

$$\psi \in \mathbb{R}_+.$$

Accordingly, the integral identity (2.10) is transformed into the identity

$$q(U, V; \ell) := (AD^\pm(\ell, \mp \partial_{\psi})U, D^\pm(\ell, \mp \partial_{\psi})V)_{\mathbb{R}^k} = (F, V)_{\mathbb{R}^k},$$

$$V \in C_C^\infty([0, +\infty)^k).$$

We emphasize that $D^\pm(\ell, \mp \partial_{\psi})$ and $D^\pm(\ell, \mp \partial_{\psi})$ are principal terms at the points $\varphi = \pm \alpha$ of the operators $|\lambda|^{-1} \mathcal{D}(\varphi, \partial, \lambda)$ and $|\lambda|^{-2} \mathcal{D}(\varphi, \partial, \lambda)^{-1}$, and the vector-valued function $F$ includes the additional factor $|\lambda|^2$ that appeared at the change of variables.

As in [29, 32], instead of the spaces $V^{1-1}_*(\mathbb{Y}; |\lambda|$) and $V^{1+1,0}_*(\mathbb{Y}; |\lambda|$) the problem (2.24) is endowed with the spaces $E^{-1}_*(\mathbb{R}_+)$ and $E^{1+1,0}_*(\mathbb{R}_+)$ with the norms

$$\|F; E^{-1}_*(\mathbb{R}_+)^k\| = \left( \sum_{p=0}^{l-1} \left\| \psi^{-l-1+p}(1 + \psi)^{-l-1-p} \partial_{\psi}^p F; L^2(\mathbb{R}_+)^k \right\|^2 \right)^{1/2},$$

$$\|U; E^{1+1,0}_*(\mathbb{R}_+)\| = \left( \sum_{p=1}^{l+1} \left\| \psi^{-l-1+p}(1 + \psi)^{-l+1-p} \partial_{\psi}^p U; L^2(\mathbb{R}_+)^k \right\|^2 \right)^{1/2}.$$

In norms (2.25) for $\psi > 1$, the weight factors do not depend on the order of the derivative $p$ and are equal to $O(\psi^\gamma)$. If $|\lambda| \geq 1$ and the functions $F \in E^{-1}_*(\mathbb{R}_+)$, $U \in E^{1+1,0}_*(\mathbb{R}_+)$ vanish for $\psi > \alpha$, we have

$$c \|F; E^{-1}_*(\mathbb{R}_+)^k\| \leq |\lambda|^{-l+3/2} \left\| \varphi \mapsto F(|\lambda|(\mp \varphi + \alpha)); V^{-1}_*(\mathbb{Y}) \right\| \leq C \|F; E^{-1}_*(\mathbb{R}_+)^k\|,$$

$$c \|U; E^{1+1,0}_*(\mathbb{R}_+)\| \leq |\lambda|^{-l-1/2} \left\| \varphi \mapsto U(|\lambda|(\mp \varphi + \alpha)); V^{1+1,0}_*(\mathbb{Y}) \right\| \leq C \|U; E^{1+1,0}_*(\mathbb{R}_+)\|,$$

with positive constants $c$ and $C$.

To establish unique solvability of the problem (2.24), we use the trick suggested in [33]. Namely, for the test function in the integral identity (2.24) we take the product
\[ V = Rv, \] where, as before, \( v \in C^\infty_0([0, +\infty)^k \), but \( R(\psi^\pm) = (1 + \epsilon|\psi^\pm|^2)^{\gamma/2} \) and \( \epsilon \) is a positive parameter that will be chosen later. Taking \( u = R^{-1}U \) we transform (2.24) to the form
\[
(AD^\pm(\ell, \mp \partial \psi^\pm) u, D^\pm(\ell, \mp \partial \psi^\pm) v)_{\mathbb{R}_+} + (AD^\pm(\ell, \mp \partial \psi^\pm) u, R^{-1} D^\pm(0, \mp \partial \psi^\pm), R) v)_{\mathbb{R}_+}
\]
(2.27)
\[
- (AR^{-1} D^\pm(0, \mp \partial \psi^\pm), R) u, D(\ell, \mp \partial \psi^\pm) v)_{\mathbb{R}_+} - (AR^{-1} D^\pm(0, \mp \partial \psi^\pm), R) u, R^{-1} D^\pm(0, \mp \partial \psi^\pm), R) v)_{\mathbb{R}_+}
\]
\[
= (RF, v)_{\mathbb{R}_+},
\]
where \([A, B] = AB - BA\) is the commutator of the operators \( A \) and \( B \), and
\[
[D^\pm(\ell, \mp \partial \psi^\pm), R] = D^\pm(0, \mp \partial \psi^\pm) R
\]
is the operator of multiplication by the matrix-valued function. Note that
\[
\| R(\psi^\pm)^{-1} [D^\pm(0, \mp \partial \psi^\pm), R(\psi^\pm)] \| \leq c \epsilon^{1/2} (1 + \epsilon|\psi^\pm|^2)^{-1/2}.
\]

The operator \( \mathcal{L}^\pm \) inherits ellipticity with parameter from the operator \( \mathcal{L} \). Therefore, for a purely imaginary \( \ell = \pm i \), the form \( q \) satisfies the conditions of the Lax–Milgram lemma, i.e., in particular,
\[
\operatorname{Re} q(u, u; \ell) \geq c \| u \|_{H^1(\mathbb{R}_+)}^2, \quad c > 0.
\]

If \( \ell \) is a generic complex number, then under condition (2.20) inequality (2.29) remains true for large \( \kappa_1 \). According to (2.20), the sum \( s(u, v; \ell) \) of the last three terms on the left-hand side of (2.27) satisfies the following estimate:
\[
\operatorname{Re} s(u, v; \ell) \leq c \epsilon \| u \|_{H^1(\mathbb{R}_+)} \| v \|_{H^1(\mathbb{R}_+)}.
\]

Moreover, the right-hand side of (2.27) is a continuous functional on the Hilbert space \( H^1(\mathbb{R}_+) \), first due to the inclusion \( RF \in L_2(1, +\infty)^k \) and second, due to an estimate on the interval \((0, 1)\) similar to (2.13) that is guaranteed by the Hardy inequality with “logarithm” (2.12). Therefore, under the above-mentioned restrictions the Lax–Milgram lemma yields numbers \( \epsilon > 0 \) and \( \kappa_1 \) such that for each right-hand side \( F \in E^{-1}_\gamma(\mathbb{R}_+)^k \) the problem (2.27) has a unique solution \( u \in H^1(\mathbb{R}_+)^k \) and
\[
\| (1 + \epsilon|\psi^\pm|^2)^{\gamma/2} U; H^1(\mathbb{R}_+) \| = \| u \|_{H^1(\mathbb{R}_+)}, \| v \|_{H^1(\mathbb{R}_+)}, \leq c \| F; E^{-1}_\gamma(\mathbb{T}) \|.
\]

Now we study the behavior of vector-valued functions \( U = R^{-1}u \) near the point \( \psi^\pm = 0 \) and at infinity. By the integral identity (2.27) equivalent to the identity (2.24), this function lies in the space \( H^{l+1}_\gamma(\mathbb{R}_+)^k \) and satisfies equations (2.28). Local estimate of a solution of the elliptic system yields
\[
\| U; H^{l+1}_\gamma(N, N + 1) \|^2 \leq c \left( \| F; H^{l-1}_\gamma(N - 1/2, N + 3/2) \| + \| U; L_2(N - 1/2, N + 3/2) \| \right),
\]
where \( N \in \mathbb{N} \). Multiplying inequalities (2.31) by \( N^{2\gamma} \), we can move the expression \((1 + \psi^\pm)^2\) inside the norm signs; this is possible due to the relations \( 1/2 \leq N^{-1}\psi^\pm \leq 7/2 \) on the intervals under consideration. Adding together inequalities (2.31) for all \( N \in \mathbb{N} \), we see that the left-hand side becomes finite, due, in particular, to (2.30). Therefore, \( U \in E^{l+1,0}_\gamma(1, \infty)^k \) and the corresponding norm does not exceed \( c \| F; E^{-1}_\gamma(\mathbb{R}_+) \|. \)
The product \( \chi_1 U \), where \( \chi_1 \) is the cut-off function equal to 1 for \( \psi^\pm < 1 \) and 0 for \( \psi^\pm > 3/2 \), satisfies the system

\[
\mathbf{a}^{20}(\pm \alpha) \partial^2_{\psi^\pm}(\chi_1 U) = \mathbf{F}^1 := \mathbf{F} \pm \ell \mathbf{a}^{11}(\varphi_0) \partial_{\psi^\pm}(\chi_1 U) - \ell^2 \mathbf{a}^{00}(\varphi_0) \chi_1 U + [\mathcal{A}^{\pm}, \chi_1] U
\]

(2.32)

for \( \psi^\pm \in (0, 3/2) \).

Therefore,

\[
\chi_1(\psi^\pm) U(\psi^\pm) = \int_{\psi^\pm}^{3/2} (\tau - \psi^\pm) \mathbf{a}^{20}(\pm \alpha)^{-1} \mathbf{F}^1(\tau) \, d\tau.
\]

(2.33)

The right-hand side of (2.32) contains just the function \( U \) and its first derivative, for which \( \chi_1 U, \partial_{\psi}(\chi_1 U) \in L_2(0, 3/2)^k \subset E^0_{\gamma-l+1}(0, 3/2)^k \) according to (1.31). Using a version of the Hardy inequality

\[
\int_0^{3/2} \psi^{2(\gamma-l)} |Z(\psi)|^2 \, d\psi \leq (2\gamma - 2l + 1)^{-2} \int_0^{3/2} \psi^{2(\gamma-l+1)} \left| \frac{\partial Z}{\partial \psi}(\psi) \right|^2 \, d\psi,
\]

\( Z \in C^1_\infty \left[ 0, \frac{3}{2} \right) \),

applied to the function (2.33) and its derivative, we see that

\[
\int_0^{3/2} |\psi|^2 \left( |\chi_1 U|^2 + |\partial_{\psi^\pm}(\chi_1 U)|^2 \right) \, d\psi^\pm
\]

\[
\leq c \int_0^{3/2} \psi^2 \left( \left( \int_{\psi^\pm}^{3/2} (\tau - \psi^\pm) \mathbf{a}^{20}(\pm \alpha)^{-1} \mathbf{F}^1(\tau) \, d\tau \right)^2 + \left( \int_{\psi^\pm}^{3/2} \mathbf{a}^{20}(\pm \alpha)^{-1} \mathbf{F}^1(\tau) \, d\tau \right)^2 \right) \, d\psi^\pm
\]

\[
\leq c \int_0^{3/2} \psi^2 \left( \left( \int_{\psi^\pm}^{3/2} \mathbf{a}^{20}(\pm \alpha)^{-1} \mathbf{F}^1(\tau) \, d\tau \right)^2 + |\mathbf{a}^{00}(\pm \alpha)^{-1} \mathbf{F}^1(\psi^\pm)|^2 \right) \, d\psi^\pm
\]

\[
\leq c \left( \left\| \mathbf{F}^1 \left| E^{\gamma-l+1}(\mathbb{R}^+) \right| \right\|^2 + \left\| U \left| E^{1, 0}(\mathbb{R}^+) \right| \right\|^2 \right).
\]

Moreover, the left-hand side majorizes \( \left\| \partial_{\psi^\pm} U \left| E^0_{\gamma-l+1}(0, 1) \right| \right\|^2 \). Together with (2.32) and the obtained estimate for \( \left\| U \left| E^{l+1}_{\gamma}(\mathbb{R}^+) \right| \right\| \) this means that \( U \in E^{2, 0}_{\gamma-l+1}(\mathbb{R}^+) \). If \( l > 1 \), we note that \( \mathbf{F}^1 \in E_{\gamma-l+2}(0, 3/2)^k \) and, by (2.32), \( U \in E^{2, 0}_{\gamma-l+2}(\mathbb{R}^+) \). After several iterations we get the required estimate \( \left\| U \left| E^{l+1, 0}(\mathbb{R}^+) \right| \right\| \leq c \left\| \mathbf{F} \left| E^{l+1}_{\gamma}(\mathbb{R}^+) \right| \right\| \) for the solution of the model problem (2.24).

Therefore, the general scheme of (29, 32) yields inequality (2.21) for the solution \( U \in V^{l+1, 0}(\Omega)^k \). Finally, in the last part of the proof it was verified that the generalized solution of the problem (2.10) with the right-hand side (2.15) belongs to the space \( V^{l+1, 0}(\Omega)^k \). The lemma is proved.

### 2.3. Solvability of the model in a sector

After passing to polar coordinates and making the Euler change of variables \( r \mapsto t = \log r \), the problem (2.21) with homogeneous boundary conditions takes the form

\[
\begin{align*}
\mathcal{L}(\varphi, \partial_{\varphi}, \partial_t)u(\varphi, t) &= \exp\{2t\} f(\varphi, t), \quad \varphi \in \Omega, \ t \in \mathbb{R}, \\
\mathcal{H}(\partial_{\varphi}, \partial_t)u(\varphi, t) &= 0, \quad t \in \mathbb{R}.
\end{align*}
\]

(2.34)
We will keep the original notation for vector-valued functions written in coordinates \((\varphi, t)\). Applying the Fourier–Laplace transform

\[
\hat{u}(\varphi, \lambda) = \mathcal{F}_{t \to \lambda} u(\varphi, t) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \exp\{-t\lambda\} u(\varphi, t) \, dt
\]

to the problem (2.34) in the strip \(\Upsilon \times \mathbb{R}\), we obtain (so far, formally) the following inhomogeneous Neumann problem (2.4) with parameter \(\lambda\) on the arc \(\Upsilon\):

\[
\mathcal{L}(\varphi, \partial_\varphi, \lambda) \hat{u}(\varphi, \lambda) = \hat{f}(\varphi, \lambda - 2), \quad \varphi \in \Upsilon,
\]

\[
\mathcal{R}^\uparrow(\partial_\varphi, \lambda) \hat{u}(\varphi, \lambda) = 0, \quad t \in \mathbb{R}.
\]

The integral identity

\[
(A D(\nabla_x)u, D(\nabla_x)v)_k = (f, v)_k,
\]

which holds for an arbitrary test function \(v \in C_0^\infty(\mathbb{K})^k\), becomes the integral identity (2.16), where we made the changes (2.4), the right-hand side (2.37) \((\varphi, \lambda - 2)\) (2.38) \(u\) transform is the resolvent of the operator of the problem. Moreover, the inverse Fourier–Laplace transform

\[
u(\varphi, t) = \mathcal{F}_{\lambda \to t} \hat{u}(\varphi, \lambda) = -\frac{i}{\sqrt{2\pi}} \int_{\Lambda_{l-\beta}} \exp\{t\lambda\} \hat{u}(\varphi, \lambda) \, d\lambda
\]

yields (as before, just formally) a solution of the problem (2.1) with the right-hand sides \(f\) and \(g = 0\). Let us note that for \(\lambda \in \Lambda_{l-\beta}\), the real part \(\Re \lambda\) is constant and \(d\lambda = i \, d(\Im \lambda)\).

The next theorem shows that under certain conditions, the outlined procedure, which is commonly used in the theory of elliptic boundary value problems in regions with nonsmooth boundaries, yields an isomorphism

\[
\mathcal{L} : \mathfrak{U}_{\beta, \gamma}^{l+1,0}(\mathbb{K}) \rightarrow \mathfrak{U}_{\beta, \gamma}^{l-1}(\mathbb{K})^k,
\]

corresponding to the problem (2.1) with homogeneous Neumann boundary conditions. The spaces \(\mathfrak{U}_{\beta, \gamma}^{l+1,0}(\mathbb{K})^k\) and \(\mathfrak{U}_{\beta, \gamma}^{l-1}(\mathbb{K})^k\) that are involved in formula (2.39) consist of the functions \(u \in H_{loc}^{l+1}(\mathbb{K})\) and \(f \in H_{loc}^{l-1}(\mathbb{K})\) for which the following weight norms (cf. definitions (1.29), (1.20), and (1.22)) are finite:

\[
\left\| u : \mathfrak{U}_{\beta, \gamma}^{l+1,0}(\mathbb{K})^k \right\| = \left( \sum_{p=0}^{l+1} \left\| \vartheta^{\beta-l+1+p} \theta^{\gamma-l+1+p+i} u \right\|_{L_2(\mathbb{K})}^p \right)^{1/2},
\]

\[
\left\| f : \mathfrak{U}_{\beta, \gamma}^{l-1}(\mathbb{K})^k \right\| = \left( \sum_{p=0}^{l-1} \left\| \vartheta^{\beta-l+1+p} \theta^{\gamma-l+1+p} f \right\|_{L_2(\mathbb{K})}^p \right)^{1/2}.
\]

The subspace \(\mathfrak{U}_{\beta, \gamma}^{l+1,0}(\mathbb{K})^k\) contains all vector-valued functions \(u \in \mathfrak{U}_{\beta, \gamma}^{l+1,0}(\mathbb{K})^k\) satisfying the integral identity (2.37) for \(f = \mathcal{L}(\nabla_x)u \in \mathfrak{U}_{\beta, \gamma}^{l-1}(\mathbb{K})^k\).

Because of the factor \(\theta = (2\alpha)^{-1}(\varphi^2 - \alpha^2)\), which vanishes on the sides of the sector \(\mathbb{K}\), the spaces \(\mathfrak{U}_{\beta, \gamma}^{l+1,0}(\mathbb{K})^k\) and \(\mathfrak{U}_{\beta, \gamma}^{l-1}(\mathbb{K})^k\) contain (as opposed to the classes \(\mathfrak{U}_{\beta}^{l+1}(\mathbb{R} \setminus \mathcal{O})\) and \(H_{loc}^{l-1}(\mathbb{R} \setminus \mathcal{O})\)) elements that do not belong to the algebraic subspaces \(H_{loc}^{l+1}(\mathbb{R} \setminus \mathcal{O})\) and \(H_{loc}^{l-1}(\mathbb{R} \setminus \mathcal{O})\).
The verification of the following facts is rather easy. The Euler change of variables 
\( r \rightarrow t = \log r \) transforms the spaces \( \hat{W}^{l+1,0}_{\beta,\gamma}(K) \) and \( \hat{W}^{l-1}_{\beta,\gamma}(K) \) into the spaces \( \hat{W}^{l+1,0}_{\beta-1,\gamma}(K) \) and \( \hat{W}^{l-1}_{\beta-1,\gamma}(K) \) with the norms
\[
|u; \hat{W}^{l+1,0}_{\beta-1,\gamma}(Y \times \mathbb{R})| = \left( \sum_{p=0}^{l+1} \int_{0}^{\infty} \int_{Y} \exp\{-(\beta - l + 1)p + p \theta + q \gamma \} \left| \partial_{\varphi}^{p} \partial_{t}^{q} u(\varphi, t) \right|^{2} \right)^{1/2}, \\
|f; \hat{W}^{l-1}_{\beta-1,\gamma}(Y \times \mathbb{R})| = \left( \sum_{p=0}^{l-1} \int_{0}^{\infty} \int_{Y} \exp\{-(\beta - l + 1)p + p \theta + q \gamma \} \left| \partial_{\varphi}^{p} \partial_{t}^{q} f(\varphi, t) \right|^{2} \right)^{1/2}.
\]
The image of the subspace \( \hat{W}^{l+1,0}_{\beta,\gamma}(K) \) is denoted by \( \hat{W}^{l+1,0}_{\beta,\gamma}(K) \). By the Parceval identity, the Fourier–Laplace transform (2.35) establishes isomorphisms
\[
\hat{W}^{l+1,0}_{\beta-1,\gamma}(Y \times \mathbb{R}) \cong L_{2}(\Lambda_{l-\beta} \ni \lambda \mapsto V^{l+1,0}_{\gamma}(Y; |\lambda|)), \\
\hat{W}^{l-1}_{\beta-1,\gamma}(Y \times \mathbb{R}) \cong L_{2}(\Lambda_{l-\beta} \ni \lambda \mapsto V^{l-1}_{\gamma}(Y; |\lambda|)),
\]
where \( L_{2}(\Lambda_{l-\beta} \ni \lambda \mapsto \mathcal{B}(|\lambda|)) \) is the space of functions with values in the Banach space \( \mathcal{B}(|\lambda|) = \mathcal{B} \), the latter space is endowed with the norm \( ||.; \mathcal{B}(|\lambda|)|| \) depending on parameter \( \lambda \), and
\[
\|z; L_{2}(\Lambda_{l-\beta} \ni \lambda \mapsto \mathcal{B}(|\lambda|))\| = \left( \int_{\mathbb{R}} \|z(\cdot, l - \beta + i\eta); \mathcal{B}(1 + |\eta|)\|^{2} d\eta \right)^{1/2}.
\]

**Theorem 2.1.** Let \( f \in \hat{W}^{l-1}_{\beta,\gamma}(K)^{k} \) with \( \gamma \) satisfying the condition (1.31). Let us assume that the line \( \Lambda_{l-\beta} \) does not contain eigenvalues of the spectral pencil (2.4). Then the map (2.38) is an isomorphism, i.e., the problem (2.1) with right-hand sides \( f \) and \( g = 0 \) has a unique solution \( u \in \hat{W}^{l+1,0}_{\beta,\gamma}(K) \) given by the formula
\[
u(\varphi, t) = F^{-1}_{\lambda-t}(R(\lambda)\hat{f}(\cdot, \lambda - 2))
\]
and satisfying the estimate
\[
\|u; \hat{W}^{l+1,0}_{\beta,\gamma}(K)\| \leq c_{l,\beta}\|f; \hat{W}^{l-1}_{\beta,\gamma}(K)\|,
\]
where the constant \( c_{l,\beta} \) depends on the choice of the line \( \Lambda_{l-\beta} \) but not on the functions \( f \) and \( u \).

**Proof.** Passing to variables \( (\varphi, t) \) in formula (2.40), using the Parceval identity, and recalling definition (2.18) we obtain
\[
\|f; \hat{W}^{l-1}_{\beta,\gamma}(K)\|^{2} \sim \sum_{p=0}^{l-1} \sum_{q=0}^{l-1} \int_{0}^{\infty} \int_{Y} \int_{\mathbb{R}} \exp\{t(\beta - l + 1)\} \theta^{\gamma-l+1} |\partial_{\varphi}^{p} \partial_{t}^{q} f(\varphi, t)\|^{2} \exp\{2t\} \ d\varphi \ dt \]
\[
\sim \int_{\Lambda_{l-\beta} \ni \lambda} \int_{0}^{\infty} \int_{Y} \int_{\mathbb{R}} \exp\{t(\beta - l + 1)\} \theta^{\gamma-l+1+q} \sum_{p=0}^{l-1} \int_{\Lambda_{l-\beta} \ni \lambda} \int_{0}^{\infty} \int_{Y} \int_{\mathbb{R}} \exp\{t(\beta - l + 1)\} \theta^{\gamma-l+1+q} |\partial_{\varphi}^{p} \partial_{t}^{q} f(\varphi, t)\|^{2} \ d\varphi \ d\lambda \]
\[
\sim \int_{\Lambda_{l-\beta} \ni \lambda} ||\hat{f}(\cdot, \lambda); V^{l-1}_{\gamma}(Y; |\lambda|)||^{2} \ d\varphi.
\]
Here and later, \( a \sim b \) means that there are positive constants \( c \) and \( C \) such that \( ca \leq b \leq Ca \). Note that \( |\lambda| \neq 0 \) for \( \lambda \in \Lambda_{l-\beta} \) since for \( \beta = l \) the line \( \Lambda_{0} \) contains the eigenvalue \( \lambda = 0 \) of the pencil (2.4) (see clarifications in 2.1). According to (2.21), the
solution \( \tilde{u}(\cdot, \lambda) \in V_{\gamma}^{l+1,0}(\Upsilon; |\lambda|) \) of the problem (2.36) with the right-hand side \( \tilde{f}(\cdot, \lambda - 2) \in V_{\gamma}^{l-1}(\Upsilon; |\lambda|) \), the last integral in (2.40) gives an upper bound for the following expressions (multiplied by some positive constants):

\[
\int_{\Lambda_{1-\beta}} \| \tilde{u}(\cdot, \lambda); V_{\gamma}^{l+1,0}(\Upsilon; |\lambda|) \|^2 \, d\varphi \sim \int_{\Lambda_{1-\beta}} \int_{\Upsilon} \left( \sum_{p=1}^{l+1} \sum_{q=1}^{l-1-p} \theta^{2(\gamma-l+1-p)}(\theta|\lambda|)^{2q-p} \| \partial^p \tilde{u}(\varphi, \lambda) \|^2 \right.
\]

\[
+ \lambda \theta^{2(\gamma-l)}(\theta|\lambda|)^{2q} \| \partial^p \tilde{u}(\varphi, \lambda) \|^2 \left. + \theta^{2(\gamma-l)} \| \tilde{u}(\varphi, \lambda) \|^2 \right) d\varphi \, d\lambda
\]

\[
\sim \| u; \mathfrak{H}_{\gamma}^{l+1,0}(\Upsilon) \|^2.
\]

The theorem is proved. \( \square \)

Standard arguments using representation (2.44) of the solution \( u \) of the problem (2.1) with homogeneous boundary conditions and the Cauchy residue theorem (see [10], and, e.g., [13 [14]]) yield the following result.

**Theorem 2.2.** Let \( l \in \mathbb{N} \), the weight \( \gamma \) satisfy (1.31), and let \( \beta^1, \beta^2 \in \mathbb{R} \) be such that \( \beta^1 < \beta^2 \) and the lines \( \Lambda_{1-\beta^1}, \Lambda_{1-\beta^2} \) do not contain eigenvalues of the pencil (2.3). Then the solutions \( u^i \in \mathfrak{H}_{\beta^i, \gamma}^{l+1,0}(\Upsilon)^k \), \( i = 1, 2 \), of the problem (2.1) with the right-hand sides \( f \in \mathfrak{H}_{\beta^1, \gamma}^{l-1,0}(\Upsilon)^k \cap \mathfrak{H}_{\beta^2, \gamma}^{l-1,0}(\Upsilon)^k \) and \( g = 0 \) are related by (2.8), where the summation is over all eigenvalues of the pencil (2.3) between the lines \( \Lambda_{1-\beta^1} \) and \( \Lambda_{1-\beta^2} \), and \( U^{(q)}_\gamma \) are the corresponding polynomial-logarithmic solutions of (2.3). For coefficients in formula (2.8) the following estimates hold:

\[
|U^{(q)}_\gamma| \leq c \left( \| f; \mathfrak{H}_{\beta^1, \gamma}^{l-1,0}(\Upsilon)^k \| + \| f; \mathfrak{H}_{\beta^2, \gamma}^{l-1,0}(\Upsilon)^k \| \right).
\]

2.4. Representations of solutions of the model problem near the sides of the sector. Assume the hypotheses of Theorem 2.1 and for \( \lambda \in \Lambda_{1-\beta} \) rewrite formula (2.11) for the solution \( \tilde{u}(\cdot, \lambda) \in V_{\gamma}^{l+1,0}(\Upsilon; |\lambda|)^k \) of the problem (2.36) as follows:

\[
\tilde{u}(\varphi, \lambda) = \tilde{u}^0(\varphi, \lambda) + \sum_{\pm} \chi^\pm(\varphi) \chi(\Im \lambda)(\alpha \mp \varphi) \tilde{u}(\pm \alpha, \lambda).
\]

We recall that \( \chi^\pm(\varphi) = \chi(\alpha \mp \varphi) \) and \( \chi \) is the cut-off function used in (2.11).

**Lemma 2.3.** We have the following estimate:

\[
\| \tilde{u}^0(\cdot, \lambda); V_{\gamma}^{l+1,0}(\Upsilon; |\lambda|) \| + (1 + |\lambda|)^{l-\gamma+1/2} \sum_{\pm} |\tilde{u}(\pm \alpha, \lambda)| \leq c \| \tilde{u}(\cdot, \lambda); V_{\gamma}^{l+1,0}(\Upsilon; |\lambda|) \|
\]

with a constant \( c \) independent of the parameter \( \lambda \in \Lambda_{1-\beta} \) and the vector-valued function \( \tilde{u}(\cdot, \lambda) \in V_{\gamma}^{l+1,0}(\Upsilon; |\lambda|)^k \).
Proof. If $|\lambda| \leq \delta$ and $\delta > 0$ is small, we can omit the second cutoffs $\chi^\pm(|\text{Im} \lambda|(|\alpha \mp \varphi|))$ on the right-hand side of (2.48) and derive (2.49) from (2.11). In the case $\lambda \in \Lambda_{1-\beta}$ and $|\lambda| \geq \delta$ we have
\begin{equation}
(2.50)
c |\lambda| \leq |\text{Im} \lambda| \leq C |\lambda|,
\end{equation}
where $c$ and $C$ are positive constants. We rewrite the vector-valued function $\varphi \mapsto \chi^\pm(\alpha \mp \varphi) \widehat{u}(\alpha \mp \varphi, \lambda)$ belonging to the space $V_{\gamma}^{1+1,1}(\Gamma;|\lambda|)^k$ using the variable $\psi^\pm = |\lambda|(\alpha \mp \varphi)$ and denote the result by $U^\pm$. Relations (2.50) and (2.26) then show that the estimate (2.49) is guaranteed by the corollary (2.11) of the Hardy inequality for the vector-valued function $U^\pm \in E_{\gamma+1,1}(\mathbb{R}^+)^k$.

Applying the Fourier–Laplace transform (2.39) inverse to (2.48) we obtain
\begin{equation}
(2.51)
u(\varphi, t) = -\frac{i}{\sqrt{2\pi}} \int_{\Lambda_{1-\beta}} \exp\{t\lambda\} \widehat{u}(\varphi, \lambda) \, d\lambda
+ \frac{1}{\sqrt{2\pi}} \sum_{\pm} \chi^\pm(\alpha \mp \varphi) \int_{\mathbb{R}} \exp\{t(l - \beta + i\eta)|\eta|\} \chi^\pm(|\eta|(|\alpha \mp \varphi|)) \widehat{u}(\pm\alpha, l - \beta + i\eta) \, d\eta
= u^0(\varphi, t) + \exp\{t(l - \beta)\} \sum_{\pm} \chi^\pm(\alpha \mp \varphi) \int_{\mathbb{R}} X((\alpha \mp \varphi)\tau) K^\pm(t - \tau)(\alpha \mp \varphi)^{-1} \, d\tau.
\end{equation}

Here $u^0 \in \mathfrak{M}_{\beta+1,1}^\pm(\Gamma \times \mathbb{R})^k$ and $X(t), K^\pm(t)$ are the Fourier preimages of the functions $\eta \mapsto \sqrt{2\pi}\chi(|\eta|)$ and $\eta \mapsto \widehat{u}(\pm\alpha, l - \beta + i\eta)$, respectively, i.e.,
\begin{equation}
(2.52)
X(t) = \int_{\mathbb{R}} \exp\{it\eta\} \chi^\pm(|\eta|) \, d\eta,
K^\pm(t) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \exp\{it\eta\} \widehat{u}(\pm\alpha, l - \beta + i\eta) \, d\eta.
\end{equation}

Changing the variable, we transform the last integral in (2.51) to the following integral:
\begin{equation}
(2.53)
\mathcal{C}^\pm(K^\pm; \varphi, t) = \int_{\mathbb{R}} X(z) K^\pm(t - (\alpha \mp \varphi)z) \, dz.
\end{equation}

By definition (2.52) the kernel $X$ of the integral operator (2.53) is a smooth rapidly decreasing function with the unit area under the graph. The latter property guarantees that
\begin{equation}
(2.54)\mathcal{C}^\pm(K^\pm; \pm\alpha, t) = K^\pm(t).
\end{equation}

Returning to the polar coordinate system, we rewrite representation (2.51) in the following form:
\begin{equation}
(2.55)u(x) = u^0(x) + r^{l-\beta} \sum_{\pm} \chi^\pm(\alpha \mp \varphi) \mathcal{C}^\pm(K^\pm; \varphi, \log r).
\end{equation}

Lemma 2.4. The vector-valued functions $u^0$ and $K^\pm$ satisfy the estimate
\begin{equation}
(2.56)\left\|u^0; \mathfrak{M}_{\beta+1,1}(\Gamma \times \mathbb{R})\right\| + \sum_{\pm} \left\|K^\pm; H^\kappa(\mathbb{R})\right\| \leq c \left\|u; \mathfrak{M}_{\beta+1,0}(\Gamma \times \mathbb{R})\right\|,
\end{equation}
where $H^\kappa(\mathbb{R})$ is the Sobolev–Slobodetskii space with the smoothness index
\begin{equation}
(2.57)\kappa = l - \gamma + \frac{1}{2} \in (0, 1).
\end{equation}

Proof. Since the Fourier–Laplace transform establishes isomorphisms (2.42) and the Euler change of variables establishes isomorphisms between the spaces (2.40) and (2.41), Lemma 2.3 implies inequality (2.55). Inclusion (2.56) is guaranteed by (1.31). \hfill \square
The operator \( \|\chi^±\mathcal{C}^±(K^±) - \chi^±K^±; \mathcal{D}^{0}_{0,-υ-1/2}(\mathcal{Y} \times \mathcal{R}) \| \leq c \|K^±; H^υ(\mathcal{R})\| \),

\[
(2.57) \quad \|\nabla^j(\chi^±\mathcal{C}^±(K^±); \mathcal{D}^{0}_{0,-υ-1/2}(\mathcal{Y} \times \mathcal{R})\| \leq c_j \|K^±; H^υ(\mathcal{R})\|, \quad j \in \mathbb{N},
\]

\[
(2.58) \quad \|\chi^±\mathcal{C}^±(K^±); \mathcal{D}^{0}_{0,-υ-1/2}(\mathcal{Y} \times \mathcal{R})\| \leq c_ε \|K^±; H^υ(\mathcal{R})\|, \quad ε > 0.
\]

Due to \((1.31)\) and \((2.56)\), relations \((2.57)_3\) and \((2.57)_2\) show that the last summand in \((2.51)\) belongs to the space \(\mathcal{D}^{0}_{0,1}(\mathcal{Y} \times \mathcal{R})^k\), as should have been expected.

2.5. Model problem in a half-strip. In the set \(G_R\) we pass to coordinates \(y^±\) (see relations \((1.1)\) and \((1.2)\)). Under the assumption \((1.15)\) we transform the operators \((1.5)\) and \((1.11)\) into the operators

\[
(2.59) \quad L(\nabla y^±) = \mathcal{D}^±(\nabla y)\mathcal{A}(\nabla y^±), \quad N^±(y^±, \nabla y^±) = \mathcal{D}(\nu^±(y))^T \mathcal{A} \mathcal{D}^±(\nabla y^±);
\]

where \(\mathcal{D}^±(\nabla y^±)\) is the image of the matrix \(\mathcal{D}(\nabla y)\) of the differential operators under the above change of variables. As we have already mentioned in 1.5, near each periodic curve \(Γ_R^±\) on the boundary of the region \(G\) we have a boundary layer phenomenon that is described by the following problem in a half-strip:

\[
Π^± = \{y^± : y^1_1 \in (0, 1), y^2_2 > H^±(y^1_1)\}
\]

with the curved base

\[
L^±(\nabla y^±)ν^±(y^±) = f^±(y^±), \quad y^± \in Π^±;
\]

\[
N^±(y^±, \nabla y^±)ν^±(y^±) = g^±(y^±), \quad y^± \in Π^±.
\]

We supplement the Neumann boundary conditions on \(π^± = \{y^± : y^1_1 \in (0, 1), y^2_2 = H^±(y^1_1)\}\) with the following periodicity conditions on the sides of the half-strip:

\[
(2.60) \quad v^±(0, y^2_2) = v^±(1, y^2_2), \quad \nabla y^± v^±(0, y^2_2) = \nabla y^± v^±(1, y^2_2), \quad ±y^2_2 > H^±(0).
\]

By \(W_{σ,per}(Π^±)\) we mean the complement with respect to the weight norm

\[
\|Z^±; W^1_{σ,per}(Π^±)\| = \left( \sum_{p=0}^{l} \|\exp{σy^2_2} \nabla y^± Z; L^2(Π^±)\|^{2} \right)^{1/2}
\]

of the algebraic subspace \(C^∞_{c,per}(Π^±)\) of smooth 1-periodic functions in \(y^1_1\) with compact support. Since \(π^±\) is a bounded set, the trace space for \(W^1_{σ,per}(Π^±)\) is the Sobolev–Slobodetskii space \(H^{l-1/2}_{per}(Π^±)\) of periodic functions. Let us emphasize that in the case \(σ > 0\) the imbedding \(z^± ∈ W^1_{σ,per}(Π^±)\) implies that \(z^±(y^±)\) decreases exponentially as \(y^2_2 → +∞\).

In \([3, 35]\) it is established that the polynomial property of the operator \(L^±\) guarantees the following result on vanishing at infinity of solutions of the problem \((2.59)\), \((2.60)\).

**Proposition 2.2.** Let \(l ∈ \mathbb{N}\), \(σ ∈ \mathbb{R}_+\), and let the right-hand side

\[
\{f^±, g^±\} ∈ W^{l-1}_{σ,per}(Π^±)^k H^{l-1/2}_{per}(Π^±)^k
\]

of the problem \((2.59), (2.60)\) satisfy the condition

\[
(2.61) \quad \int_{Π^±} f^±(y^±) dy^± + \int_{π^±} g^±(y^±) ds_y^± = 0 ∈ \mathbb{C}_k.
\]
Then there exists $\sigma_1 > 0$ such that for $\sigma \in (0, \sigma_1)$ the problem \((2.59), \ (2.60)\) has a unique solution $v^\pm \in W^{l+1}_\sigma(\Pi^\pm)$ and
\[
\left\|v^\pm; W^{l+1}_\sigma(\Pi^\pm)\right\| \leq c \left( \left\|f^\pm; W^{l-1}_\sigma(\Pi^\pm)\right\| + \left\|g^\pm; H^{l-1/2}_\sigma(\Pi^\pm)\right\| \right).
\]
If $v^\pm \in W^{l+1}_\sigma(\Pi^\pm)$ is a solution of the homogeneous problem \((2.59), \ (2.60)\) and $\tau \in (-\sigma_1, 0)$, then $v^\pm$ is a constant vector. If the solvability conditions \((2.61)\) are not satisfied, then each solution of the problem \((2.59), \ (2.60)\) grows at least linearly at infinity.

Finally, let us note that the necessity of solvability conditions \((2.61)\) can be verified, for example, by substituting a solution $v^\pm$ and constant vectors $e_1, \ldots, e_k$ (the standard basis in the Euclidean space $\mathbb{R}^k$) into the Green formula (similar to \((1.14)\)) adapted to the problem \((2.59), \ (2.60)\).

3. Formal asymptotics of solutions

3.1. Sector with periodic boundary. As we have mentioned in 1.3, the structure of the asymptotics at infinity of a solution of the problem \((1.10)\) is more complicated than that of the pure problem in a sector: boundary layers do appear near the periodic boundary. In this section we show how one can use asymptotic blocks
\[
(3.1) \quad U(x) = r^\lambda \Phi(\varphi, \log r) + r^{\lambda-1} \sum_{\pm} \chi^\pm(\varphi) V^\pm(y^\pm, \log r), \quad x \in G_R,
\]
containing different asymptotic terms to compensate the following main terms (also multiscale) in the asymptotic expansion of the right-hand side at infinity:
\[
(3.2) \quad f(x) = r^{\lambda-2} \Psi(\varphi, \log r) + r^{\lambda-1} \sum_{\pm} \chi^\pm(\varphi) F^\pm(y^\pm, \log r) + \cdots,
\]
\[
g^\pm(x) = r^{\lambda-1} G^\pm(y^\pm, \log r) + \cdots.
\]
Here and later, dots denote the summands that are not essential in the formal procedure. An important feature is that new mismatches caused by the vector-valued function \((3.1)\) in the system of equations on $G$ and the boundary conditions on $\Gamma_R^\pm$ can still be expanded in asymptotic series with terms similar to \((3.2)\) but with smaller exponents $\lambda-1, \lambda-2, \ldots$ instead of $\lambda$.

Let us mention properties of coefficients in representations \((3.1)\) and \((3.2)\). They depend polynomially on $\log r$, smoothly on the angle variable $\varphi \in [-\pi, \pi]$, and the dependence on the variables $y^\pm \in \Pi^\pm$ (or $y^\pm \in \pi^\pm$ in the case of \((3.2)\)) is smooth and periodic in $y^\pm_2$; moreover, the terms $V^\pm(y^\pm, l)$ and $F^\pm(y^\pm, l)$ decrease exponentially as $y^\pm_2 \to +\infty$. The number $\lambda \in \mathbb{C}$ is arbitrary, and by $\chi^\pm$ we mean the cutoffs discussed in Section 2 after formula \((2.11)\). Vector-valued functions $\varphi \mapsto \Phi(\varphi, l), \Psi(\varphi, l)$ are smoothly extended to the neighborhood of the segment $\mathcal{T}$, so that the first summand on the right-hand side of \((3.1)\) and of \((3.2)\), are defined everywhere on $G_R$.

We substitute Ansatzen \((3.1)\) and \((3.2)\) in the system of equations of problem \((1.10)\) restricted to the region $G_R$ and collect factors with equal powers of $r$ written in coordinates $(r, \varphi)$ or $y^\pm$. First of all, we receive the following system of differential equations in the sector:
\[
(3.3) \quad L(\nabla_x) r^\lambda \Phi(\varphi, \log r) = r^{\lambda-2} \Psi(\varphi, \log r), \quad x \in K_R.
\]
Furthermore, we obtain systems of differential equations in half-strips $\Pi^\pm$,
\[
(3.4) \quad L^\pm(\partial_{y^\pm}) V^\pm(y^\pm, l) = F^\pm(y^\pm, l), \quad y^\pm_1 \in (0, 1), \ y^\pm_2 > H^\pm(y^\pm_1),
\]
where, in contrast with \(3.3\), the argument \(l = \log r\) is viewed as a parameter and the differential \(\partial_{y^\pm}\) does not involve this parameter. The explanation is that the function \(x \mapsto r^{\lambda - 1} \mathcal{V}^\pm(y^\pm, \log r)\) depends on \(r\) and \(y^\pm\) in two ways: differentiation with respect to \(r\) decreases the order of growth \(\Re \lambda - 1\) by one, whereas differentiation with respect to \(y^\pm\) does not change this order. This is why on the left-hand side of \(3.3\) and in later formulas we use the “partial” gradient \(\partial_{y^\pm}\) instead of the “full” gradient.

Consider boundary conditions on \(\Gamma^+_R\). Note that for \(H_0 > 0\), on the set \(\{x : r > R, |y_2^\pm| \leq H_0\}\) we have the formula
\[
(3.5) \quad r(\alpha \mp \varphi) = y_2^\pm + O(1).
\]

Therefore,
\[
(3.6) \quad r^\lambda \Phi(\varphi, \log r) = r^\lambda \Phi(\pm \alpha, \log r) + r^{\lambda - 1} y_2^\pm \partial_{\varphi} \Phi(\pm \alpha, \log r) + O(r^{\Re \lambda - 2} |\log r|^{\deg \Phi}) \quad \text{as} \quad r \to \infty.
\]

Consequently, using the second formula in \(2.58\), we can deduce the following relations on the lines \(\Gamma^+_R\):\[
(3.7) \quad N^\pm(y^\pm, \nabla y^\pm) r^\lambda \Phi(\varphi, \log r) = D^\pm(\nu^\pm(y^\pm)) \top r^{\lambda - 1} \phi^\pm(\log r) + \cdots ,
\]
\[
\text{where } r^{\lambda - 1} \phi^\pm(\log r) = A\{D^\pm(\partial_{y}, 0) r^\lambda \Phi(\pm \alpha, \log r) + r^{\lambda - 1} D^\pm(0, 1) \partial_{\varphi} \Phi(\pm \alpha, \log r)\} = AD(\nabla_x) r^\lambda \Phi(\varphi, \log r) |_{\varphi = \pm \alpha}.
\]

Therefore, the boundary condition for the vector-valued function \(\mathcal{V}^\pm\) looks as follows:
\[
(3.8) \quad N^\pm(y^\pm, \partial y^\pm) \mathcal{V}^\pm(y^\pm, l) = \mathcal{G}^\pm(y^\pm, l) - D^\pm(\nu^\pm(y^\pm)) \top \phi^\pm(l), \quad y^\pm \in \pi^\pm.
\]

Similarly to 2.2, the problem for the boundary layer is completed by periodicity conditions of the type \(2.60\).

According to Proposition 2.2 a solution of the problem \(3.4, 3.5, 2.60\) exponentially decreasing at infinity exists only in the case where the orthogonality conditions \(2.61\) are satisfied; note that in our case these conditions take the form
\[
(3.9) \quad \Psi^\pm(l) := \int_{\Pi^\pm} \mathcal{F}^\pm(y^\pm, l) \, dy^\pm + \int_{\pi^\pm} \mathcal{G}^\pm(y^\pm, l) \, ds^\pm = \int_{\pi^\pm} D^\pm(\nu^\pm(y^\pm)) \top ds^\pm = D(\nu^\pm(y^\pm)),
\]

By the Stokes formula,
\[
\int_{\pi^\pm} D^\pm(\nu^\pm(y^\pm)) \top ds^\pm = - \int_{\pi^\pm} D^\pm(0, 1) \top ds^\pm = - \int_{\pi(\pm H_0)} D(\sin \alpha, \pm \cos \alpha) \top dy_2^\pm = D(\nu^\pm),
\]

where \(\pi(H_0) = \{y^\pm : y_1^\pm \in (0, 1), y_2^\pm = H_0\}\) is a cross-section of the half-strip \(\Pi^\pm\) that is located far from the base, and \(\nu^\pm = (-\sin \alpha, \pm \cos \alpha) \top\) are outward unit normals to the sides \((\partial \Pi)^\pm\) of the sector.

Hence, formulas \(3.9\) become the Neumann boundary conditions
\[
(3.10) \quad \mathbf{N}(\nabla_x) r^\lambda \Phi(\varphi, \log r) = r^{\lambda - 1} \Psi^\pm(\log r), \quad \varphi = \pm \alpha.
\]

\footnote{In the language of averaging theory, the variables \(r\) and \(\varphi\) are declared to be slow, and the variables \(y^\pm\), to be fast.}
It is known (see [10], as well as [13, Theorem 3.5.13]) that the model problem (3.3), (3.10) with the special right-hand side always has a solution \( r^\lambda \Phi(\varphi, \log r) \); moreover,

\[
\deg \Phi = \max\{\deg \Psi, \deg \Psi^\pm\} + \kappa(\lambda),
\]

where \( \deg \Phi \) (resp., \( \deg \Psi \)) is the degree of the polynomial \( \Phi(\varphi, \log r) \) (resp., the polynomial \( \Psi(\varphi, \log r) \)) in variable \( \log r \), and \( \kappa(\lambda) = \max\{\kappa_{q_1}, \ldots, \kappa_{q_{j_q}}\} \) if \( \lambda = \lambda_{q_i} \), \( \kappa(\lambda) = 0 \) if \( \lambda \) is not an eigenvalue of the pencil (2.24).

After finding the solution of the problem in the sector \( \mathbb{K} \), we look for solutions \( \mathcal{V}^\pm \) in half-strips \( \Pi^\pm \); these solutions vanish exponentially at infinity due to orthogonality conditions (3.9).

Let us discuss additional mismatches that are introduced by the asymptotic solution (3.1) in the problem (1.10). The first summand \( r^\lambda \Phi \) in (3.1) completely compensates the term \( r^{\lambda - 2} \Psi \) in the representation (6.2),; however, it adds the sum of the following terms to the boundary conditions on lines \( \Gamma_R^\pm \):

\[
r^{\lambda - 1 - j} G^\pm(y^\pm, \log r), \quad j = 1, 2, \ldots.
\]

These terms appear when we expand the relations

\[
y^\pm_1 = r \cos(\alpha \mp \varphi), \quad y^\pm_2 = r \sin(\alpha \mp \varphi)
\]

between “fast” and “slow” variables in series in inverse powers of the radius \( r \) (cf. formula (3.51)), and they are generated by lower terms in representations (3.6) and (3.7). It is clear that an infinite series representation for the trace of the vector-valued function \( N^\pm r^\lambda \Phi \Gamma_R^\pm \) can be obtained only in the case where \( \Phi(\cdot, \log r) \in C^\infty[-\pi, \pi]^k \) and \( H^\pm \in C^\infty(\mathbb{R}_+) \). Let us emphasize that the expressions in the middle part of (3.7) (which, at the end, make up the Neumann boundary value operator (3.10)) are of the form (3.11) with \( j = -1 \) and \( j = 0 \). The exponents of the radius \( r \) in the vector-valued function \( (3.11) \) are smaller than on the right-hand side of (3.2).

The appearance of mismatches caused by the second summand in (3.1) is a consequence of the fact that in forming the limiting problems (3.3), (3.8) we have assumed that the operators \( L^\pm \) and \( N^\pm \) do not act on the arguments \( r \) and \( \log r \). Indeed,

\[
\nabla_y r^{\lambda - 1} \mathcal{V}^\pm(y^\pm, \log r)
\]

is computed according to the last formula (3.12) (we cannot use the variable \( y^\pm_1 \) since all summands on the right-hand side of (3.13) depend on the variable \( y^\pm_1 \) periodically). Taking into account formula (6.13) in computing the action of the operators (2.68) on the product \( \chi^\pm(\varphi) r^{\lambda - 1} \mathcal{V}^\pm(y^\pm, \log r) \), we can easily compute the discrepancies under consideration. Note that the terms occurring when taking the commutator of the cutoff \( \chi^\pm \) with the operator \( L^\pm(\nabla_y) \) are supported in the sector \( \{ x : r > R, \pm \varphi \in (\alpha/2, 3\alpha/4) \} \), and hence decrease exponentially with rate \( o(\exp\{-(2r)^{-1}\sigma_1\}) \) at infinity (because of the same property of the boundary layer, Proposition (2.22)). In other words, the presence of cut-off functions \( \chi^\pm \) in (3.1) does not lead to any modification in the procedure of constructing the asymptotics.
3.2. Once again about the structure of asymptotics. In Section 4 the problem (1.10) in the sector with periodic boundary will be reduced to a model problem (2.1) in the sector $\mathbb{K}$, after which Proposition 2.1) will be applied. Power solutions of the model problem (2.1) singled out in formula (2.8) should have been taken into account in finding the block (3.1) in the the previous subsection: if $\lambda = \lambda_q$ is an eigenvalue for the problem (2.1), then a solution $r^\lambda \Phi$ of the problem (3.3), (3.5) is determined uniquely up to a linear combination of power solutions (2.5) and can be nonzero even in the case $\Psi = 0$ and $\mathcal{F}^\pm = 0$, $\mathcal{G}^\pm = 0$. The coefficients of this linear combination cannot be determined in the process of constructing formal asymptotics: they depend on the data of the problem in general, and it is Proposition 2.1), together with the estimate (2.9), that determines the correct values of these coefficients (see also 5.3).

Let the functions the right-hand sides of the problem (1.10) vanish sufficiently fast at infinity (for example, are compactly supported). Suppose we somehow know that the asymptotic expansion of a solution $u$ contains the term $U^{j,p}_q(x) = r^\lambda \Phi^{j,p}_q(\varphi, \log r)$ (cf. formula (2.5)). To simplify the analysis, let us assume for now that the set (1.1) is contained in the set $\mathbb{K}_R = \{x \in \mathbb{K} : r > R\}$, i.e., $H^\pm \geq 0$. We introduce the cut-off function $\chi_\infty \in C^\infty(\mathbb{R}_+)$ satisfying the relations $\chi_\infty(r) = 1$ for $r > 3R$ and $\chi_\infty(r) = 0$ for $r < 2R$ and consider the difference

$$u'(x) = u(x) - \chi_\infty(r)U^{j,p}_q(x).$$

One can easily see that the second term lies in the space $\mathfrak{V}^{l+1,0}_{\beta,\gamma}(\Omega)^k$ for each smoothness index and for each weight indices $\gamma$ and $\beta$ satisfying the conditions (1.31) and

$$\beta < l - \Re \lambda_q.$$  

According to (1.15) and (2.2), the support of the vector-valued function $L\chi_\infty U^{j,p}_q$, where $L$ is the operator (1.5), is compact, i.e., $L\chi_\infty U^{j,p}_q \in \mathfrak{V}^{l-1}_\beta(\Omega)^k$ for all $l \in \mathbb{N}$ and $\beta, \gamma \in \mathbb{R}$. At the same time, due to the oscillation of the boundary, the term $N\chi_\infty U^{j,p}_q$, where $N$ is the operator (1.11), turns out to lie in the space $\mathfrak{V}^{l-1/2}_{\beta,\gamma}(\partial\Omega)^k$ for each $l \in \mathbb{N}$ and $\gamma \in (l - 1/2, l)$; however, the index $\beta$, which is responsible for the behavior of functions at infinity, must satisfy the relation

$$\beta < l - \Re \lambda_q + \frac{1}{2};$$

this results from the relation (1.31), which is essentially similar to the relation (3.15). In this situation we cannot hope to improve the estimate of the remainder $u'$. Therefore, for the main term of asymptotics it is reasonable to take the block

$$U^{j,p}_q(x) = U^{j,p}_q(x) + r^\lambda \gamma^{-1} \sum_{\pm} \chi^{\pm}(\varphi) \mathcal{V}^{j,p,\pm}_{q}(y^{\pm}, \log r)$$

similar to (3.1); instead of the difference (3.14) it is natural to take the difference

$$\tilde{u}(x) = u(x) - \chi_\infty(r)U^{j,p}_q(x),$$

where $\mathcal{V}^{j,p,\pm}_{q}$ are (exponentially decaying as $y^{\pm}_2 \to +\infty$) solutions of the problems (3.4), (3.8), (2.60), where $\mathcal{F}^\pm = 0$, $\mathcal{G}^\pm = 0$, and the expressions $\phi^\pm$ are found according to formula (3.7); using the polynomial logarithmic solution $U^{j,p}_q$. We emphasize that the existence of exponentially decreasing solutions $\mathcal{V}^{j,p,\pm}_{q}$ is guaranteed by formulas (3.7)–(3.10) and the homogeneous boundary conditions $\mathbf{N}^\pm U^{j,p}_q = 0$ on $(\partial\mathbb{K})^\pm$. Now the inclusions

$L \chi_\infty U^{j,p}_q \in \mathfrak{V}^{l-1}_\beta(\Omega)^k, N \chi_\infty U^{j,p}_q \in \mathfrak{V}^{l-1/2}_{\beta,\gamma}(\partial\Omega)^k,$
hold for all exponents $l \in \mathbb{N}$, and all $\gamma$ and $\beta$ satisfying the conditions (1.31) and
\begin{equation}
\beta < \gamma - \text{Re} \lambda_q + \frac{3}{2}.
\end{equation}

For further exposition it is important to note that the right-hand side of (3.18) is larger by at least 1 than the right-hand side of (3.15) and of (3.16). In other words, the blocks (3.17) constructed using the solutions (2.5) satisfy the homogeneous problem (1.10) with sufficient precision.

Similar constructions are necessary in the case where the inclusion $G_R \subset K_R$ does not hold; in this case the angular part $\Phi_{(q)}^{(j,p)}$ of the vector-valued function $U_{(q)}^{(j,p)}$ on the right-hand side of (3.17) should be smoothly extended to the neighborhood of the segment $\overline{\mathcal{Y}} = [-\alpha, \alpha]$.

3.3. Sector with parabolic inclusions. We choose the asymptotic Ansatz for the solution of the problem (1.13) in the compound region $\Omega^0 \cup \Gamma \cup \Omega^1$ in the following form:
\begin{equation}
U^0(x) = r^\lambda \Phi(\varphi, \log r), \quad x \in \Omega^0_R,
U^\pm(x) = (y_1^\pm)^{\lambda - \frac{3}{2}} \mathcal{F}^\pm(\zeta^\pm, \log y_1^\pm) + \cdots, \quad x \in \Omega^\pm_R.
\end{equation}

Here $\zeta^\pm = (y_1^\pm)^{-s} y_2^\pm$ is a “fast” variable: the parts of the boundary of the parabolic set $\Omega^0_R$ defined by (1.3) are given by equations $\zeta^\pm = 0$ and $\zeta^\pm = -a_\pm$. To ensure that the described procedure of constructing the terms of Ansatz (3.19) allows us to determine the entire asymptotic series, it is convenient to allow for inhomogeneity $G^0$ in the second matching condition (1.13) 2. Ansatz for the right-hand sides in the problem (1.13) look as follows:
\begin{equation}
f^0(x) = r^\lambda - 2 \Psi(\varphi, \log r) + \cdots, \quad x \in \Omega^0_R = K_R,
f^\pm(x) = (y_1^\pm)^{\lambda - \frac{3}{2}} \mathcal{F}^\pm(\zeta^\pm, \log y_1^\pm) + \cdots, \quad x \in \Omega^\pm_R,
g^0(x) = r^{\lambda - 1} G^0 \log r + \cdots, \quad x \in \Gamma^0_R = \{x : r > R, \varphi = \pm \alpha\},
g^\pm(x) = (y_1^\pm)^{\lambda - 1} G^1 \log(y_1^\pm) + \cdots, \quad x \in \Gamma^\pm_R = \{x : r > R, \varphi = -a_\pm(y_1^\pm)^s\}.
\end{equation}

The functions on the right in (3.20) depend polynomially on logarithms and smoothly on $\varphi \in [-\alpha, \alpha]$ and $\zeta^\pm \in [-a_\pm, 0]$.

As earlier in 3.1, we substitute the Ansätze (3.19) and (3.20) in (1.13) and separate the principal asymptotic terms to formulate the problems for determining the coefficients $\Phi$ and $\mathcal{V}^\pm$. Considering the system of equations in the region $\Omega^0_R$, we come to formula (3.3). Inside the parabolic sets $\Omega^\pm_R$, the operator $L^\pm(\nabla y_\pm)$ obtained from the operator $\mathcal{D}(\nabla x)^* A^\pm \mathcal{D}(\nabla x)$ by passing to local Cartesian coordinates $y_\pm$ (see the assumption (1.10) and compare with formulas (2.68)) and written using the variables $(y_1^\pm, \zeta^\pm)$ admits the separation
\begin{equation}
L^\pm(\nabla y_\pm) = (y_1^\pm)^{-2s} \mathcal{D}^\pm(0, \partial_{\zeta^\pm}) \cdot A^\pm \mathcal{D}^\pm(0, \partial_{\zeta^\pm}) + \cdots.
\end{equation}

This means that the coefficient $\mathcal{V}^\pm$ on the right-hand side (3.19) must satisfy the following system of ordinary differential equations with parameter $l = \log y_1^\pm$:
\begin{equation}
\mathcal{D}^\pm(0, \partial_{\zeta^\pm}) \cdot A^\pm \mathcal{D}^\pm(0, \partial_{\zeta^\pm}) \mathcal{V}^\pm(\zeta^\pm, l) = \mathcal{F}^\pm(\zeta^\pm, l), \quad \zeta^\pm \in (-a_\pm, 0).
\end{equation}

On the arcs $\Gamma^\pm_R$, the projections $n^\pm_1(x_1^\pm)$ of the normal $\nu^\pm(x)$ to the axes $y_1^\pm$ have the form
\begin{equation}
n^\pm_1(y_1^\pm) = -(1 + n^\pm(y_1^\pm)^2)^{-1/2} n^\pm(y_1^\pm), \quad n^\pm_2(y_1^\pm) = -(1 + n^\pm(y_1^\pm)^2)^{-1/2}.
\end{equation}
Also, due to the inclusion $s \in (0, 1)$, the function $n^\pm(y^\pm) = \pm s(y^\pm + 1)$ is infinitesimally small as $y^\pm \to +\infty$. Therefore, the main term of the separated operator of the Neumann boundary conditions on $\Gamma^\pm_R$,

\begin{equation}
N^\pm(x, \nabla_x) = (y^\pm)^{-s}D^\pm(0, -1)^T A^\pm D^\pm(0, \partial_{\xi^\pm}) + \cdots
\end{equation}

implies the following boundary condition for the system (3.21):

\begin{equation}
D^\pm(0, -1)^T A^\pm D^\pm(0, \partial_{\xi^\pm}) V^\pm(-a_\pm, l) = G^\pm(l).
\end{equation}

The boundary condition at the point $\xi^\pm = 0$ is derived from the second matching condition in (1.13) with an additional summand (3.20) on the right-hand side:

\begin{equation}
D^\pm(0, 1)^T A^\pm D^\pm(0, \partial_{\xi^\pm}) V^\pm(0, l) = G^\pm(l) + r^{1-\lambda}N^\pm(\nabla_x) r^\lambda \Phi(\varphi, \log r) \bigg|_{\varphi = \pm \alpha, \log r = l}.
\end{equation}

We recall that according to the convention adopted in 1.2, on the left-hand side of (3.24) we use the inward (with respect to $K$) normal to the side of the sector, and on the right-hand side we use the outward normal.

The first matching conditions in (1.13) will be fully satisfied if we set

\begin{equation}
V^\pm(0, l) = 0.
\end{equation}

The Neumann problem (3.21), (3.24), (3.25) admits the following additional requirement for a solution, which determines the solution uniquely: the corresponding homogeneous problem is satisfied by constant columns and only them. Since the problem is formally self-adjoint, the Fredholm alternative provides the following solvability conditions:

\begin{equation}
\Psi^\pm(l) := - \int_{-a_\pm}^0 F^\pm(\pm \zeta, l) d\zeta - G^\pm(l) + G^\pm(l) = r^{1-\lambda}N^\pm(\nabla_x) r^\lambda \Phi(\varphi, \log r) \bigg|_{\varphi = \pm \alpha, \log r = l},
\end{equation}

which become the boundary conditions (3.10) on the sides of $\mathbb{K}$.

Thus, having found a particular solution $r^\lambda \Phi(\varphi, \log r)$ of the model problem (3.3), (3.10), we obtain the vector-valued functions $V^\pm$ from relations (3.21), (3.24), (3.26). All terms of the Ansatz (3.19) are constructed.

**Remark 3.1.** If all terms singled out on the right-hand sides of (3.20) vanish, then $r^\lambda \Phi$ is a polynomial-logarithmic solution (2.5) of the homogeneous problem (2.1), and the solutions $V^\pm$ of the problems (3.21), (3.24), (3.26) become zero solutions. Therefore, extending the solutions $U^{\pm p}(x) = r^{\lambda_\pm} \Phi(\varphi, \log r)$ to parabolic sets (1.3) by using expressions $y^\pm \mapsto (y^\pm)^{\lambda_\pm} \Phi(\pm \alpha/2, \log r)$ independent of the transverse coordinate $y^\pm$, generates mismatches in the homogeneous problem (1.13), which vanish at infinity sufficiently fast (cf. 3.2, where similar constructions were discussed for a sector with periodic boundary).

### 4. Proof of asymptotic expansion in the case of a region with periodic boundary

#### 4.1. Main theorem

This section contains the proof (divided into several steps) of the following theorem.

**Theorem 4.1.** Let $l \in \mathbb{N}, \gamma \in (l - 1/2, l)$, and $\beta^1, \beta^2 \in \mathbb{R}$ with $\beta^1 < \beta^2$, and suppose there are no eigenvalues of the pencil (2.3) on the lines $\Lambda_{1-\beta^1}, \Lambda_{1-\beta^2}$. We also assume that the difference $l - \gamma > 0$ is small and

\begin{equation}
\beta^2 - \beta^1 \leq \delta_\beta < 1.
\end{equation}

Finally, choose an arbitrary number $\beta^0 \in (\beta^1, \beta^2)$ such that the line $\Lambda_{1-\beta^0}$ also does not contain points of the spectrum of the pencil (2.3). A solution $u \in \mathcal{D}_{\beta^0, \gamma}^l (G)^k$ of the
problem \((1.10)\) with the right-hand side \(\{f, g\} \in \mathfrak{W}^{l-1}_{\beta^2, \gamma} (G)^k \times \mathfrak{W}^{l-1/2}_{\beta^2, \gamma} (\partial G)^k\) admits an asymptotic expansion
\[
u(x) = \chi_\infty (r) \sum c^i_{(q)} \tilde{U}^{i,p}_{(q)} + \tilde{u}(x),
\]
where \(\chi_\infty\) is a cut-off function introduced before formula \((3.14)\), \(U^{i,p}_{(q)}\) is the asymptotic block \((3.17)\), containing polynomial-logarithmic solutions \((2.3)\), and the summation is over all eigenvalues of the pencil \((2.4)\) between the lines \(\Lambda_{l-\beta^0}\) and \(\Lambda_{l-\beta^1}\). The coefficients \(c^i_{(q)} \in \mathbb{C}\) and the remainder \(\tilde{u}\) belonging to the space \(\mathfrak{W}^{l+1,0}_{\beta^2, \gamma} (G)^k\) satisfy the inequality
\[
\|\tilde{u}; \mathfrak{W}^{l+1,0}_{\beta^2, \gamma} (G)\| + \sum |c^i_{(q)}| 
\leq C \left( \|f; \mathfrak{W}^{l-1}_{\beta^2, \gamma} (G)\| + \|g; \mathfrak{W}^{l-1/2}_{\beta^2, \gamma} (\partial G)\| + \|u; \mathfrak{W}^{l+1,0}_{\beta^2, \gamma} (G)\| \right).
\]

The statement of Theorem 4.1 differs from the statement of Theorem 2.2 and Proposition 2.2 (4.1) (does not guarantee that the remainder \(\tilde{u}\) in the representation \((4.2)\) belongs to the space \(\mathfrak{W}^{l+1,0}_{\beta^2, \gamma} (G)^k\) with the same weight index \(\beta^2\) as on the right-hand side. The decrease of the index is caused by the method of reducing the original problem to the model problem in the sector \(\mathbb{K}\) and of determining the properties of the asymptotic remainder near the periodic boundary. However, this does not prevent us from using the theorem to establish partial or complete asymptotic expansions of solutions constructed using the procedure described in 3.1. Moreover, since for \(s > l\) and \(\mu - s > \beta - l\) the space \(\mathfrak{W}^{s+1,0}_{\beta^2, \gamma} (G)^k\) can be completely imbedded in the space \(\mathfrak{W}^{l+1,0}_{\beta^2, \gamma} (G)^k\), Theorem 4.1 together with Proposition 4.2 below establishes that the kernel of the operator \((3.30)\) of the problem \((1.10)\) is finite-dimensional.

Note that it suffices to establish Theorem 4.1 for small \(\delta_0 \in (4.2)\); applying this result several times and increasing the index \(\beta_0\) each time, we prove the full version of Theorem 4.1 (see Remark 4.2 below). In what follows, we assume that \(\delta_0 > 0\) is sufficiently small but, of course, does not depend on \(\beta^1\).

4.2. Auxiliary constructions. Cover the region \(G\) by standard sets \(\xi^\theta\) and \(\Xi^\theta\) of several kinds; here \(\xi^\theta \subset \Xi^\theta\) and \(\partial \xi^\theta \cap \partial \Xi^\theta \subset \partial G\), and \(\theta\) runs over all various indices introduced below. First, we cut off the bounded parts \(\xi^c = G \cap \mathbb{B}_{2R}\) and \(\Xi^c = G \cap \mathbb{B}_{3R}\) of \(G\). Also, in the sector \(\mathbb{K}_R (\alpha_i)\) we take the sets
\[
\xi^{am} = \{x : 2^{m-3/4} < r < 2^{m+3/4}, |\varphi| < \alpha_1 \},
\]
\[
\Xi^{am} = \{x : 2^m - 1 < r < 2^{m+1}, |\varphi| < \alpha_2 \},
\]
where \(m \in \mathbb{N}\) and \(\alpha_i \in (0, \alpha)\) will be chosen later; clearly, \(\alpha_1 < \alpha_2 < \alpha\). The sets adjacent to the periodic curves \(\Gamma_R^\pm\) are defined as follows:
\[
\xi^{jm} = \{x : y_1^+ - 2R - j \in (-3/4, 3/4), 2H^0 > y_1^+ > H^\pm (y_1^+) \},
\]
\[
\Xi^{jm} = \{x : y_1^- - 2R - j \in (-1, 1), 3H^0 > y_1^- > H^\pm (y_1^-) \}.
\]

The size of these sets does not depend on \(j \in \mathbb{N}\), and the size along the axis \(y_1^\pm\) is measured in terms of the (unit) period of the functions \(H^\pm\); in addition, we assume that \(R > 1\) and \(H^0 > \max \{H^\pm (y_1) \mid y_1 \in [0, 1]\}\). The size of the sets \((4.4)\) is proportional to \(2^m\) and increases as \(m\) grows. Introduce the rectangles \(\xi^{mj^\pm}\) and \(\Xi^{mj^\pm}\) that also have the size \(O(2^m)\) and cover the regions \(\Sigma^\pm\) bordered by the rays \(\{x : y_1^\pm > R, y_2^\pm = 2H^0\}, \{x : r > R, \varphi = \pm \alpha_1\}\) and the circle \(\partial \mathbb{B}_R\). Small rectangles \(\xi^{mj^\pm}\) are lined up in the

---

\(^3\)Passage to the adjoint operator and increase of smoothness establish that the operator \((3.30)\) is Fredholm with a finite-dimensional cokernel provided the condition \((1.31)\) is satisfied and the pencil \((2.4)\) has no eigenvalues on the line \(\Lambda_{l-\beta}\) (cf. arguments in \((37)\)).
strips \( \{ x : 2^{m+3/4}H^0 > y_2^j > 2^{m-3/4}H^0 \} \); the size along the axis \( y_2^j \) is \( b H^0 2^m \) and the distance between the centers of neighboring rectangles is \( 3b H^0 2^{m-2} \), so that they overlap. The larger rectangle \( \Xi^{mj} \) is obtained from the smaller \( \xi^{mj} \) using homothety with coefficient \( 4/3 \) from the common center of these rectangles. The sets \( \xi^{mj} \) that are disjoint from \( \Sigma^\pm \) are not considered, and the number \( j \in \mathbb{N} \) increases as the distance from the axis \( y_2^j \) increases. The factor \( b > 0 \) and the angles \( \alpha_1, \alpha_2 \) can always be taken so that each of the families \( \{ \xi^j \} \) and \( \{ \Xi^j \} \) be a finite-multiplicity covering of the region \( G \).

These complicated constructions are needed to ensure special properties of coverings. If \( \xi^j, \Xi^j \) is one of the pairs of constructed sets, then on each of these sets, the following relations hold:

\[
0 < c_1 \leq \delta_{\Xi^j}^{-1} \rho(x) \leq c_2,
\]

\[
0 < C_1 \leq (1 + |x|)^{-1}(1 + |x_{\Xi^j}|) \leq C_2.
\]

Here \( \delta_{\Xi^j} \) and \( x_{\Xi^j} \) are the diameter and the center of mass of \( \Xi^j \), and the constants \( c_1 \) and \( C_1 \) can be taken the same for all elements of the covers. The change of coordinates

\[
\begin{align*}
    x & \mapsto \eta_{\Xi^j} = \delta_{\Xi^j}^{-1}(x - x_{\Xi^j})
\end{align*}
\]

transforms the sets \( \xi^j \) and \( \Xi^j \) into the standard sets \( \xi_{\Xi^j}^j \) of unit size; among these sets are sectors of an annulus (see formulas (4.3)), trapezoids with curved bases (see formulas (4.4)), rectangles, and compressed sets \( \xi^j \) and \( \Xi^j \). In coordinates \( \eta \) the system of equations and homogeneous boundary conditions in the problem (1.11) restricted to the region \( \Xi_{G} = \Xi^j \cap G \) and the arc \( \Xi^j \cap \partial G \) respectively, take the following form:

\[
\begin{align*}
    L(\nabla_{\eta_{\Xi^j}} u^{\eta_{\Xi^j}})(\eta_{\Xi^j}^*; \eta_{\Xi^j}^*) & = \delta_{\Xi^j}^2 f^{\eta_{\Xi^j}}(\eta_{\Xi^j}^*; \eta_{\Xi^j}^*), \quad \eta_{\Xi^j}^* \in \Xi_{G}^j; \\
    N(\nabla_{\eta_{\Xi^j}} u^{\eta_{\Xi^j}})(\eta_{\Xi^j}^*; \eta_{\Xi^j}^*) & = 0, \quad \eta_{\Xi^j}^* \in (\Xi^j \cap \partial G)^*;
\end{align*}
\]

where \( u^{\eta_{\Xi^j}} \) and \( f^{\eta_{\Xi^j}} \) are vector-valued functions \( u \) and \( f \) written using the variable \( \eta_{\Xi^j}^* \). Denote by \( \overline{u} \) the average of the vector-valued function \( u \) over the region \( \Xi^j \). Due to the structure of the operators (1.3) and (1.11) the difference \( u^{\eta_{\Xi^j}} - \overline{u} \) satisfies the same problem (4.7). By the Poincaré inequality

\[
\left\| u^{\eta_{\Xi^j}} - \overline{u} \right\|_{L_2(\Xi_{G}^j)} \leq c \left\| \nabla_{\eta_{\Xi^j}} u^{\eta_{\Xi^j}} \right\|_{L_2(\Xi_{G}^j)} = c \left\| \nabla_{\eta_{\Xi^j}^*} u^{\eta_{\Xi^j}^*} \right\|_{L_2(\Xi_{G}^j)};
\]

the local estimate of a solution of an elliptic system (see [38, 39]) can be written as follows:

\[
\begin{align*}
    \left\| \nabla_{\eta_{\Xi^j}^*} u^{\eta_{\Xi^j}} \right\|_{H^l(\Xi_{G}^j)}^2 & \leq \left\| u^{\eta_{\Xi^j}^*} - \overline{u} \right\|_{H^{l+1}(\Xi_{G}^j)}^2 \\
    & \leq c \left( \delta_{\Xi^j}^{4} \left\| f^{\eta_{\Xi^j}} \right\|_{H^{-1}(\Xi_{G}^j)}^2 + \left\| u^{\eta_{\Xi^j}^*} - \overline{u} \right\|_{H^{l}(\Xi_{G}^j)}^2 \right) \\
    & \leq c \left( \delta_{\Xi^j}^{4} \left\| f^{\eta_{\Xi^j}} \right\|_{H^{-1}(\Xi_{G}^j)}^2 + \left\| \nabla_{\eta_{\Xi^j}^*} u^{\eta_{\Xi^j}^*} \right\|_{L_2(\Xi_{G}^j)}^2 \right).
\end{align*}
\]

Returning to coordinates \( x \) and multiplying (4.8) by \( (1 + |x_{\Xi^j}|)^2(\beta-\gamma)\delta_{\Xi^j}^{2(\gamma-l-1)} \), we transform inequality (4.8) without its middle part into the following:

\[
\sum_{j=1}^{l+1} \left( 1 + |x_{\Xi^j}| \right)^2(\beta-\gamma)\delta_{\Xi^j}^{2(\gamma-l-1+j)} \left\| \nabla_{x} u \right\|_{L_2(\Xi_{G}^j)}^2 \leq c \left( \sum_{h=0}^{l+1} \left( 1 + |x_{\Xi^j}| \right)^2(\beta-\gamma)\delta_{\Xi^j}^{2(\gamma-l-1+h)} \left\| \nabla_{x} f \right\|_{L_2(\Xi_{G}^j)}^2 \right.
\]

\[
\left. + (1 + |x_{\Xi^j}|)^2(\beta-\gamma)\delta_{\Xi^j}^{2(\gamma-l)} \left\| \nabla_{x} u \right\|_{L_2(\Xi_{G}^j)}^2 \right).
\]
Due to relations (1.6), weight factors can be moved inside the $L_2$-norms of vector-valued functions $u$, $f$, and their derivatives. Taking into account all these changes we get the following inequality:

$$\sum_{j=1}^{l+1} \left\| (1 + r)^{\beta - \gamma} \rho^{\gamma - l - 1 + j} \nabla^2_x u; L_2(\mathbb{E}_1) \right\|^2$$

(4.9)

$$\leq c \left( \sum_{h=0}^{l-1} \left\| (1 + r)^{\beta - \gamma} \rho^{\gamma - l + h + 1} \nabla^h_x f; L_2(\mathbb{E}_1) \right\|^2 + \left\| (1 + r)^{\beta - \gamma} \rho^{\gamma - l} \nabla_x u; L_2(\mathbb{E}_1) \right\|^2 \right).$$

Since the local estimate was used for a finite number of "model" regions and the operator $L$ has constant coefficients outside the disc $B_R$, the factor $c$ in (4.9) can be taken the same for all elements of the covering. Let us sum up over all elements $\xi^\theta$ and recall the definition of the norm (1.20). Since the covering has finite multiplicity, we obtain the following inequality:

$$\left\| \nabla_x u; \mathfrak{N}^{l+1}_l(G) \right\|^2 \leq c \left( \left\| f; \mathfrak{N}^{l-1}_l(G) \right\|^2 + \left\| g; \mathfrak{N}^{l+1/2}_l(\partial G) \right\|^2 + \left\| \nabla_x u; \mathfrak{N}^0_1-l(G) \right\|^2 \right),$$

(4.10)

where the vector-valued function $g$ in the boundary condition in the problem (1.10) is so far assumed to be equal to zero. Let us emphasize that the finiteness of the right-hand side of (4.10) guarantees the finiteness of the left-hand side.

**Proposition 4.1.** Let $u \in \mathfrak{N}^{l+1}_l(G)$ be a solution of the problem (1.10) and

$$f \in \mathfrak{N}^{l-1}_l(G), \quad g \in \mathfrak{N}^{l+1/2}_l(\partial G)$$

for some $l \in \mathbb{N}$ and $\beta, \gamma \in \mathbb{R}$. Then $u \in \mathfrak{N}^{l+1}_l(G)$ and the estimate (4.10) holds.

**Proof.** We can make boundary conditions homogeneous by subtracting from a solution $u$ the vector-valued function $v \in \mathfrak{N}^{l+1}_l(G) \subset \mathfrak{N}^{l+1}_l(G)$ determined by Lemma 1.1 and satisfying the relations (1.25) and (1.26). $\square$

The next result (both the formulation and the proof) establishes the existence of a quasiparametrix $\mathfrak{R}$, i.e., a continuous linear mapping

$$\mathfrak{R} : \mathfrak{N}^{l+1}_l(G) \times \mathfrak{N}^{l+1/2}_l(\partial G) \rightarrow \mathfrak{N}^{l+1}_l(G)$$

such that the operator

$$\{L, N\} \mathfrak{R} - \mathbb{I} : \mathfrak{N}^{l-1}_l(G) \times \mathfrak{N}^{l+1/2}_l(\partial G) \rightarrow \mathfrak{N}^{l+1}_l(G) \times \mathfrak{N}^{l+1/2}_l(\partial G)$$

is continuous; here $\mathbb{I}$ is the identity map. We emphasize that the operator (4.12) cannot be a genuine parametrix for the operator (1.27) of the problem (1.10) since the imbedding of the right direct product of function spaces into the left one in formula (4.13) is not a compact operator.

**Proposition 4.2.** For each continuous vector-valued functions $u f, g$ there exists an element $u(\beta, \gamma)$ of the space $\mathfrak{N}^{l+1}_l(G)$ satisfying the inequality

$$\left\| u(f,g); \mathfrak{N}^{l+1}_l(G) \right\| + \left\| L u(f,g) - f; \mathfrak{N}^{l+1}_l(G) \right\|$$

$$+ \left\| N u(f,g) - g; \mathfrak{N}^{l+1/2}_l(\partial G) \right\|$$

(4.14)

$$\leq c \left( \left\| f; \mathfrak{N}^{l-1}_l(G) \right\| + \left\| g; \mathfrak{N}^{l+1/2}_l(\partial G) \right\| \right).$$
Proof. First of all, note that the boundary conditions in the problem (1.10) can be made homogeneous by using the vector-valued function \( v \in \mathcal{W}^{1,1}_\beta(G)^k \) from Lemma 1.21. By the construction of the coverings \( \{ \xi^\vartheta \} \) \( \{ \Xi^\vartheta \} \) there exist functions \( \chi^\vartheta \in C^\infty_c(\xi^\vartheta) \) and \( X^\vartheta \in C^\infty_c(\Xi^\vartheta) \) such that

\[
\chi^\vartheta X^\vartheta = \chi^\vartheta; \quad \| \nabla_x^p \chi^\vartheta(x) \| + \| \nabla_x^p X^\vartheta(x) \| \leq c_p \delta_x^p, \quad p \in \mathbb{N}_0; \quad \sum_{\vartheta} \chi^\vartheta = 1,
\]

for each element of the covering (the summation is over all indices \( \vartheta \)).

Let \( \chi^\vartheta \) be one of the elements of the partition of unity supported on the set \( \xi^\vartheta \). We pass to coordinates \( \eta^\vartheta \) and consider the system of differential equations (4.7) with homogeneous Neumann boundary conditions. Since this system is elliptic, general theory (see [38, 39]) yield a vector-valued function \( w^\vartheta \in H^{l+1}(\Xi^\vartheta)^k \) such that

\[
\| X^{\vartheta \bullet} w^\vartheta; H^{l+1}(\Xi^\vartheta) \|^2 + \| L X^{\vartheta \bullet} w^\vartheta - \delta_2^2 \chi^\vartheta f^{\vartheta \bullet}; H^{l}(\Xi^\vartheta) \|^2
\]

\[
+ \| N X^{\vartheta \bullet} w^\vartheta; H^{l+1/2}(\partial \Xi^\vartheta \cap \partial G)^* \|^2 \leq c \delta_x^4 \| X^{\vartheta \bullet} f^{\vartheta \bullet}; H^{l-1}(\Xi^\vartheta) \|^2,
\]

where, as before, the same constant \( c \) can be taken for all elements of the covering (of course, this is true for the constants \( c_p \) in (1.15) as well). The desired vector-valued function \( u^{(f,0)} \) equals the sum of products \( X^{\vartheta} w^\vartheta \) constructed for each index \( \vartheta \). Using the same computations that allowed us to transform the estimate (4.8) into inequality (4.10), taking into account relations (4.14), and we can obtain formula (4.14) simplified in the case of \( g = 0 \) by processing and adding together inequalities (4.10). Certain differences that occur in considering the last summand in (4.16) are discussed in the next remark. 

\[\square\]

Remark 4.1. If the support of the function \( z \in \mathcal{W}^{1,1}_\beta(G) \) lies in the \( d \)-neighborhood of the boundary \( \partial G \) where, according to definition (1.21), we have \( 1 \leq \rho(x) \leq c(d) \), then the norm (1.20) is equivalent to the Sobolev norm \( \|(1 + r^2)^{(\beta-\gamma)/2} z; H^l(G)\| \) (cf. Lemma 1.11). Therefore, for \( l \in \mathbb{N} \) the trace of the function \( z \) on the curve of \( G \) exists and is characterized by the norm \( \|(1 + r^2)^{(\beta-\gamma)/2} z; H^{l-1/2}(\partial G)\| \). The norm in the Sobolev–Slobodetskii space \( H^{l-1/2}(\partial G) \) can be defined by the formula

\[
\| Z; H^{l-1/2}(\partial G) \| = \sum_{j=0}^{l-1} \| \partial_s^j Z; L_2(\partial G) \|
\]

\[
+ \left( \int_{\partial G} \int_{\{\sigma \in \partial G; |s - \sigma| < d\}} \| \partial_s^{l-1} Z(s) - \partial_{\sigma}^{l-1} Z(\sigma) \| \frac{ds \, d\sigma}{|s - \sigma|^2} \right)^{1/2},
\]

where \( d \) is a positive constant (it can be chosen arbitrarily), \( s \) is the arc length, and \( |s - \sigma| \) is the distance between the points with coordinates \( s \) and \( \sigma \) along the line \( \partial G \). Using formula (4.17) and the middle inequality in (4.14), it is clear that the following norms (which arose in the verification of Proposition 4.2) are equivalent:

\[
\left( \sum_{\vartheta} \| (1 + r^2)^{(\beta-\gamma)/2} N X^{\vartheta} w^\vartheta; H^{l+1/2}(\partial \Xi^\vartheta \cap \partial G) \|^2 \right)^{1/2}
\]

\[
\sim \| (1 + r^2)^{(\beta-\gamma)/2} N \sum_{\vartheta} X^{\vartheta} w^\vartheta; H^{l+1/2}(\partial G) \|.
\]

Notice also that since the principal part of the operator

\[ u \mapsto N^{\beta-\gamma}(x, \nabla x) u(x) = (1 + r^2)^{(\gamma - \beta)/2} N(x, \nabla x) \left( (1 + r^2)^{(\beta-\gamma)/2} u(x) \right) \]
is the same as the principal part of the operator (1.11) of the Neumann boundary conditions, the pair \(\{L, N^{\beta-}\gamma\}\) is a Dirichlet system on \(\partial G\), and Lemma (1.1 2) follows, for example, from the results of [10] Chapter 2.

4.3. Reduction to the model problem in the sector. Let \(u \in \mathfrak{Y}^{\beta_1,0} (G)\) be a solution of the problem (1.10) with right-hand sides satisfying (1.11), where \(\beta = \beta^2\) and the indices \(\beta_1, \beta^2\) and \(\gamma, l\) satisfy the hypotheses of Theorem (4.1). Also, let \(u^{(f,g)} \in \mathfrak{Y}^{\beta_1,1} (G)\) be a vector-valued function obtained using Proposition (4.2). By (1.14), the difference \(u^1 = u - u^{(f,g)}\) satisfies the problem (1.10) with the new right-hand sides
\[
(4.18) \quad f^1 \in \mathfrak{Y}^{\beta_1,1,\gamma+1}_\gamma (G)^k, \quad g^1 \in \mathfrak{Y}^{\beta_1,1/2}_\gamma (\partial G)^k.
\]
Since \(\beta^2 > \beta_1\), inclusions (4.18) remain valid if we replace \(\beta^2\) with \(\beta_1\). Therefore, Proposition (4.1) implies that \(u^1 \in \mathfrak{Y}^{\beta_1,2,0}_\gamma (G)^k\). Repeating this procedure, we obtain a solution \(u^2\) of the same problem with the right-hand sides \(f^2\) and \(g^2\) belonging to the spaces in (4.18), with indices \(\beta^2, \gamma\), and \(l\) again increased by 1. Also, we have \(u^2 \in \mathfrak{Y}^{\beta_1,3,0}_\gamma (G)^k\). Repeating this procedure, we can increase the indices by an arbitrary given number \(N \in \mathbb{N}\), and the norms of the new solutions and new right-hand sides will not exceed a constant multiplied by the sum of the old norms. Since in Theorem (4.1) we are allowed to include the term \(u^{(f,g)} \in \mathfrak{Y}^{\beta_1,1}_\gamma (G)^k\) and similar terms to the asymptotic remainder, we can assume from the very beginning that
\[
u \in \mathfrak{Y}^{l+1+N,0}_\beta \gamma (G)^k, \quad f \in \mathfrak{Y}^{l-1+N}_\beta \gamma+1 (G)^k, \quad g \in \mathfrak{Y}^{l+1+N-1/2}_\beta \gamma+1, \gamma+1 (\partial G)^k.
\]
Furthermore, multiplying the solution \(u\) by a cut-off function \(\chi_\infty\), we can ensure that the vector-valued functions \(f = Lu, g = Nu, u\) vanish inside the circle \(\mathbb{B}_R\). None of these transformations violates the hypotheses of Theorem (4.1).

We can assume without loss of generality (cf. Remark (1.1)) that the sector \(K_R\) lies inside the set (1.1). Denote by \(u^\pm\) the restriction of the solution \(u\) to the sides \((\partial K)^\pm\) of the sector (we recall that these restrictions vanish for \(r > 2R\)). Since \(\nabla u \in \mathfrak{Y}^{l+N}_\beta \gamma+1 (G)^k\), Lemma (1.1 1) and a simple imbedding theorem show that
\[
(1 + r^2)\beta^{-1/2}(\partial u^\pm / \partial y_1^\pm) \in H^{l+N-1/2}((\partial K)^\pm)^k \subset H^{l+N-1}((\partial K)^\pm)^k.
\]
(4.19) The norms of the derivative \(\partial u^\pm / \partial y_1^\pm\) in these spaces, hence also the same norms of the vector-valued function
\[
N^\pm (\nabla u) u^\pm = D(u^\pm)^T A D(u^\pm) (\partial u^\pm / \partial y_1^\pm) u^\pm
\]
(cf. formulas (2.20) and (2.20)) are bounded from above by \(c \|u; \mathfrak{Y}^{l+1+N,0}_\beta \gamma+1, \gamma+1 (G)\|\). Therefore, Lemma (1.1 2) shows that there exists a vector-valued function \(v^\pm\) supported on the set
\[
\{x \in K : \text{dist}(x, (\partial K)^\pm) \leq d, r > 3R/2\},
\]
such that
\[
N^\pm (\nabla u) u^\pm = N^\pm (\nabla v) v^\pm (\partial K)^\pm, \quad \|
(1 + r^2)^\beta^{-1/2} v^\pm; H^{l+N} (K)\| \leq c \|v; \mathfrak{Y}^{l+1+N}_\beta \gamma+1, \gamma+1 (G)\| \leq c \|u; \mathfrak{Y}^{l+1+N,0}_\beta \gamma+1, \gamma+1 (G)\|.
\]
(4.20) The constants \(c\) and the functions \(v^\pm\) depend on the chosen size \(d > 0\).
Consider the sum

\[(4.21) \quad \mathcal{U}(x) = (1 - \chi_d(x)) \left( u(x) - \sum_{\pm} \chi^\pm(\varphi) u^\pm(y_1^\pm) \right) + \sum_{\pm} \left( \chi^\pm(\varphi) u^\pm(y_1^\pm) - v^\pm(x) \right), \]

where \( \chi^\pm \) are cut-off functions used in (2.11), and the cut-off function \( \chi_d \in C^\infty(K) \) equals 1 in the \( (d/2) \)-neighborhood \( V_{d/2} \) of the boundary \( \partial K \) and vanishes outside the \( d \)-neighborhood \( V_d \). Using the first relation in (4.20), we obtain the equality \( N_u^\pm(\nabla_x) \mathcal{U} = 0 \) on \( \partial K \).

Let us transform the summands in the expression

\[(4.22) \quad F = L(\nabla_x) \mathcal{U} = (1 - \chi_d) f - L(\nabla_x) \chi_d \left( u - \sum_{\pm} \chi^\pm u^\pm \right)
- \sum_{\pm} L(\nabla_x) v^\pm + \chi_d \sum_{\pm} L(\nabla_x) u^\pm \]

to verify that this expression belongs to the space \( \mathcal{O}_{\beta^2,\gamma^2}(\mathbb{K}) \) with the norm defined by (2.40). Here

\[(4.23) \quad \gamma^2 = \gamma + \beta^2 - \beta^1, \]

and the number \( \delta_\beta \) in (4.1) is chosen to be so small that both indices \( \gamma \) and \( \gamma^2 \) satisfy (1.31).

By the definition of the cut-off function \( \chi_d \), on the support \( \text{supp}(1 - \chi_d) \) we have

\[(4.24) \quad \theta \geq c_d(1 + r)^{-1},
\quad c_d\theta \leq (1 + r)^{-1} \rho \leq C_d \theta. \]

Therefore, formulas (1.20) and (2.40) for the weight norms, together with the condition \( \gamma > \gamma^2 \), yield

\[
\left\| (1 - \chi_d) f; \mathcal{O}_{\beta^2,\gamma^2}(\mathbb{K}) \right\| \leq c \left\| f; \mathcal{O}_{\beta^2,\gamma^2}(\mathbb{K} \setminus V_{d/2}) \right\|
\leq c \left\| f; \mathcal{O}_{\beta^2,\gamma^2}(\mathbb{K}) \right\| \leq c \left\| f; \mathcal{O}_{\beta^2,\gamma^2}(G) \right\|.
\]

The third and the fourth summands on the right-hand side of (4.22) are transformed using relations (1.10) and (4.20). Let \( \xi_{\#}^{m_0 \pm} \in K \) be two rectangles of the same size such that their sides \( \xi_{\#}^{m_0 \pm} \) are adjacent to the rays \( \{ x : r > R, \varphi = \pm \alpha \} \), respectively, and the rectangles themselves cover the supports of the vector-valued functions \( \chi_d u^\pm \) and \( v^\pm \) (cf. the construction of covers in 4.2); here \( m \in \mathbb{N} \). Also let \( r_m \) be the distance between the vertex of the sector and the midpoint of the interval \( \xi_{\#}^{m_0 \pm} \). For \( x \in \xi_{\#}^{m_0 \pm} \) we have the relations (similar to (4.6)) \( c_1 r \leq r_m \leq c_2 r \) and \( 0 \leq \theta \leq c_0 r_m^{-1} \) with positive constants \( c_j \). Therefore, taking into account the bounds for the norms of the derivative \( \partial u^\pm / \partial y_1^\pm \).
for $N = 2$ (mentioned after formula (4.19)), we obtain the following chain of inequalities:

\[
\|\chi_d L(\nabla x)u^\pm; \mathcal{Q}^{l-1}_{\beta^2, \gamma^2}(K)\|^2
\]

\[
\leq c \sum_{m=1}^{\infty} \sum_{l=0}^{\infty} \int_{\xi^0 \pm} r^{2(\beta^2 - l + 1 + p)} \vartheta^2(\gamma^2 - l + 1 + p) \bigg| \frac{\partial^2 u^\pm}{\partial y_{1}^1} \bigg|^2 \, dx
\]

\[
\leq c \sum_{m=1}^{\infty} \sum_{l=0}^{\infty} \int_{c/r_m}^{c_{0}/r_m} \vartheta^2(\gamma^2 - l + 1 + p) r_m \, d\theta
\]

\[
\times \left\| (1 + r^2)^{2(\beta^2 - 1) - 1} \frac{\partial^2 u^\pm}{\partial y_{1}^1} ; C_l^{-1}(\xi^0 \pm) \right\|^2
\]

\[
\leq c \sum_{m=1}^{\infty} \int_{c/r_m}^{c_{0}/r_m} \vartheta^2(\gamma^2 - l + 1 + p) r_m \, d\theta
\]

\[
\sum_{p=0}^{\infty} \int_{\xi^p \pm} \vartheta^2(\gamma^2 - l + 1 + p) \left| \sum_{l=0}^{\infty} \left( \frac{\partial^2 u^\pm}{\partial y_{1}^1} \right) \right|^2 \, dx
\]

(4.25)

We emphasize that the exponent $2(\beta^2 + \gamma - 1 - \gamma^2)$ of the variable $r_m$ vanishes due to (1.23), and the integrals in the variable $\theta$ converge due to the restriction (1.31) for the index $\gamma^2$.

Similarly, using the estimate in (4.20) in the case $N = 2$, we obtain the following chain of inequalities:

\[
\| L(\nabla x)u^\pm; \mathcal{Q}^{l-1}_{\beta^2, \gamma^2}(K)\|^2
\]

\[
\leq c \sum_{m=1}^{\infty} \sum_{l=0}^{\infty} \int_{\xi^0 \pm} r^{2(\beta^2 - l + 1 + p)} \vartheta^2(\gamma^2 - l + 1 + p) |\nabla p^\pm v^\pm(x)|^2 \, dx
\]

\[
\leq c \sum_{m=1}^{\infty} \sum_{l=0}^{\infty} \int_{c/r_m}^{c_{0}/r_m} \vartheta^2(\gamma^2 - l + 1 + p) r_m \, d\theta
\]

\[
\times \left\| (1 + r^2)^{2(\beta^2 - 1) - 1} v^\pm ; C_l^{-1}(\xi^0 \pm) \right\|^2
\]

\[
\leq c \sum_{m=1}^{\infty} \int_{c/r_m}^{c_{0}/r_m} \vartheta^2(\gamma^2 - l + 1 + p) \left| \sum_{l=0}^{\infty} \left( \frac{\partial^2 u^\pm}{\partial y_{1}^1} \right) \right|^2 \, dx
\]

(4.26)

To estimate the second summand on the right-hand side of (4.22) we need an auxiliary result. Note that this summand contains the commutator $[L, \chi_d] = L\chi_d - \chi_d L$ and the supports of entries of a first order matrix differential operator belong to the set $K \cap (V_d \setminus V_{d/2})$ where, according to (1.21), we have

(4.27)

\[
1 \leq \rho(x) \leq C, \quad 0 < c \leq (1 + r) \theta \leq C.
\]

Lemma 4.1. We have

(4.28)

\[
\left\| u - \sum_{\pm} \chi_\pm a_\pm; \mathcal{Q}^{l+1}_{\beta^2, \gamma}(K \cap (V_d \setminus V_{d/2})) \right\| \leq c \left\| u; \mathcal{Q}^{l+1,0}_{\beta^2, \gamma}(K) \right\|
\]

Proof. Taking into account (4.20) and the above-mentioned facts concerning the norms of the vector-valued function (1.19), we conclude that it suffices to estimate the integral

(4.29)

\[
\int_{K \cap (V_d \setminus V_{d/2})} r^{2(\beta^2 - l + 1)} \vartheta^2(\gamma - l + 1) \left| u(x) - \sum_{\pm} \chi_\pm(\varphi) u^\pm(y_1^\pm) \right|^2 \, dx,
\]
occuring, according to formula (2.40), on the left-hand side of (4.24), in terms of the integral

\[(4.29) \quad \int_{0}^{\infty} \int_{-\infty}^{\infty} (1 + r)(1 + r\theta)^{2(\gamma - l)} \left| \frac{\partial u}{\partial \varphi} \right|^2 \, d\varphi \, dr,
\]

occuring, in view of formula (4.29), on the right-hand side. Since the factor \(1 + (1 + r\theta)^{2(\gamma - l)}\) can be deleted from the integrand in (4.29) after reducing the domain of integration with respect to \(\varphi\) to the union of intervals \(-\alpha, -\alpha + C(1 + r)^{-1}\) and \((\alpha - C(1 + r)^{-1}, \alpha)\), we obtain the required estimate from the following version of the Hardy inequality:

\[
\int_{0}^{\theta_0} \theta^{-2} |V(\theta) - V(0)|^2 \, d\theta \leq 4 \int_{0}^{\theta_0} \left| \frac{dV}{d\theta}(\theta) \right|^2 \, d\theta, \quad V \in H^1(0, \theta_0), \, \theta_0 > 0.
\]

Indeed, this inequality implies that the integral in (4.29) bounds from above the sum

\[c \sum_{\pm} \int_{0}^{\infty} (1 + r)^{2(\beta - \gamma - 1)} \int_{\pm\alpha \pm C(1 + r)^{-1}} \theta^{-2} |u(x) - u^\pm(y^\pm_k)|^2 \, d\varphi \, dr,
\]

which, in turn, is larger than the integral (4.28) multiplied by a positive constant. We emphasize that inequalities (4.26) allow for a change of factors \(\theta\) to factors \(1 + r\) and back, in formula (4.28). \(\square\)

Now we complete the verification of the fact that \(\mathfrak{F} \in \mathfrak{H}_{\beta, \gamma, \rho}^{-1}(G)^k\). We have

\[
\left\| [L(\nabla_x), \chi_d] \left( u - \sum_{\pm} \chi^\pm u^\pm \right) : \mathfrak{H}_{\beta, \gamma, \rho}^{-1}(\mathcal{K} \cap (\mathcal{V}_d \setminus \mathcal{V}_{d/2})) \right\|^2 \\
\leq c \sum_{l=0}^{l-1} \int_{\mathcal{K} \cap (\mathcal{V}_d \setminus \mathcal{V}_{d/2})} r^{2(\beta^2 - l + 1 + p)} g^2(\gamma^2 - l + 1 + p) \left| \nabla_p L(\nabla_x), \chi_d \right| \left( u - \sum_{\pm} \chi^\pm u^\pm \right) \, dx \\
\leq c \sum_{q=0}^{q+1} \int_{\mathcal{K} \cap (\mathcal{V}_d \setminus \mathcal{V}_{d/2})} r^{2(\beta^2 - \gamma^2 - l + 1 + p)} g^2(\gamma^2 - l + 1 + p) \left| \nabla_p^2 \left( u - \sum_{\pm} \chi^\pm u^\pm \right) \right|^2 \, dx \\
\leq c \sum_{q=0}^{q+1} \int_{\mathcal{K} \cap (\mathcal{V}_d \setminus \mathcal{V}_{d/2})} r^{2(\beta - l + 1 + q)} g^2(\gamma^2 - l + 1 + q) \left| \nabla^2 \left( u - \sum_{\pm} \chi^\pm u^\pm \right) \right|^2 \, dx \\
= c \left\| u - \sum_{\pm} \chi^\pm u^\pm : \mathfrak{H}_{\beta, \gamma, \rho}^{q+1}(\mathcal{K} \cap (\mathcal{V}_d \setminus \mathcal{V}_{d/2})) \right\|^2.
\]

Here again we have used relations (4.26) and (4.22).

Let us show that for some \(\sigma \leq \beta\) the vector-valued function \(\Phi\) belongs to the subspace \(\mathfrak{H}_{\sigma, \gamma}^{-1}(K)^k\). Due to the inequalities \(\gamma > \gamma^2, \sigma \leq \beta^2\), and relations (4.24) on the support of the cutoff \(1 - \chi_d\), the first summand on the right-hand side in (4.21) lies in the spaces

\[(4.30) \quad \mathfrak{H}_{\beta, \gamma, \rho}^{l+1}(K)^k \subset \mathfrak{H}_{\beta, \gamma, \rho}^{l+1.0}(K)^k \subset \mathfrak{H}_{\sigma, \gamma}^{l+1.0}(K)^k.\]
The following computations, mainly repeating (4.25), show that the summands \( u^\pm \) belong to the same spaces \((1.20)\):

\[
\left\| u^\pm; \mathcal{H}^{l,\pm,0}(K) \right\|^2 \\
\leq c \sum_{m=1}^{\infty} \sum_{p=0}^{l+1} \left\| \nabla_{\xi}^p u^\pm; C^0(\xi^{m0\pm}) \right\|^2 \int_{\xi^{m0\pm}} r^{2(\beta^l - l - 1 + p)} \theta^{2(\gamma^2 - l - 1 + p + \delta_{p,0})} \, dx
\]

\[
\leq c \sum_{m=1}^{\infty} \left\| (1 + r^2)^{(\beta^l - \gamma)/2} u^\pm; H^{l+3}(\xi^{m0\pm}) \right\|^2 \\
\times \sum_{\mu=0}^{l+1} \int_{\mu}^{\infty} r^{2(\beta^l - l - 1 + p - 1 + \delta_{p,0})} \theta^{2(\gamma - \beta)} \, dr
\]

\[
\leq c \left\| (1 + r^2)^{(\beta^l - \gamma)/2} u^\pm; H^{l+3}(K) \right\|^2 
= c \left\| u; \mathcal{H}^{l+3,0}\beta^l\gamma^2+2,\gamma+2(G) \right\|.
\]

Note that the total exponent of the power of \( r_m \) under the summation sign equals \( 2(\gamma - \gamma^2 - \delta_{p,0}) \) and turns out to be negative. For the remaining terms in \((4.21)\) we have

\[
\left\| \chi^\pm u^\pm; \mathcal{H}^{l,\pm,0}(K) \right\|^2 \\
\leq c \left\| (1 + r^2)^{(\beta^l - \gamma)/2} u^\pm; C^{l+1}(\partial K) \right\|^2 \\
\times \sum_{p=0}^{l+1} \int_{r}^{\infty} r^{2(\sigma - l - 1 + p - \beta^l + 1 + 1)} \theta^{2(\gamma^2 - l - 1 + p + \delta_{p,0})} \, d\theta.
\]

The integrals over the arc \( \Upsilon = (-\alpha, \alpha) \) converge due to condition \((4.31)\) for the index \( \gamma^2 \). The integral over the ray \((R, +\infty)\) can be made convergent by the appropriate choice of \( \sigma \). Comparing the definition of the norms \((1.20)\) and \((1.29)\), we see that

\[
u \in \mathcal{H}^{l+3,0}\beta^l\gamma^2+2,\gamma+2(G) \subset \mathcal{H}^{l+3,0}\beta^l\gamma^2+1,\gamma+2(G),
\]

Therefore, similarly to the relation \((4.10)\), the norm on the right-hand side of \((4.31)\) does not exceed \( c \left\| u; \mathcal{H}^{l+3,0}\beta^l\gamma^2+2,\gamma+2(G) \right\| \). Finally, the vector-valued function \( \mathcal{U} \) belongs to the class \( H^{l+1}(K) \), and hence satisfies the integral identity \((2.32)\) in which the substitutes \( u \mapsto \mathcal{U} \) and \( f \mapsto \mathcal{F} \) are made.

Thus, we have verified that \( \mathcal{U} \in \mathcal{H}^{l+3,0}(K) \) and \( \mathcal{F} \in \mathcal{H}^{l+3,0}(K) \). Since \( \mathcal{U} \) and \( \mathcal{F} \) vanish inside the circle \( \mathbb{B}_R \), the assumptions of Theorem \((2.2)\) are satisfied with the role of indices \( \beta^l \), \( \beta^l \), and \( \gamma \) played by \( \sigma \), \( \beta^l \), and \( \gamma^2 \), respectively. Therefore, the vector-valued function \( \mathcal{U} \) admits representation \((2.28)\), i.e.,

\[
\mathcal{U}(x) = \chi_{\text{in}}(r) \sum_{\mu=0}^{l} c_{\beta^l m \mu} U^{l,\mu}(x) + \mathcal{U}(x), \quad \mathcal{U}(x) \in \mathcal{H}^{l+3,0}(K).
\]

Here the summation is over the eigenvalues of the pencil \((2.4)\) between the lines \( \Lambda_{l-\beta^l} \) and \( \Lambda_{l-\beta^l} \); however, the line \( \Lambda_{l-\sigma} \) should be replaced by the line \( \Lambda_{l-\beta^l} \) because the coefficients \( c_{\beta^l m \mu} \) vanish in the case

\[
l - \sigma > \text{Re} \lambda_q > l - \beta^l.
\]

Indeed, in the representation \((2.32)\) restricted to the region

\[
K_R^1 = \{ x : r > R, |\varphi| < \alpha \},
\]

the left-hand side coincides with the original solution \( u \in \mathcal{V}^{l+1,0}(K_R) \), and the asymptotic remainder \( \mathcal{U} \) belongs to the Kondrat’ev space \( \mathcal{V}^{l+1,0}(K_R) \), but the polynomial-logarithmic
solutions (4.35) corresponding to the eigenvalues \( \lambda_q \) in formula (4.33) do not lie in either of these spaces. On the other hand, since the eigenfunctions \( \Phi_i^{\lambda_j}(x) \) of the elliptic problem (2.4) cannot vanish identically on the arc \( (-\alpha_1, \alpha_1) \) of positive length, the only remaining possibility is \( c^{j,p} = 0 \).

Due to the choice of the cut-off function \( \chi_d \) and the correcting summands \( v^\pm \), the vector-valued function (4.21) coincides with the solution \( u \) at least on the set \( \omega_R^1 \), i.e., on the sector with parabolic cuts (see formula (1.2)). Following recommendations in 3.2, we include the blocks (3.17) in the asymptotic expansion and rewrite the representation (4.21) as follows:

\[
(4.34) \quad u(x) = \chi_\infty(r) \sum c^{j,p}_r U^{j,p}_r(x) + \tilde{u}_0(x) + \tilde{u}^2(x), \quad x \in \omega_R^0.
\]

Here the first part of the remainder \( \tilde{u}_0 = U \) satisfies (4.32), and the second part

\[
(4.35) \quad \tilde{u}^2 = -\chi_\infty \sum c^{j,p}_r U^{j,p}_r(x)
\]

belongs to the space \( \mathfrak{U}^{l+1,1}(\omega_R)^k \) for each \( \mu \in \mathbb{R} \) since the \( \mathcal{V}^{j,p,\pm}(y^\pm, \log r) \) decrease exponentially as \( y_2^\pm \to +\infty \).

4.4. The estimate of the remainder near the asymptotic boundary. Our immediate goal is to show that formula (4.34) yields an asymptotic expansion of the solution \( u \) on the set \( G_R \setminus \omega_R^0 = G_R^R \cup G_R^L \) as well, where \( G_R^R = \{ x \in G_R : y_2^+ < a_\pm(y_1^-)^4 \} \). The difference

\[
(4.36) \quad \tilde{u}(x) = u(x) - \chi_\infty(r) \sum c^{j,p}_r U^{j,p}_r(x)
\]

satisfies the following mixed boundary value problem:

\[
(4.37) \quad L(x, \nabla_x) \tilde{u}(x) = f^\pm(x), \quad x \in \Gamma_R^\pm; \quad N(x, \nabla_x) \tilde{u}(x) = g^\pm(x), \quad x \in \Gamma_R^\pm; \\
\tilde{u}(x) = 0, \quad x \in \partial G_R^R \cap \partial B_R; \quad \tilde{u}(x) = \tilde{u}_0(x) + \tilde{u}^2(x), \quad x \in \partial G_R^R \setminus \big( \Gamma_R^\pm \cup \partial B_R \big).
\]

In 3.2 we have shown that the new right-hand sides \( f^\pm \) and \( g^\pm \) in the problem (4.37), i.e., the previous \( f \) and \( g \) perturbed by mismatches of the subtrahend in (4.36), belong to the spaces \( \mathfrak{U}^{l+1,0}(G)^k \) and \( \mathfrak{U}^{l-1/2}(\partial G)^k \), respectively. Therefore, to apply the next lemma, it remains to understand the properties of the remainders \( \tilde{u}_0 \) and \( \tilde{u}^2 \).

**Lemma 4.2.** Suppose \( l - \gamma > 0 \) is small and \( \tilde{u} \in \mathfrak{U}^{l+1,0}(G)^k \) is a solution of the problem (4.37) with right-hand sides

\[
(4.38) \quad f^\pm \in \mathfrak{U}^{l,\pm,0}(G)^k, \quad g^\pm \in \mathfrak{U}^{l-1/2}(\partial G)^k, \\
\tilde{u}_0 + \tilde{u}^2 = \tilde{u}_0, \quad x \in \partial G_R^R \setminus \big( \Gamma_R^\pm \cup \partial B_R \big), \quad \tilde{u}_0 \in \mathfrak{U}^{l,0}(G)^k.
\]

If \( s \in (0, \beta^2 - \beta^0] \), we have \( \tilde{u} \in \mathfrak{U}^{l,0}(G_R^\pm)^k \) and the norm \( \| \tilde{u} \| \mathfrak{U}^{l,0}(G_R^\pm)^k \) does not exceed a constant multiplied by the sum of the norms of the vector-valued functions (4.38) in these spaces.

**Proof.** We introduce the weight function

\[
(4.39) \quad R(x) = \begin{cases} 
(1 + \varepsilon^2 r^2)^{(\beta^0 - l)/2} \left( (1 + r^2)^{-1} + (\alpha - |\varphi|)^{l/2} \right), & r \leq t; \\
(1 + \varepsilon^2 r^2)^{N/2} (1 + \varepsilon^2 r^2)^{(\beta^0 - l - N)/2} \left( (1 + r^2)^{-1} + (\alpha - |\varphi|)^{l/2} \right), & r \geq t,
\end{cases}
\]

with piecewise smooth derivatives, which depends on three parameters: the small parameter \( \varepsilon \) and the large parameter \( N \) will be chosen later, and the parameter \( t > R \) grows unboundedly. Let us emphasize that (4.39) is equivalent to the weight factor at
the gradient \( \nabla_x \tilde{u} \) in the norm \( \| \tilde{u} \|_{W_0^{1,0}}(G) \) (see definitions (12.29) and (12.31)). The following “key” inequality is satisfied:

(4.40) \[ |\nabla_x \mathcal{R}(x)| \leq c (\varepsilon^{1-s} + |\gamma - l|) (r^s + r |\alpha - |\varphi||)^{-1} \mathcal{R}(x), \quad x \in G^\pm_R. \]

Indeed, we have

(4.41) \[
\mathcal{R}(x)^{-1}|\nabla_x \mathcal{R}(x)| \leq c \left\{ \frac{\varepsilon^2 r}{1 + \varepsilon^2 r^2} + |\gamma - l| \left( \frac{r}{(1 + r^2)^2} + \frac{1}{r} |\alpha - |\varphi|| \right) \right\} \left( (1 + r^2)^{-1} + (\alpha - |\varphi|)^2 \right)^{-1}.
\]

By the definition of the sets \( G^\pm_R \) we have

(4.42) \[ 0 \leq r^{1-s} |\alpha - |\varphi|| \leq C, \quad x \in G^\pm_R. \]

Therefore, the first term in braces in (4.41) does not exceed

\[ \frac{\varepsilon^{1+s} r^{1+s}}{1 + \varepsilon^2 r^2} \varepsilon^{1-s} r^{-s} \leq c \varepsilon^{1-s} (r^s + r |\alpha - |\varphi||)^{-1}. \]

The conditions \( s \in (0, 1) \) and \( r \geq R \) make the formula

\[ \frac{r}{(1 + r^2)^2} \left( (1 + r^2)^{-1} + (\alpha - |\varphi|)^2 \right)^{-1} \leq \frac{r}{1 + r^2} \leq c \frac{r^{-s}}{r^s + r |\alpha - |\varphi||} \]

obvious. Finally, using simple algebraic transformations, we deduce the formula

\[ r^{-1} |\alpha - |\varphi|| \left( (1 + r^2)^{-1} + (\alpha - |\varphi|)^2 \right)^{-1} \leq c \frac{r^{-s}}{r^s + r |\alpha - |\varphi||} \]

again from (4.42). Verification of the inequality (4.40) is completed.

The vector-valued function \( \tilde{u} \) satisfies the following integral identity:

(4.43) \[
\left( AD(\nabla_x) \tilde{u}, D(\nabla_x) \phi \right)_{G^+_R} = (f^\pm, \phi)_{G^+_R} + (g^\pm, \phi)_{r^+_R} + \left( AD(\nabla_x) \tilde{u}^0, D(\nabla_x) \phi \right)_{G^+_R},
\]

where \( \phi \in C_c^\infty(G^\pm_R \cap \Gamma^\pm_R)^k \) is a smooth test function with compact support vanishing near the set where the Dirichlet conditions (4.37) are imposed. Now we substitute the product \( \mathcal{R} V \), where \( V = \mathcal{R}(\tilde{u} - \tilde{u}^0) \), in (4.43) instead of \( \phi \). If the number \( N \) in definition (4.39) is chosen to be sufficiently large, then all integrals in (4.43) converge by the hypotheses of the lemma, which justifies the above substitution: one must approximate \( \tilde{u} \) in the norm of the space \( W_0^{1,0} \gamma - l(G) \) and pass to the limit. We present simple transformations, which were already used in (2.27):

\[
\left( AD(\nabla_x)(\tilde{u} - \tilde{u}^0), D(\nabla_x) \mathcal{R} V \right)_{G^+_R} = \left( AD(\nabla_x)(\tilde{u} - \tilde{u}^0), D(\nabla_x) V \right)_{G^+_R} + \left( AD(\nabla_x)(\tilde{u} - \tilde{u}^0), R^{-1}[D(\nabla_x), \mathcal{R}] V \right)_{G^+_R}
\]

(4.44) \[
= \left( AD(\nabla_x)V, D(\nabla_x) V \right)_{G^+_R} + \left( AD(\nabla_x)V, R^{-1}[D(\nabla_x), \mathcal{R}] V \right)_{G^+_R} - \left( AD(\nabla_x)V, R^{-1}[D(\nabla_x), \mathcal{R}] V \right)_{G^+_R}.
\]

Here \( [D(\nabla_x), \mathcal{R}] = D(\nabla_x) \mathcal{R} \) is a matrix-valued function for which the desired estimate of its module follows from inequality (4.40).

Relations (4.41) and (4.40), together with the weight Korn inequality

(4.45) \[
\| \nabla_x V; L_2(G^+_R) \| \| (r^s + r |\alpha - |\varphi||)^{-1} V; L_2(G^+_R) \| \leq c \| D(\nabla_x) V; L_2(G^+_R) \|^2
\]
(to be verified below) show that for small (fixed) \( \varepsilon \) and \( l - \gamma \) we have the estimate
\[
(\mathbf{AD} (\nabla_x) V, D(\nabla_x) V)_{G_0^+} \leq c \left( \left\| (\mathcal{R} f^\pm, V)_{G_0^+} \right\| + \left\| (\mathcal{R} g^\pm, V)_{G_0^+} \right\| \right)
\]
\[
(4.46) \leq c \left\| D(\nabla_x) V ; L_2(\Gamma_0^+) \right\| \left\{ \left\| (r^s + r |\alpha - |\varphi||) \mathcal{R} f^\pm ; L_2(\Gamma_0^+) \right\| + \left\| r^{s/2} \mathcal{R} g^\pm ; L_2(\Gamma_0^+) \right\| \right\}.
\]

Here we have used the trace inequality
\[
\left\| r^{-s/2} V ; L_2(\Gamma_0^+) \right\| \leq c \left( \left\| D(\nabla_x) V ; L_2(G_0^+) \right\| + \left\| (r^s + r |\alpha - |\varphi||)^{-1} V ; L_2(G_0^+) \right\| \right),
\]
which can be easily proved using the classical scheme \( \text{[11]} \). The expression in braces on the right-hand side of \( (4.46) \) does not exceed the sum of norms of vector-valued functions \( (4.38), (1.20), (1.21), \text{Lemma 1.1), and the condition } s \leq \beta^2 - \beta^0; \]
\[
(r^s + r |\alpha - |\varphi||) \mathcal{R} (x) \leq cr^{\beta_2 - \gamma} (1 + r |\alpha - |\varphi||), \quad x \in G_0^+;
\]
\[
r^{s/2} \mathcal{R} (x) \leq cr^{\beta_2 - \gamma}, \quad x \in \Gamma_0^+.
\]

Therefore, as \( t \to +\infty \), the right-hand side of \( (4.46) \) is bounded, and we can pass to the limit on the left-hand side. In the process, the weight factor \( \mathcal{R} (x) \) becomes
\[
(1 + \varepsilon^2 r^2)^{(\beta^0 - \beta)/2} ((1 + r^2)^{-1} + (\alpha - |\varphi|)^2) / (\gamma - l)/2
\]
everywhere on the set \( G_0^+ \). As a result, we establish the finiteness of the norms and the relation
\[
\left\| r^{\beta^0 - \gamma} (r^{-1} + |\alpha - |\varphi||)^{-1} \nabla_x (\tilde{u} - \tilde{u}^0) ; L_2(\omega_0^+) \right\|^2
\]
\[
(4.47) + \left\| r^{\beta^0 - \gamma} (r^{-1} + |\alpha - |\varphi||)^{-1} (r^s + r |\alpha - |\varphi||)^{-1} (\tilde{u} - \tilde{u}^0) ; L_2(\omega_0^+) \right\|^2
\]
\[
\leq c \left( \left\| f^\pm ; \mathbf{W}^{1-1/2}_{\beta^2, \gamma}(G) \right\| + \left\| g^\pm ; \mathbf{W}^{1-1/2}_{\beta^2, \gamma}(\partial G) \right\| \right)^2.
\]

On the left-hand side of \( (4.47) \), the factor at \( \left| \nabla_x (\tilde{u} - \tilde{u}^0) \right|^2 \) is equivalent to a similar factor in the norm \( \left| \tilde{u} - \tilde{u}^0 \right| ; \mathbf{W}^{1-1/2}_{\beta^2, \gamma}(G_0^+) \) (see definition \( (1.29) \)) and the factor at \( \left| \tilde{u} - \tilde{u}^0 \right| \) is greater than the corresponding factor in the norm (due to relation \( (4.41) \)). In other words, the required inclusions and the estimate are established for the difference \( \tilde{u} - \tilde{u}^0 \), hence for the solution \( \tilde{u} \).

It remains to establish the weight Korn inequality \( (4.35) \).

From the parabolic region \( \omega_0^+ \) (see \( (1.23) \)) we cut off the sets
\[
(4.48) \quad \omega_0^+ = \left\{ x \in \omega_0^+ : R j^{1/(1-s)} < y_1^+ < R j^{1/(1-s)} + \frac{R}{1-s} j^{s/(1-s)} \right\}, \quad j \in \mathbb{N}.
\]

Due to the simple relations
\[
\left( \frac{j + 1}{j} \right)^{1/(1-s)} < 1 + \frac{1}{1-s} j^{-1}, \quad \frac{s}{1-s} - \frac{1}{1-s} = -1,
\]
the sets \( \omega_0^+ \) and \( \omega_0^{+1} \) have nonempty intersections, i.e., \( \{ \omega_0^+ \}_{j \in \mathbb{N}} \) is a covering of the support of the vector-valued function \( V = \tilde{u} - \tilde{u}^0 \) (we recall that all functions vanish inside the circle of radius \( 3R/2 \)). The change of coordinates
\[
x \mapsto \eta_j^+ = j^{-s/(1-s)} \left( y_1^+ - R j^{1/(1-s)} ; y_2^+ \right)
\]
transforms $\omega^\pm_R$ into the set
\begin{equation}
(4.49) \quad \bar{\omega}^\pm_R = \left\{ \eta^\pm : 0 < \eta_1^\pm < \frac{R}{1-s}, \ 0 < \eta_2^\pm < a_\pm (R + \eta_1^\pm)^s \right\},
\end{equation}
which is of unit size and is contained in the standard set
\begin{equation}
(4.50) \quad \omega^0_R = \left\{ \eta^\pm : 0 < \eta_1^\pm < \frac{R}{1-s}, \ 0 < \eta_2^\pm < a_\pm (R + \eta_1^\pm)^s \right\}.
\end{equation}
Let us extend the vector-valued function $V$ by zero across the curve $\partial G^\pm_R \setminus (\Gamma^\pm_R \cup \partial B_R)$ and apply to this extension,
\begin{equation*}
V^\pm_j(y^\pm_1) = V_j(y^{s/(1-s)}_1 + R_j^{1/(1-s)}, j^{s/(1-s)}_1 y_2),
\end{equation*}
the Korn inequality established in $\underline{H}$, which holds since $V^\pm_j$ vanishes on a part of the boundary:
\begin{equation}
(4.51) \quad \left\| \nabla_{y^\pm} V^\pm_j; L_2(\omega^0_R) \right\|^2 + \left\| V^\pm_j; L_2(\omega^0_R) \right\|^2 \leq c \left\| D^\pm (\nabla_{y^\pm}) V^\pm_j; L_2(\omega^0_R) \right\|^2.
\end{equation}
Take into account the integrated over $\eta_1^\pm \in (0, R/(1-s))$ Hardy inequality
\begin{equation}
\left\| (2a_\pm (R + j^{-1} \eta_1^\pm)^s - \eta_2^\pm)^{-1} V^\pm_j; L_2(\omega^0_R) \right\|^2 \leq 4 \left\| \frac{\partial V^\pm_j}{\partial \eta_2^\pm}; L_2(\omega^0_R) \right\|^2,
\end{equation}
return to coordinates $x$. As a result, we obtain the estimate
\begin{equation}
(4.52) \quad \left\| \nabla_{x} V; L_2(\omega^0_R) \right\|^2 + \left\| (2a_\pm (y_1^\pm)^s - y_2^\pm)^{-1} V; L_2(\omega^0_R) \right\|^2 \leq c \left\| D(\nabla_x) V; L_2(\omega^0_R) \right\|^2.
\end{equation}
Since for a large radius $R$ all points $x \in \omega^0_R$ satisfy the relation
\begin{equation*}
2a_\pm (y_1^\pm)^s - y_2^\pm \geq a_\pm (y_1^\pm)^s \geq c (r^s + r(\alpha - |\varphi|)),
\end{equation*}
summing up inequalities $(4.52)$ for $j \in \mathbb{N}$ leads to formula $(4.35)$ with the region $G^\pm_R$ replaced by the region $\omega^0_R$. To extend the Korn inequality to the set $G^\pm_R \setminus \omega^0_R$, we cover this set by trapezoids with curved bases
\begin{equation}
(4.53) \quad \xi^m = \{ x : y_1^\pm - R = m (1, 0), \ H^0 > y_2^\pm > H^0(y_1^\pm) \}, \quad m \in \mathbb{N}
\end{equation}
(cf. constructions $(4.31)$) and denote by $\xi^{m0\pm}$ the rectangles $\xi^{m0\pm} \cap \mathbb{R}^2$. Let $\mathbf{p}^1, \ldots, \mathbf{p}^Q$ be the basis in the algebraic subspace $\mathbf{P}$ of vector-valued polynomials (columns) on which the sesquilinear form $(1.10)$ degenerates. Here we denote $\mathbf{p}^n = (\delta_1, n^2, \ldots, \delta_k, n^k)\top$ and $\left(\mathbf{p}^m, \mathbf{p}^n\right)_{\xi^{m0\pm}} = 0$ for $n = 1, \ldots, k, m = k + 1, \ldots, Q$. in the set $\xi^{m0\pm}$ we represent the vector-valued function $V$ as follows:
\begin{equation}
(4.54) \quad V(x) = V^\perp(x) + \sum_{q=1}^Q c_q \mathbf{p}^q(x) = V^\perp(x) + \mathbf{p}(x)a
\end{equation}
and impose on the component $V^\perp$ the orthogonality condition
\begin{equation}
(4.55) \quad \int_{\xi^{m0\pm}} \mathbf{p}(x)\top V^\perp(x) \, dx \in \mathbb{C}^Q.
\end{equation}
Here $\mathbf{p} = (\mathbf{p}^1, \ldots, \mathbf{p}^Q)$ as a $k \times Q$ matrix, $a = (a_1, \ldots, a_Q)\top$ is the column of the coefficients, and $a' = (a_1, \ldots, a_k)\top$, $a'' = (a_{k+1}, \ldots, a_Q)\top$. The Gram matrix
\begin{equation*}
\mathcal{P} = \int_{\xi^{m0\pm}} \mathbf{p}(x)\top \mathbf{p}(x) \, dx
\end{equation*}
is of size $Q \times Q$ and is also symmetric, positive definite, and block-diagonal. According to (4.55) we have

$$\mathcal{P} a = \int_{\mathcal{E}^{0,\pm}} p(x) \nabla V(x) dx, \quad \|a'; \mathcal{C}^k\| \leq c \|V; L_2(\mathcal{E}^{m,0,\pm})\|.$$  

Moreover,

$$\nabla_x V - \nabla_x V^\perp = \nabla_x p^{1+k} + \cdots + \nabla_x p^Q.$$

The matrix-valued functions $\nabla_x p^{1+k}, \ldots, \nabla_x p^Q$ are linearly independent in the space $L_2(\mathcal{E}^{m,0,\pm})^{2 \times k}$, hence

$$\|a''; \mathcal{C}^{Q-k}\| \leq c \left( \left\| \nabla_x V; L_2(\mathcal{E}^{m,0,\pm}) \right\| + \left\| \nabla_x V^\perp; L_2(\mathcal{E}^{m,0,\pm}) \right\| \right).$$

Since $\mathcal{D}(\nabla_x)p^q = 0$, the versions of the Korn inequality established in the book [1],

$$\left\| V^\perp; H^1(\mathcal{E}^{m,0,\pm}) \right\|^2 \leq c \left\| \mathcal{D}(\nabla_x) V^\perp; L_2(\mathcal{E}^{m,0,\pm}) \right\|^2 + \left\| \nabla_x V; L_2(\mathcal{E}^{m,0,\pm}) \right\|^2,$$

$$\left\| V^\perp; H^1(\mathcal{E}^{m,0,\pm}) \right\|^2 \leq c \left( \left\| \mathcal{D}(\nabla_x) V^\perp; L_2(\mathcal{E}^{m,0,\pm}) \right\|^2 + \left\| \nabla_x V; L_2(\mathcal{E}^{m,0,\pm}) \right\|^2 \right),$$

then together with estimates (4.56) and (4.57) for the columns $c'$ and $c''$, lead to the relation

$$\left\| \nabla_x V; H^1(\mathcal{E}^{m,0,\pm}) \right\|^2 + r_m^{-2s} \left\| V; H^1(\mathcal{E}^{m,0,\pm}) \right\|^2 \leq c \left( \left\| \nabla_x V; L_2(\mathcal{E}^{m,0,\pm}) \right\|^2 + \left\| \nabla_x V; L_2(\mathcal{E}^{m,0,\pm}) \right\|^2 \right).$$

where $r_m$ is the center of mass of the figure $\mathcal{E}^{m,0,\pm}$. As usual, we move the weight factors under the integral sign and sum up the modified inequalities (4.58) for $m \in \mathbb{N}$. As a result, we obtain the required formula

$$\left\| \nabla_x V; L_2(\mathcal{E}^{m,0,\pm}) \right\|^2 + \left\| \left( \left( r^x + r^\alpha \right| \left| \mathcal{C} \right\| \right)^{-1} V; L_2(\mathcal{E}^{m,0,\pm}) \right\|^2 \leq \int \left( \left. \left\| \mathcal{D}(\nabla_x) V; L_2(\mathcal{E}^{m,0,\pm}) \right\| \right|^2 + \left\| \nabla_x V; L_2(\mathcal{E}^{m,0,\pm}) \right\|^2 \right).$$

The proof of Lemma [4.2] is complete. □

Now we must prove that the remainders $\bar{u}_1$ and $\bar{u}_2$ in representation (4.34) on the set $\mathcal{E}^{m,0,\pm}$ admit extensions to the parabolic regions $\mathcal{E}^{m,0,\pm}$ in the class $\mathcal{C}^{0,0,\pm,0,1,0,1,\gamma}$ for all indices $\gamma$ and $\gamma$. The situation with the summand $\bar{u}_1 \in \mathcal{C}^{1,0,1,0,1,0,1,\gamma}$ is more complicated. By Lemma [2.4] it admits representation (2.54) with $\bar{u}^0 \in \mathcal{C}^{1,0,1,1,0,0,1,0,1,0,1,0,1,0,1,\gamma}$ and $\bar{K}^\pm$; the vector-valued function $t \mapsto \bar{K}^\pm(t)$ belongs to the Sobolev–Slobodetskii space $H^{\kappa^2}(\mathcal{R})^k$ with the exponent

$$\kappa^2 = l - \gamma^2 + \frac{1}{2} = l - \gamma + \beta^1 - \beta^2 + \frac{1}{2}$$

and

$$\left\| \bar{u}^0; \mathcal{C}^{0,1,1,0,1,1,0,1,0,0,1,0,1,0,1,0,1,0,0,1} \right\|^2 + \left\| \bar{K}^\pm; H^{\kappa^2}(\mathcal{R})^k \right\|^2 \leq c \left\| \bar{u}^0; \mathcal{C}^{0,1,1,0,1,1,0,1,0,0,1,0,1,0,1,0,1,0,0,1} \right\|^2.$$
As before, for the extension of \( \bar{u}^{10} \) we take \( \chi_{\omega} \bar{u}^{10} \). Since
\[ 0 < c \leq r^{1-s}(\alpha - |\varphi|) \leq C \]
on the set \( \Xi_{\bar{R}} \), formulas \((1.29), (1.20), (2.45)\), and \((4.23)\) imply
\begin{align*}
\| \chi_{\omega} \chi_{\omega}^{+} \bar{u}^{10}; \quad G_{\bar{R}}^{+} \|_{L_{2}}^{2} & \leq \| \chi_{\omega} \chi_{\omega} \bar{u}^{10}; \quad G_{\bar{R}}^{+} \|_{L_{2}}^{2} \\
\leq c \sum_{p=0}^{l+1} \int_{\Xi_{\bar{R}}} (1 + r)^{2(\beta_{0} - \gamma) - 2(\gamma - l - 1 + p)} \left| \nabla_{x} (\chi_{\omega} \bar{u}^{10}) \right|^{2} dx \\
\leq c \int_{\Xi_{\bar{R}}} r^{2(\beta_{0} - l - 1)} \left( r^{-1} + (\alpha - |\varphi|) \right)^{2(\gamma - l - 1 + p)} \left| \nabla_{x} (\chi_{\omega} \bar{u}^{10}) \right|^{2} dx \\
\leq c \sup_{\Xi_{\bar{R}}} \left| r^{2(\beta_{0} - \beta^{2})} (\alpha - |\varphi|)^{2(\gamma - s - 1)} \right| \left| \nabla_{x} (\chi_{\omega} \bar{u}^{10}; \quad \beta_{0, \gamma}^{1+1}(K)) \right|^{2} \leq c \left\| \bar{u}^{10}; \quad \beta_{0, \gamma}^{1+1}(K) \right\|^{2}.
\end{align*}

The last inequality assumes that the supremum is finite, which is the case when, e.g.,
\[ \beta_{0} < \beta^{1} + s(\beta^{2} - \beta^{1}). \]

**Remark 4.2.** The requirement \((4.63)\) and condition \( \beta_{0} \leq \beta^{2} - s \) presented in Lemma 4.2 and used in transformations \((4.46) - (4.47)\) impose some restrictions on the choice of the exponent \( s \) in the decomposition of the sector \( K_{R} \) into the regions \((1.2)\). We can take
\[ s = \frac{2(\beta^{2} - \beta^{1})}{2 + \beta^{2} - \beta^{1}} \in (0, 1), \quad \beta_{0} = \beta^{2} - \frac{2(\beta^{2} - \beta^{1})}{2 + \beta^{2} - \beta^{1}}. \]

We emphasize that \( \beta_{0} \to \beta^{2} - 0 \) for \( \beta^{1} \to \beta^{2} - 0 \). In is clear that the value \((4.64)\) will not work if the line \( \Delta_{0, \beta_{0}} \) contains an eigenvalue of the pencil \((2.41)\). In this case the index \( \beta_{0} \) can be slightly increased by moving the line away from the eigenvalue but keeping the inequality \((4.63)\).

The terms \( \chi_{\omega} \chi_{\omega}^{+} \bar{u}^{10}(K^{\pm}) \) have singularities on the sides of the sector (cf. comments to formula \((2.40)\)). At the same time, they cannot be multiplied by a cut-off function since such a product would not lie in the weight space with the step norm \((1.29)\). We use a new trick. Namely, we smoothen these terms replacing them with the expressions
\begin{align*}
\chi_{\omega}(r) r^{l - \beta^{2}} \bar{c}^{\pm}(K^{\pm}; \varphi, \log r), \\
\bar{c}^{\pm}(K^{\pm}; \varphi, \log r) = \int_{K^{\pm}} \chi_{\omega}(z) K^{\pm} \left( \log r - ((1 + r^{2})^{(s-1)/2} + |\alpha - \varphi|) z \right) dz.
\end{align*}

In the next lemma we establish that
\begin{align*}
\chi_{\omega} \chi_{\omega}^{+} r^{l - \beta^{2}} \bar{c}^{\pm}(K^{\pm}) & \in G_{\bar{R}}^{+} \beta_{0, \gamma}^{1+1}, \\
\chi_{\omega} \chi_{\omega} r^{l - \beta^{2}} \left( \bar{c}^{\pm}(K^{\pm}) - \bar{c}^{\pm}(\bar{K}^{\pm}) \right) & \in G_{\bar{R}}^{+} \beta_{0, \gamma}^{1+1}.
\end{align*}

Therefore, the first expression belongs to the class prescribed by \((1.33)\), whereas the second can be handled similarly to the remainder \( \bar{u}^{10} \); computations \((4.52)\) become only simpler in the case \( l = 0 \). This concludes the verification of \((4.38)\) and of all the hypotheses of Lemma 4.2.

**Lemma 4.3.** Formulas \((4.65)\) hold and the norms of vector-valued functions in these formulas do not exceed \( c \| \bar{K}^{\pm}; \quad H^{a, 2}(R) \| \) (see formulas \((4.54)\) and \((4.60)\)).
Proof. According to relations (4.63) and (2.51) based on the theorem concerning the Fourier transform of a convolution, we have

\[(4.66) \quad C^\pm(\vec{K}^\pm; \varphi, t) = \int_\mathbb{R} X(z) \vec{K}^\pm(t - (\alpha \mp \varphi)z) \, dz = \int_\mathbb{R} \chi(|\eta|(|\alpha \mp \varphi|)) \vec{k}^\pm(\eta) \, d\eta,\]

where \( \vec{k}^\pm \) is the Fourier preimage of the vector-valued function \( \vec{K}^\pm \). Similarly,

\[(4.67) \quad \vec{c}^\pm(\vec{K}^\pm; \varphi, t) = \int_\mathbb{R} X(z) \vec{K}^\pm(t - (1 + r^2)(s-1)/2 + |\alpha \mp \varphi|z) \, dz \]

\[= \int_\mathbb{R} \chi(|\eta|((1 + r^2)(s-1)/2 + |\alpha \mp \varphi|)) \vec{k}^\pm(\eta) \, d\eta.\]

In view of the second representation,

\[(4.68) \quad \left\| \chi \chi^{\pm} \chi^{1-\beta^2} \vec{c}^\pm(\vec{K}^\pm); \mathfrak{M}^{1,0}_{\beta_0-1,\gamma-l}(G^\pm_R) \right\|^2 \leq c \int_{G^\pm_R} (1 + r)^2(\beta^0-\gamma-1-l)^2 r^{2(\gamma-l)} \left( |\vec{c}^\pm(\vec{K}^\pm)|^2 + (1 + r)^2 |\nabla_x \vec{c}^\pm(\vec{K}^\pm)|^2 \right) \, dx \]

\[\leq c \int_{G^\pm_R} (1 + r)^2(\beta^0-\beta^2-1)(r^{s-1} + (\alpha - |\varphi|))^{2(\gamma-l)} \times \left\| \chi \chi^{\pm} \chi^{1-\beta^2} \vec{K}^\pm; L_2(\mathbb{R}) \right\|^2 \, dx \]

\[\leq c \int_{G^\pm_R} (1 + r)^2(\beta^0-\beta^2-1)(r^{s-1} + (\alpha - |\varphi|))^{2(\gamma-l)} \times \left( \left\| \vec{K}^\pm; H^2(\mathbb{R}) \right\|^2 \right) \, dx \]

\[\leq c \int_{G^\pm_R} (1 + r)^2(\beta^0-\beta^2-1)(r^{s-1} + (\alpha - |\varphi|))^{2(\gamma-l)} \times \left( \left\| \vec{K}^\pm; H^2(\mathbb{R}) \right\|^2 \right) \, dx \]

Here \( \chi' \) is an arbitrary cutoff of the function \( \chi \) and the dot replaces the same argument of this function as in formula (4.67). The integral with respect to the variable \( \theta = \alpha \mp \varphi \) does not exceed

\[(4.69) \quad c r^{-2(\gamma-l)}(\gamma-1-\kappa^2+1/2) = c r^{-2(\gamma-l)(\beta^1-\beta^2)};\]

therefore, the double integral converges due to condition (4.63). The estimate (4.69) of this integral with respect to \( \theta \) is computed using the change of variable

\[\int_{-\tau}^{t} (\tau + \theta)^{2(\gamma-l)}(t + \theta)^{-2(\gamma-l)} \, d\theta \]

\[= r^{2(\gamma-l)-2(\gamma-l)^2+1} \int_{-1}^{1} (t^{1}\tau + \psi)^{2(\gamma-l)}(1 + \psi)^{-2(\gamma-l)} \, d\psi;\]

here \( 1 \geq t > \tau \), and taking into account inequality \( 2(\gamma-l) > -1 \), we estimate the latter integral by a constant independent of \( \tau/t \).
Now consider the difference of (4.66) and (4.67) on the set \( \Xi_R^\pm \). Repeating, to some extent, computations (4.68) and taking into account (4.61), we find (4.70)

\[
\left\| \chi \mathbf{u}^{r-\beta^2} \left( \mathbf{e}^\pm (K^\pm) - \mathbf{c}^\pm (K^\pm) \right) ; \mathcal{V}_{\beta_0-l,\gamma-l}(G_R^\pm) \right\|^2 \\
\leq c \int_{\Xi_R^\pm} r^{2(\beta_0-1)(1-\beta^2)}(r^{-1} + \alpha \mp \varphi)^2(r^{-1} + \alpha \mp \varphi)^2 |\nabla x (\mathbf{c}^\pm (K^\pm) - \mathbf{c}^\pm (K^\pm))|^2 \, dx \\
\leq c \int_{\Xi_R^\pm} r^{2(\beta_0-\beta^2-1)}r^{2(s-1)(\gamma-l-1)} \\
\times \left( |\mathbf{c}^\pm (K^\pm) - \mathbf{c}^\pm (K^\pm)|^2 + r^2(r^{-1} + \alpha \mp \varphi)^2 |\nabla x (\mathbf{c}^\pm (K^\pm) - \mathbf{c}^\pm (K^\pm))|^2 \right) \, dx \\
\leq c \left\| \mathbf{K}^\pm ; H^{k^2}(\mathbb{R}) \right\|^2 \\
\times \int_{\Xi_R^\pm} r^{2(\beta_0-\beta^2-1)}r^{2(s-1)(\gamma-l-1)} \\
\times \left( r^{2(s-1)\kappa^2} + r^2 \kappa^2 + r^{-2}r^{2(s-1)(1-\kappa^2)} + r^2s^2r^{2(s-2)}r^{2(s-1)(1-\kappa^2)} \right) \, dr \\
\leq c \left\| \mathbf{K}^\pm ; H^{r^2}(\mathbb{R}) \right\|^2
\]

Note that in deriving (4.70) we used the obvious inequalities

\[
|\chi(\varphi_1) - \chi(\varphi_2)| \leq c |\varphi_1 - \varphi_2|, \\
|\varphi| |\chi'(\varphi)| \leq c |\varphi|^2 r^{s-1}(1-\kappa^2),
\]

and the last integral in (4.70) converges due to assumption (4.63) and the definition (4.59) of the index \( \kappa^2 \).

All necessary inclusions and estimates are verified.

\[\square\]

4.5. The proof of the main Theorem 4.1

Now everything is ready to quickly complete the proof. First, as was clarified in 3.2, the remainder \( \mathbf{u} \) in the representation (4.2) satisfies the problem (4.10) with right-hand sides \( \mathbf{f} \in \mathcal{Y}_{\beta_0,\gamma}(G)^k \) and \( \mathbf{g} \in \mathcal{Y}_{\beta_0,\gamma}(\partial G)^k \).

Second, as was verified in 4.3 and 4.5, under an appropriate choice of coefficients \( \mathbf{c}^p \) (see formula (4.47) and inequality (4.47) in Theorem 4.2), this remainder belongs to the space \( \mathcal{Y}_{\beta_0-l,\gamma-l}(G)^k \). Third, Proposition 4.1 in 4.2 guarantees that \( \mathbf{u} \in \mathcal{Y}_{\beta_0+1,0}(G)^k \). Finally, the possibility to choose and admissible exponent \( \beta_0 \) in the interval \( (\beta^1, \beta^2) \) is guaranteed by Remark 4.2 whereas inequality (4.3) for the norm \( \left\| \mathbf{u} ; \mathcal{Y}_{\beta_0+1,0}(G)^k \right\| \) holds because every statement that the vector-valued function \( \mathbf{u} \) or some of its components belong to a certain space was accompanied by an appropriate estimate for the corresponding norms.

5. Solvability in weight classes

5.1. The weight Korn inequality. Let \( \mathcal{H} \) be the Hilbert space obtained by completing the algebraic subspace \( \mathcal{C}^\infty_c(G)^k \) of smooth compactly supported vector-valued functions
with respect to the norm
\[ \|u;\mathcal{H}\| = (a(u, u; G) + \|u; L_2(G \cap B_{2R})\|^2)^{1/2}. \]

Following [11], by a generalized solution of the problem \([1.10]\) we mean an element \(u\) of the space \(\mathcal{H}\) such that for each test function \(\varphi \in \mathcal{H}\) the following integral identity is satisfied:
\[ a(u, v; G) = (f, v)_G + (g, v)_{\partial G}. \]

The proof of the existence and uniqueness of a generalized solution is usually based on information about the norm of the vector-valued function \(u\) and its gradient \(\nabla_x u\), which can be estimated from above by \([5.1]\). To obtain this information, the weight Korn inequality can be used. In the proof of Lemma 4.2 we needed a similar inequality in the parabolic region \(G^T_R\); however, in 4.4 we were using in an essential way homogeneous Dirichlet conditions for the field \(u\) in a noncompact portion of the boundary \(\partial G^T_R \setminus \Gamma^T_R\).

The absence of any boundary conditions makes it impossible to use known methods of proving the Korn inequality we need in this section for the general problem introduced in Section 1. We introduce the following additional condition: for each vector-valued function \(u \in C^\infty_c(\overline{B_R})^k\) we have
\[ \|g_0 \nabla_x u; L_2(\mathbb{K}_R)\| + \|g_1 u; L_2(\mathbb{K}_R)\| \leq c \|u;\mathcal{H}\|, \]

here \(g_0\) and \(g_1\) are the following weight functions (with some exponent \(N \geq 0\)):
\[ g_0(x) = (1 + \ln(1 + r))^{-N}, \quad g_1(x) = (1 + r)^{-1}(1 + \ln(1 + r))^{-N-1}. \]

We emphasize that the left-hand side of \([5.4]\) involves only the sector \(\mathbb{K}_R\).

**Example 5.1.** For a scalar operator (Example [11.1]), this assumption holds for \(N = 0\) due to the one-dimensional Hardy inequality \([2.12]\), which ensures that for \(N = 0\) we have
\[ \|(1 + r)^{-1}(1 + \ln(1 + r))^{-1-N} u; L_2(\mathbb{K}_R)\| \leq c \left(\|1 + \ln(1 + r))^{-N} \nabla_x u; L_2(\mathbb{K}_R)\| + \|u; L_2(\mathbb{K}_R \setminus B_{2R})\|\right). \]

For the system of elasticity theory (Example [11.1], 2)), we can take \(N = 1\) due to the results of [32] and the modified Hardy inequality \([5.5]\) for \(N = 1\). In view of the structure of the matrix \([1.8]\), a similar inequality holds for the system describing piezoelectric materials that was mentioned in Example [11.1], 3).

Everywhere in the rest of this section, \([5.3]\) is assumed to be satisfied.

**Lemma 5.1.** For each vector-valued function \(u \in \mathcal{H}\) the following weight Korn inequality is satisfied:
\[ \|g_0 \nabla_x u; L_2(G)\| + \|g_1 u; L_2(G)\| \leq c \|u;\mathcal{H}\|. \]

**Proof.** In the proof of Lemma 4.2 a similar Korn inequality was extended from the sector \(\mathbb{K}_R\) to the entire region \(G\) using the representation \([4.54]\) for the vector-valued function \(u\) and the covering of the set \(G \setminus \mathbb{K}_R\) by trapezoids \([4.53]\). To prove Lemma 5.1 no new ideas are needed. \(\square\)

**Proposition 5.1.** Suppose the vector-valued functions
\[ \varrho_1^{-1} f \in L_2(G)^k, \quad \varrho_1^{-1/2} \varrho_0^{-1/2} g \in L_2(\partial G)^k \]
satisfy the orthogonality condition (1.32). Then the problem (1.10) has a generalized solution \( u \in \mathcal{H} \). This solution is determined uniquely up to a constant summand \( c \in \mathbb{C}^k \), and if the orthogonality condition

\[
\int_{\mathbb{R}^n \setminus B_R} u(x) \, dx = 0 \in \mathbb{C}^k
\]

holds, the solution becomes unique and satisfies the estimate \( \|u; \mathcal{H}\| \leq cn \), where \( n \) is the sum of the norms of the vector-valued functions (5.3).

Proof. First, consider the following integral identity with parameter \( \mu \):

\[
a(u, v; G) + \mu(u, v)_{\mathbb{R}^n \setminus B_R} = (f, v)_G + (g, v)_{\partial G}.
\]

For \( \mu > 0 \), the left-hand side is an inner product in the Hilbert space \( \mathcal{H} \). Due to (5.6), Lemma 5.1 and a simple trace inequality

\[
\int_{\partial G} q_1 \varrho_0 |u|^2 \, dx \leq c \int_G q_1 \varrho_0 (|\nabla x u| |u| + |u|^2) \, dx \leq c \int_G (q_1^2 |\nabla x u|^2 + \varrho_0^2 |u|^2) \, dx
\]

with weight factors (5.4), the right-hand side of (5.8) is the value of a linear continuous functional on a test function \( v \in \mathcal{H} \). Therefore, by the Riesz representation theorem, the integral identity (5.8) can be interpreted as an abstract equation on \( \mathcal{H} \) with a selfadjoint positive definite operator. Thus, it has a unique solution \( u^\mu \in \mathcal{H} \) for \( \mu > 0 \). The imbedding \( L_2(G) \subset \mathcal{H} \) is a compact operator due to the same Lemma 5.1. According to the polynomial property (see [3]), the sesquilinear form \( a(u, v; G) \) degenerates on constant elements of the space \( \mathcal{H} \) only. Therefore the conclusion of Proposition 5.1 is guaranteed by the Fredholm alternative. Note that under condition (5.6) the integrals in (1.32) converge.

Corollary 5.1. Suppose inclusions (4.11) hold, \( l \in \mathbb{N} \), the weight index \( \gamma \) is determined by relation (1.31), and \( \beta > \gamma + 1 \). In addition, let the right-hand sides of the problem (1.10) satisfy the orthogonality condition (1.32). Then this problem has a solution \( u \) in the space \( \mathcal{W}_{\sigma, \gamma}^{l+1,0}(G)^k \) for \( \sigma < \gamma \), which also satisfies the condition (6.1) and the estimate

\[
\|u; \mathcal{W}_{\sigma, \gamma}^{l+1,0}(G)^k\| \leq c \left( \|f; \mathcal{W}_{\beta, \gamma}^{-l-1}(G)^k\|^2 + \|g; \mathcal{W}_{\beta, \gamma}^{-l-1/2}(\partial G)^k\|^2 \right).
\]

Proof. According to formulas (1.24) and (1.29), the restrictions on the weight indices \( \beta \) and \( \sigma \) guarantee the inclusions (5.6) and the imbedding \( \mathcal{H} \subset \mathcal{W}_{\sigma, \gamma}^{1,0}(G)^k \). Therefore, Lemma 5.1 yields a generalized solution \( u \in \mathcal{H} \), and Proposition 5.1 increases the smoothness of this solution and puts it in the space \( \mathcal{W}_{\sigma, \gamma}^{1,0}(G)^k \).

5.2. “Almost energy” solutions of the problem. We assume that the orthogonality condition (1.32) does not hold and show how one can construct a solution of the problem (1.10) in this case.

For the initial terms of the formal asymptotic series constructed in 3.1 we take the solutions \( U_{0,1}^{3,1} \) of the homogeneous model problem (2.1) that linearly depend on \( \log r \) (see formula (2.6)). Consider the sum of the first and the second terms and set

\[
u(x) = \chi_{\infty}(r) \left( \sum_{j=1}^{k} b_j \mu_{(0)}^{3,1}(x) + r^{-1} \Phi(-1)(\varphi, \log r) + r^{-2} \sum_{\pm} \chi^\pm(\varphi) v_{(1)}^{\pm} y^\pm \log r \right),
\]

where \( \mu_{(0)}^{3,1} \) is the asymptotic block (3.17), and \( b_1, \ldots, b_k \) are some constants. The procedure for determining the corrections \( r^{-1} \Phi(-1) \) and \( r^{-2} v_{(1)}^{\pm} \) was explained in 3.1 and 3.2. Let \( f \) and \( g \) be the mismatches determined by the vector-valued function \( u \) in the
homogeneous problem (1.10). One can easily see that we have inequalities of the form (5.9) and the estimate

\[ \| \theta_1^{-1} f, L_2(G) \| + \| \theta_{1/2}^{-1} \theta_0^{-1/2} g, L_2(\partial G) \| \leq c (|b_1| + \cdots + |b_k|). \]

Let us show that by an appropriate choice of coefficients on the right-hand side of (5.9), we can ensure that the orthogonality relations (1.32) hold for the differences \( f' = f - f \) and \( g' = g - g \). In this case Proposition 5.1 shows that there exists a generalized solution \( u' \in H \) of the problem (1.10) with the changes \( f \mapsto f' \) and \( g \mapsto g' \). The sum \( u = u' + u \) satisfies the integral identity (5.2) with any test function \( \psi \in C_c^\infty(G)^k \). This sum does not belong to the class \( \mathcal{H} \) because of the component (5.9) but is a classical solution of the problem with logarithmic growth at infinity. This is a small growth, so we call the resulting solution an “almost energy solution” (compare with “non-energy” solutions in the next subsection).

Let \( R > r \). In the Green formula for the region \( G_R \) we substitute the vector-valued function \( u \) and the constant column \( e_p = (\delta_{p,0}, \ldots, \delta_{p,k})^\top \). We obtain

\[ (f, e_p)_{H_R} + (g, e_p)_{\partial G_R \cap \partial G} = (L u, e_p)_{H_R} + (N u, e_p)_{\partial G_R \cap \partial G} = -(N_R u, e_p)_{\partial G_R \cap \partial G}, \]

and \( N_R(x, \nabla x) = \bar{D}([x]^{-1})^\top \, A D(\nabla x) \) in agreement with formulas (1.11) and (1.15). The limit as \( R \to +\infty \) of the left-hand side of (5.11) equals the sum \( (f, e_p)_G + (g, e_p)_{\partial G} \), which is a component in the solvability conditions (1.32). We compute the limit of the right-hand side. Taking into account relations (5.9) and (5.17), as well as properties of the boundary layers \( \mathcal{V}^\pm \), we see that the only summand that is not infinitesimally small as \( R \to +\infty \) is the integral

\[
\int_{\partial G_R \cap \partial G} \sum_{j=1}^k b_j e_j^\top \bar{D}([x]^{-1})^\top A D(\nabla x) U_j^{(1)}(x) \, ds_x
\]

(5.12)

\[
= \sum_{j=1}^k b_j \int_{-\alpha/2}^{\alpha/2} e_j^\top \bar{D}([x]^{-1})^\top A D(\phi, 0, 1)e_j + D(\phi, \partial \phi, 0) \Phi_j^{(1)}(\phi) \, d\phi + o(1)
\]

\[
= : \sum_{j=1}^k M_{pj} b_j + o(1).
\]

Here we used formulas (2.3), (2.4) and the fact that all the functions are smooth and the curves \( \partial G_R \cap \partial G \) and \( \{x : r = R, |\phi| < \alpha/2\} \) differ by circular arcs of length \( O(R^{-1}) \).

Since, according to [3], to the zero eigenvalue of the pencil (2.4) there correspond precisely \( J \) Jordan chains of length 2, the \( k \times k \)-matrix \( M = (M_{pj}) \) is nonsingular (otherwise, there would be a generalized eigenvector of the second order and the length of the chain would equal at least 3; see [11], Chapter 5). Therefore, the desired property of the mismatched \( f \) and \( g \) is verified.

Note that for \( \sigma < \gamma \) the vector-valued function \( u \) belongs to the space \( \mathcal{V}_{\sigma, \gamma}^{1,0}(\partial G)^k \). Therefore, we have the following result.

**Proposition 5.2.** The conclusion of Corollary 5.1 holds even in the absence of the solvability conditions (1.32).

5.3. “Non-energy” solutions of the homogeneous problem. Computations (5.11), (5.12) almost literally repeat the procedure of [11] used to compute coefficients in the asymptotic expansion of solutions of elliptic boundary value problems in regions with conic (corner) points. The only modification is needed to take into account the boundary layer, and it does not lead to any complications since the boundary layers decrease...
exponentially as \( y_2^+ \to \infty \) and
\[
\int_{-\alpha/2}^{\alpha/2} \chi^\pm(\varphi) \exp\{-\delta y_2^+\} \, d\varphi = O(R^{-1/2}).
\]
Equally easily one can adapt the procedure from [11] to the computation of the coefficients \( c_{i,p}^{(q)} \) in the expansion (4.33). Let us assume that after constructing several asymptotic terms, the asymptotic remainder, denoted now by \( u \), falls into the space \( \mathfrak{H}^{l+1,0}(G)^k \) and satisfies the problem (1.10) with the right-hand sides (4.11) and with
\[
l < \sigma < \beta.
\]
In Section 4 we established the asymptotic expansion (12) with the remainder \( \tilde{u} \) in the appropriate weight class and with the summands \( c_{j,p}^{(q)} U_{j}^{p} \) corresponding to the eigenvalues \( \lambda_q \) between the lines \( \Lambda_{l-\beta} \) and \( \Lambda_{l-\sigma} \). The number \( \lambda_{-q} = -\overline{\lambda_q} \) is also an eigenvalue for the pencil (2.4) (see 2.1). Moreover,
\[
\beta - l > \Re \lambda_{-q} > \sigma - l > 0,
\]
so that the expression \( \chi_{\infty} U_{(-q)}^{h,m} \) defined according to formulas (25) and (37) by the eigenvectors and adjoint (generalized) vectors of the pencil (2.4) corresponding to \( \lambda_{-q} \) does not belong to the space \( \mathcal{H} \) with the norm (5.11). Using the scheme presented in 2.1, we construct lower terms of the formal asymptotic series that follow the block \( \mathcal{U}_{h,m} \).

Since each step of the iteration procedure decreases the exponent \( r \) in representations (5.2) of the right-hand sides of the problem, the partial sum \( \hat{\mathfrak{J}}_{(-q)}^{h,m} \) of the series can be chosen in such a way that for the vector-valued functions
\[
(5.13) \quad \hat{\mathfrak{J}}_{(-q)}^{h,m} = -L \chi_{\infty} \hat{\mathfrak{J}}_{(-q)}^{h,m}, \quad \hat{g}_{(-q)}^{j,p} = -N \chi_{\infty} \hat{\mathfrak{J}}_{(-q)}^{h,m}
\]
inclusions (5.6) would hold. Proposition 5.2 yields a solution \( \hat{\mathfrak{J}}_{(-q)}^{h,m} \in \mathcal{H} \) of the problem (1.10) with right-hand sides (5.13) and a solution
\[
(5.14) \quad \hat{\mathfrak{J}}_{(-q)}^{h,m} = \chi_{\infty} \hat{\mathfrak{J}}_{(-q)}^{h,m} + \hat{\mathfrak{J}}_{(-q)}^{h,m} \in \mathfrak{H}^{l+1,1}(G)^k \setminus \mathfrak{H}^{l+1,1}(G)^k
\]
of the homogeneous problem (1.10).

Due to inclusions (4.11) and (5.14) the integrals in the sum
\[
(5.15) \quad (f, \hat{\mathfrak{J}}_{(-q)}^{h,m})_G + (g, \hat{\mathfrak{J}}_{(-q)}^{h,m})_{\partial G}
\]
converge. An important result of [11] is that using an arbitrary polynomial-logarithmic solution \( U_{(q)}^{j,p} \) of the model problem in the sector \( \mathfrak{K} \), we can find another polynomial-logarithmic solution \( \overline{U}_{j}^{p}(-q) \) of the same problem for which
\[
\Re \int_{-\alpha/2}^{\alpha/2} \left( \overline{U}_{(-q)}^{j,p}(x) \right)^\top N(|x|^{-1} x, \nabla x) U_{(q)}^{j,p}(x) - U_{(q)}^{j,p}(x) \right)^\top N(|x|^{-1} x, \nabla x) U_{(-q)}^{j,p}(x) \right|_{r=R} \, d\varphi = 1.
\]
Repeating, with obvious changes, computations (5.11), (5.12), one can now easily see that the coefficient \( c_{j,p}^{(q)} \) in the asymptotic formula (12) coincides with the expression (5.15), where \( h = j \) and \( m = p \).

6. Generalizations and Corollaries

6.1. The matching problem in the region with layers of constant thickness.

Consider the simplest case \( s = 0 \) in formula (1.3) where the regions \( \Omega^\pm_R \) are half-strips (Figure 3). Going over Section 4 we see that all proofs hold for the matching problem (1.13) as well. The difference in asymptotic construction was already mentioned in 3.3, and the only difference in the reduction and reconstruction procedures from Section 4
is related to the elements \( \xi^{j\pm} \) and \( \Xi^{j\pm} \) of the coverings. In the definition of these elements one should replace the functions \( H^{\pm} \) with the constants \(-a_{\pm}\) and instead of the local estimate (4.5), use a similar local estimate of the elliptic matching problem (see [40], [43]).

6.2. The matching problem in the region with parabolic inclusions. Almost all proofs remain the same in the case \( s \in (0,1) \); one should only give the correct meaning to objects on parabolic sets \( \Omega_{R}^{\pm} \) (see definition (4.3) and Figure 2). The only serious modification is related to the weight Korn inequality (4.45).

According to 3.3, an analogue of the asymptotic formula (4.2) is given by the expansions

\[
\begin{align*}
    u(x) &= \chi_{\infty}(r) \sum_{c} \xi_{(q)}^{j,p} U_{c}^{j,p}(x) + \bar{u}(x), \quad x \in \Omega_{R}^{1}, \\
    u(x) &= \chi_{\infty}(r) \sum_{c} \xi_{(q)}^{j,p} U_{c}^{j,p}(r \cos \frac{\alpha}{2}, \pm r \sin \frac{\alpha}{2}) + \bar{u}(x), \quad x \in \Omega_{R}^{1},
\end{align*}
\]

where we use the same notation as in Theorem 4.1.

To preserve Propositions 4.1 and 4.2, we must change the coverings of the region and the matching problem in the region with parabolic inclusions. In particular, we can reduce the matching problem (4.13) to the model problem in the sector \( \mathbb{K} \). In the process, we consider the spaces \( \mathfrak{W}_{0}^{L+1,0}(\Omega^{1}) \) and \( \mathfrak{W}_{0}^{L-1,0}(\Omega^{1}) \) of functions in \( z \) such that their restrictions \( z^{i} \) to the subregions \( \Omega_{i} \), \( i = 0,1 \), are in the spaces \( \mathfrak{W}_{1}^{L+1,0}(\Omega^{i}) \) and \( \mathfrak{W}_{1}^{L-1,0}(\Omega^{i}) \), respectively. In addition, in the first case the function of \( z \) is assumed to be continuous, i.e., the first matching condition (4.3) is assumed to be homogeneous. The second matching condition is allowed to be inhomogeneous, and the natural norm (4.24) is introduced in the trace space \( \mathfrak{W}_{1}^{L-1/2,0}(\partial \Omega^{1}) \).

The only (unfortunately, serious) obstruction to the recovery of the decay properties of asymptotic remainder arises in the proof of the weight Korn inequality (4.45). First, the
exponent \( s \) in the definition (1.2) of the region \( \omega^0_R \) with artificial cutting curves must be taken the same as for parabolic inclusions (1.3). This results in a restriction to the choice of the intermediate weight exponent \( \beta^0 \) (cf. Remark 4.2 and Theorem 6.1); however, it does not affect the possibility to prove the procedure of construction the full asymptotic expansion for the solution of the problem (1.13) presented in 3.3. Second, the image of the set

\[
\{ x : 1 < R^{-1} j^{1/(s-1)} y_1^\pm < 1 + \frac{j^{-1}}{1 - s}, -a_\pm < (y_1^\pm)^{-s} y_2^\pm < a_\pm^w \},
\]

similar to (4.48), under the change \( x \mapsto \eta_j^{\pm} = j^{-s/(s-1)}(y_1^\pm - R j^{1/(s-1)} y_2^\pm) \) of coordinates is the set

\[
\Theta_j^\pm = \{ x : 0 < \eta_1^{\pm} < \frac{R}{1 - s}, -a_\pm (R + j^{-1} \eta_1^{\pm})^s < \eta_2^{\pm} < a_\pm^w (R + j^{-1} \eta_1^{\pm})^s \}
\]

with weakly perturbed boundary. In Section 4, perturbations affected only the part

\[
\{ x : 0 < \eta_1^{\pm} < \frac{R}{1 - s}, \eta_2^{\pm} < a_\pm^w (R + j^{-1} \eta_1^{\pm})^s \}
\]

of the boundary of the image of (4.49) where homogeneous Dirichlet conditions were imposed; through this part of the boundary, the vector-valued function \( V_j^{\pm} \) was extended by zero to the standard set (4.50). In the case of parabolic inclusions this method does not work, and the following assumption is necessary: for the vector-valued function \( V_j^{\pm} \in H^1(\Theta_j^\pm)^k \) vanishing on the curve (6.1), the following Korn inequality, similar to (4.51), holds:

\[
\| V_j^{\pm}; H^1(\Theta_j^\pm) \|^2 \leq c \| \mathcal{D}(\nabla_o \pm) V_j^{\pm}; L^2(\Theta_j^\pm) \|^2,
\]

with a constant \( c \) independent of \( j \in \mathbb{N} \).

**Example 6.1.** Suppose a region \( \Theta \subset \mathbb{R}^2 \) with Lipschitz boundary \( \partial \Theta \) has the star property with respect to the disc \( \mathbb{B}_{d/2} \). According to [22], the Korn constant \( C(\Theta, \mathbb{B}_{d/2}) \) in the inequality

\[
\| V; H^1(\Theta) \|^2 \leq c \left( \| \mathcal{D}(\nabla_o \pm) V; L^2(\Theta) \|^2 + \| V; L^2(\mathbb{B}_{d/2}) \|^2 \right),
\]

where \( \mathcal{D} \) is the matrix (1.7), depends on the ratio \( \text{diam} \Theta/d \) only. Note that by the definition of this specific matrix \( \mathcal{D} \), formula (6.6) also contains a similar Poincaré–Friedrichs inequality (\( V \) is a scalar and \( \mathcal{D}(\nabla_o \pm) = \nabla_o \)). Since the boundary \( \partial \Theta_j^\pm \) of the region (6.3) is Lipschitz, and each Lipschitz region can be represented as a union of finitely many regions with the star property with respect to a ball, the required property of the constant in (6.5) for the three problems of mathematical physics mentioned in Example 1.1 is clear.

The remaining computations in 4.4 are practically unchanged. Therefore, we established the following result.

**Theorem 6.1.** Let \( l, \gamma, \beta^1, \) and \( \beta^2 \) be the same as in Theorem 4.1. Additionally, suppose \( \beta^2 - \beta^1 > s \) and the assumption about inequalities (5.5) holds. Choose \( \beta^0 \in (\beta^1, \beta^2) \) in such a way that the line \( \Lambda_{l-\beta^0} \) does not contain points of the spectrum of the pencil (2.4) and

\[
\beta^0 < \beta^1 + s(\beta^2 - \beta^1), \quad \beta^0 \leq \beta^2 - s.
\]

Then the solution \( u \in \mathcal{W}^{l+1,0}_{\beta^0, \gamma}(\Omega^0 \cup \Omega^1)^k \) of the matching problem (1.13) with right-hand sides \( f \in \mathcal{W}^{l-1,0}_{\beta^2, \gamma}(\Omega^0 \cup \Omega^1)^k \) and \( g \in \mathcal{W}^{l-1/2}_{\beta^2, \gamma}(\partial \Omega^1)^k \) admits asymptotic expansions (6.1).
with the remainder \( \tilde{u} \) belonging to the space \( \mathfrak{H}_{\beta,\gamma}^{j+1,0}(\Omega^0 \cup \Omega^1) \); moreover, we have
\[
\| \tilde{u}; \mathfrak{H}_{\beta,\gamma}^{j+1,0}(\Omega^0 \cup \Omega^1) \| + \sum_{c_j} \| c_j ; \mathfrak{H}_{\beta,\gamma}^{j+1,0}(\Omega^0 \cup \Omega^1) \| \leq c \left( \| f; \mathfrak{H}_{\beta,\gamma}^{j,0}(\Omega^0 \cup \Omega^1) \| + \| g; \mathfrak{H}_{\beta,\gamma}^{j,0}(\Omega^0 \cup \Omega^1) \| + \| u; \mathfrak{H}_{\beta,\gamma}^{j+1,0}(\Omega^0 \cup \Omega^1) \| \right).
\]

The sum in (6.1) and (6.7) is over those eigenvalues of the pencil (2.4) that lie between the lines \( \Lambda_{l-\beta_2} \) and \( \Lambda_{l-\beta_0} \).

The results presented in Section 5 can be easily adapted to the problem (1.13). We only mention that in computations (5.12) the integrals over the arcs \( \{ x \in \Omega^\pm R : r = R \} \) are estimated by \( c R^{s-1} = o(1) \).

6.3. About the boundaries of the regions and the coefficients of differential operators. In formulas (1.2)–(1.4), the boundaries of the regions are given by the formulas \( y^\pm_2 = a_0(y^\pm_1)^s \), i.e., they are arcs of parabolas. In view of the assumption (6.5), they can be perturbed:
\[
y^\pm_2 = (y^\pm_1)^s \left( a_0 + h \left( \frac{1}{y^\pm_1} \right) \right).
\]
Here \( a_0 \neq 0 \) and, e.g., \( [0,1/R] \ni t \mapsto h(t) \) is a smooth function. Similarly one can consider the problems (1.10) and (1.13) in the case of variable coefficients by replacing conditions (1.13) and (1.16) with the stabilization conditions
\[
| \nabla^p (A(x) - \Lambda(\varphi)) | \leq c_p r^{-\delta-p}, \quad x \in G_R \quad (or \ x \in \Omega^0_R),
\]
\[
| \nabla^p (A^\pm(x) - A^\pm) | \leq c_p r^{-\delta-p}, \quad x \in \Omega^p_R, \quad p \in \mathbb{N}_0, \quad \delta > 0.
\]

The matrix-valued function \( A \), which remains Hermitian and positive definite for \( |\varphi| \leq \alpha/2 \), depends smoothly on the angular variable.

The requirement that the boundaries \( \partial G \) and \( \partial \Omega^1 \) be smooth can be weakened by allowing either a finite number or a periodic pattern of angular points (see Figure 4). Each angular point \( O \) contributes powers of the weight factor \( \min \{ 1, \text{dist}(x, O) \} \) in the norms (1.13) and (1.16); in the second case the distribution of the powers is step-like. This class includes a well-known problem of a periodic family of boundary cracks (Figure 8).

Of course, the boundary \( \partial G \) does not have to be connected (Figure 9). Outside the disc \( \mathbb{B}_R \), the boundary \( \partial \Omega^0 \) with imposed matching conditions (1.13), can be a periodic smooth or polygonal line. Disconnected sets \( \partial \Omega^0 \) for which \( \Omega^0 \) or \( \Omega^1 \) is not a region
anymore are also allowed (see again Figure 9: in the holes the matrix $A$ takes the same value as outside the sector).

6.4. Region with parabolic inclusion. For a model problem in the case of the matching problem (1.13) in the compound region $\Omega^0 \cup \Omega^1$ defined by formulas (1.2), one can take the following system of differential equations on the punctured plane:

\[
L(\nabla_x)u(x) = f(x), \quad x \in \mathbb{R}^2 \setminus O.
\]

The spectrum of the corresponding pencil $\mathcal{L}(\varphi, \partial_\varphi, \lambda)$ is known (see, e.g., [3]). Namely, as a set, it consists of integers. Nonzero eigenvalues are algebraically simple, and their geometric multiplicity equals $k$ (the size of the system (6.8)). The complete multiplicity and all partial algebraic multiplicities of the eigenvalue $\lambda = 0$ are $2k$ and $2$, respectively. The power solutions corresponding to positive eigenvalues are polynomials. The polynomial-logarithmic solutions $U_1^{1,0}, \ldots, U_k^{1,0}$ from the list (2.6) form a fundamental matrix $F$ of the operator $L(\nabla_x)$ on the plane, and the power solutions corresponding to negative eigenvalues are linear combinations of derivatives of the columns $F^1 = U_1^{1,1}, \ldots, F^k = U_k^{1,1}$.

6.5. The matching problem in a region with peak-like inclusion. As we have already mentioned in 1.3, the problem for a region with a parabolic inclusion discussed in the previous subsection can be transformed, using the inversion $x \mapsto \eta = |x|^{-2}x$, into the matching problem in the compound region $\omega^0 \cup \omega^1$ defined by formulas (1.19) and shown in Figure 7; this region has a singular peak-like point $O$.

The reduction and reconstruction procedures developed in the present paper can be applied to this problem as well, under the assumption that the constants in the Korn inequalities (6.3) for a family of regions with regularly perturbed boundaries are uniformly bounded (see Example 6.1). The norms in the weight classes $\mathcal{W}_{\sigma, \gamma}^0(\omega^0 \cup \omega^1)$ and $\mathcal{W}_{\sigma, \gamma}^1(\omega^0 \cup \omega^1)$ corresponding to this problem are obtained from the norms (1.29) and (1.20) by the change of variable $r \mapsto 1/r$. After simplifications these norms look as follows:

\[
\|u; \mathcal{W}_{\sigma, \gamma}^{0,1}(\omega^j)\| = \left(\sum_{p=0}^{l+1} \int_{\omega^j} r^{2(\sigma-\gamma-\delta_p,0)} (r + |\varphi|)^{2(\gamma-l-1+\delta_p,0)} |\nabla_x u(x)|^2 \, dx\right)^{1/2},
\]

\[
\|f; \mathcal{W}_{\sigma, \gamma}^{-1,0}(\omega^j)\| = \left(\sum_{p=0}^{l-1} \int_{\omega^j} r^{2(\sigma-\gamma)} (r + |\varphi|)^{2(\gamma-l+1)} |\nabla_x f(x)|^2 \, dx\right)^{1/2}.
\]

Here $\varphi \in [-\pi, \pi]$, and the polar axis is directed inside the peak, i.e., $\varphi = \pm \pi$ on the extension of the peak.
It is clear that under inversion the operator $L(x, \nabla x)$ loses many required properties, such as, e.g., polynomiality and the algebraic completeness of the matrix $D$. Therefore, a direct reference to Theorem 6.1 is not sufficient to obtain asymptotic formulas, and one must repeat (almost literally) the arguments and computations that are presented in this paper for the problem with a region going to infinity. Instead of doing this, we mention once again the papers [23, 24] where the formal asymptotic analysis was carried out for the equations of elasticity theory. We emphasize that the relation between the problems for the compound regions $\Omega_0 \cup \Omega_1$ and $\omega_0 \cup \omega_1$ established by inversion gives correct transformations of geometric objects, i.e., of coverings $\{\xi^q\}, \{\Xi^q\}$, of variability zones for the cut-off functions, etc.

The problem for an angular elastic body with a thinning elastic inclusion (Figure 10) can also be analyzed using this approach.
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