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ABSTRACT. Classical conditions for the bifurcation of periodic solutions in perturbed auto-oscillating and conservative systems go back to Malkin and Mel’nikov, respectively. These authors’ papers were based on the Lyapunov–Schmidt reduction and the implicit function theorem, which lead to the requirement that both the cycles and the zeros of the bifurcation functions be simple. In this paper a geometric approach is put forward which does not assume these requirements, but imposes a certain condition on the Poincaré index of a generating cycle with respect to some auxiliary vector field. The approach is based on calculating the topological degree of the Poincaré operator of the perturbed system with respect to interior and exterior neighbourhoods of a generating cycle, as a consequence of which the conclusion of the main theorem guarantees bifurcation of a certain number of periodic solutions towards the interior of the cycle, and of a certain number of periodic solutions towards the exterior of the cycle. Concrete examples are given, where this approach either establishes bifurcation of a greater number of periodic solutions compared with the known classical results, or provides additional information on the location of these solutions.

1. Introduction

We consider an autonomous system of ordinary differential equations

\[ \dot{x} = f(x), \quad x \in \mathbb{R}^2, \]

where \( f \) is a continuously differentiable function such that a solution of the system (1.1) with any initial condition can be extended to the interval \((-\infty, \infty)\). We call the system (1.1) a generating system. Suppose that the system (1.1) admits a \( T \)-periodic cycle \( \bar{x} \). Since the system is autonomous, for any shift \( \theta \in [0, T] \) the function

\[ \bar{x}^\theta(t) = \bar{x}(\theta + t) \]

is again a \( T \)-periodic solution of the system (1.1). Suppose that a function \( g: \mathbb{R} \times \mathbb{R}^2 \to \mathbb{R}^2 \) is \( T \)-periodic in the first variable and consider the perturbed system

\[ \dot{x} = f(x) + \varepsilon g(t, x), \quad x \in \mathbb{R}^2. \]

The paper is devoted to the classical problem, which goes back to Poincaré, of whether the perturbed system (1.2) has \( T \)-periodic solutions \( \bar{x}_\varepsilon \) which converge to a generating solution \( \bar{x}^\theta \) as \( \varepsilon \to 0 \). Poincaré’s assertion states that the parameter \( \theta = \theta_0 \) of the
generating solution for which such solutions exist is necessarily a zero of some bifurcation function $M$. Poincaré wrote the function $M$ in implicit form.

Later Malkin [24] and Mel’nikov [27] found an explicit form for the function $M$ and by using the implicit function theorem proved that, in various situations, a sufficient condition for the system (1.2) to have a $T$-periodic solution $\tilde{x}$ converging to $\tilde{x}^{\theta_0}$ as $\varepsilon \to 0$ is given by the condition

$$M'(\theta_0) \neq 0;$$

that is, the root $\theta_0$ must be simple.

The difference between the situations studied by Malkin and Mel’nikov is related to conditions imposed on the $T$-periodic linear system

$$\dot{y} = f'(\tilde{x}(t)) y.$$ 

For example, Malkin assumed that

$$(C_{MA}) : \text{ the algebraic multiplicity of the multiplicator } +1 \text{ of the system (1.4) is equal to 1,}$$

whilst Mel’nikov assumed that

$$(C_{ME}) : \text{ the algebraic multiplicity of the multiplicator } +1 \text{ of the system (1.4) is equal to 2,}$$

but the geometric multiplicity of the multiplicator $+1$ of the system (1.4) is equal to 1.

In this paper we show that another of Poincaré’s ideas, concerning the index of a curve with respect to a vector field, lets us obtain similar results under only one assumption:

$$(C) : \text{ in a small neighbourhood of the cycle } \tilde{x} \text{ there are no other } T\text{-periodic solutions of the generating system.}$$

Condition (C) holds both in Malkin’s situation ($C_{MA}$) and in Mel’nikov’s situation ($C_{ME}$). But the assumption (C) does not use any properties of the linearized system (1.4) and, consequently, can be satisfied for degenerate cases, where each solution of the system (1.4) is $T$-periodic; see §5.

By contrast with the results due to Malkin and Mel’nikov, this approach does not assume that the perturbation is differentiable; it is related to extensions of Poincaré index theory; see [16]. Although the main theorem is proved for the case of a continuous perturbation, by following standard schemes (see, for example, [12 §6.2]) it can be extended not only to the case of discontinuous perturbations but also multivalued perturbations with convex images.

We shall show that conditions for the existence of periodic solutions of the perturbed system near the cycle $\tilde{x}$ can be related to the number of revolutions performed by the vector

$$\Phi(\tilde{x}(\theta)) = M_E(\theta) \tilde{x}(\theta) + M_A(\theta) \tilde{x}(\theta)$$

when $\theta$ varies from 0 to $T$. Here we used the notation

$$\xi^\perp = \left( \begin{array}{c} -\xi_2 \\ \xi_1 \end{array} \right).$$

The number of revolutions is called the Poincaré index of the cycle $\tilde{x}$ with respect to the field $\Phi$ defined on the cycle $\tilde{x}$ and is denoted by $\text{ind}(\tilde{x}, \Phi)$. Here we do not dwell on the definition of the Poincaré index, which can be found, for example, in [39] Ch. III, XIV], [21 Ch. IX, §4] and [2] Ch. V, §10.4]. Since in this literature the Poincaré index is introduced for a positively oriented curve, in what follows we always assume that the
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1. The curve $\tilde{x}$ is positively oriented. The functions $M_A$ and $M_E$ of formula (1.3), which are defined in the next section, coincide with the classical functions of Malkin and Mel’nikov under certain additional conditions.

2. The main result

To define the functions $M_E$ and $M_A$ we consider solutions of the following conjugate system:

$$(2.6) \quad \dot{z} = -(f'(\tilde{x}(t)))^* z.$$  

Namely, we denote by $\tilde{z}$ a solution of the system (2.6) with the initial condition $\tilde{z}(0) = \dot{\tilde{x}}(0)$, and by $\hat{z}$ a solution of the system (2.6) with the initial condition $\hat{z}(0) = \frac{1}{||\dot{\tilde{x}}(0)||^2} \dot{\tilde{x}}(0)$.

Thus, we set

$$M^s_E(\theta) = \int_{s-T+\theta}^{s+\theta} \langle \tilde{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle d\tau,$$

$$M^s_A(\theta) = \int_{s-T+\theta}^{s+\theta} \langle \hat{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle d\tau, \quad \theta, s \in [0, T],$$

where $\langle \cdot, \cdot \rangle$ is the ordinary inner product in $\mathbb{R}^2$. Furthermore, we assume by definition that

$$M_E := M^0_E, \quad M_A := M^0_A.$$ 

We will now state the main theorem.

Theorem 2.1. Suppose that condition (C) holds and the perturbation in (1.2) is continuous. Suppose that

\[ (A) \quad \text{for any } s, \theta \in [0, T], \text{ the equality } M^s_E(\theta) = 0 \text{ implies } M^s_A(\theta) \neq 0. \]

Then for sufficiently small $\varepsilon > 0$, every $T$-periodic solution $\tilde{x}_\varepsilon$ of the perturbed system (1.2) is necessarily such that

$$\tilde{x}_\varepsilon(t) \neq \tilde{x}(s) \quad \text{for all } t, s \in [0, T].$$  

If in addition

\[ (B) \quad \text{ind}(\tilde{x}, \Phi) \neq 1, \]

then for all sufficiently small $\varepsilon > 0$, the perturbed system (1.2) does have at least two $T$-periodic solutions $\tilde{x}_{\varepsilon,1}$ and $\tilde{x}_{\varepsilon,2}$ satisfying condition (2.7). To these solutions there correspond $\theta_1, \theta_2 \in [0, T]$ such that

$$\tilde{x}_{\varepsilon,1}(t) \to \tilde{x}^{\theta_1}(t) \quad \text{as } \varepsilon \to 0$$

and

$$\tilde{x}_{\varepsilon,2}(t) \to \tilde{x}^{\theta_2}(t) \quad \text{as } \varepsilon \to 0.$$ 

Moreover, the solution $\tilde{x}_{\varepsilon,1}$ is contained inside the cycle $\tilde{x}$, and the solution $\tilde{x}_{\varepsilon,2}$ outside; that is, $\tilde{x}_{\varepsilon,1}([0, T]) \subset U$ and $\tilde{x}_{\varepsilon,2}([0, T]) \subset \mathbb{R}^2 \setminus U$, where $U \subset \mathbb{R}^2$ is the open bounded set whose boundary is $\tilde{x}([0, T])$. 


The existence of the open bounded set $U$ mentioned in Theorem 2.1 follows from Jordan’s theorem (see [1] Ch. II).

We will now proceed to prove Theorem 2.1. To do this, first we introduce some concepts we need and establish some auxiliary results.

We denote by $\Omega(\cdot, t_0, \xi)$ a solution $x$ of the generating system (1.1) with the initial condition $x(t_0) = \xi$. We consider the system

$$\dot{y} = f'_2(t, \Omega(t, 0, \xi))y + g(t, \Omega(t, 0, \xi))$$

(see [24] formula 3.8]) and denote by $\eta(\cdot, s, \xi)$ a solution $y$ of this system with the initial condition $y(s) = 0$. Henceforth $F'_{(s)}$ denotes the derivative of a function $F$ with respect to the $k$th variable. We associate with the system (1.2) the following operator $\Phi^s : \mathbb{R}^2 \to \mathbb{R}^2$ (see [19] Theorem 1):

$$\Phi^s(\xi) = \eta(T, s, \xi) - \eta(0, s, \xi).$$

We point out that the operator $\Phi^0$ does not coincide with $\Phi$, but we will show later that the Poincaré indices of these operators calculated on the cycle $\mathcal{x}$ coincide. When $f = 0$, that is, when the generating system is the system $\dot{x} = 0$, we have

$$\Phi^s(\xi) = \int_0^T g(\tau, \xi) d\tau, \quad s \in \mathbb{R}, \xi \in \mathbb{R}^2.$$

Consequently, if $f = 0$, then $\Phi^s$ is, up to the factor $1/T$, the classical Krylov–Bogolyubov–Mitropol’skii averaging operator of the perturbed system (1.2) (see [28] formula 7.112]).

We denote by $\tilde{y}$ a solution of the linearized system (1.4) with the initial condition

$$\tilde{y}(0) = \frac{1}{\|\mathcal{x}(0)\|^2} \mathcal{x}(0)^\perp.$$

Then we have the next result.

**Lemma 2.1.** The following formula holds:

$$\Phi^s(\mathcal{x}(\theta)) = M'_{A}(\theta)\mathcal{x}(\theta) + M'_{E}(\theta)\tilde{y}(\theta), \quad s, \theta \in \mathbb{R}.$$

To prove this lemma, and in subsequent arguments, we will use the next result.

**Lemma 2.2** (see [13] Lemma 1 or [14] Lemma 2). The formula

$$\eta(\theta, s, \xi) = \Omega'_3(\theta, 0, \xi) \int_s^\theta \Omega'_3(0, \tau, \Omega(t, 0, \xi))g(t, \Omega(t, 0, \xi)) d\tau$$

holds; correspondingly,

$$\Phi^s(\xi) = \int_{s-T}^s \Omega'_3(0, \tau, \Omega(t, 0, \xi))g(t, \Omega(t, 0, \xi)) d\tau.$$

**Proof of Lemma 2.1**. By Lemma 2.2 we have

$$\Phi^s(\xi) = \int_{s-T}^s (\Omega'_3(0, \tau, \Omega(t, 0, \xi))g(t, \Omega(t, 0, \xi)) d\tau.$$

Next (see, for example, [17] Theorem 2.1]), $\Omega'_3(t, 0, x_0(\theta)) = Y(t, \theta)$, where $Y(t, \theta)$ is a fundamental matrix of the system

$$\dot{y}(t) = f'(\mathcal{x}(t + \theta))y(t)$$

satisfying the condition $Y(0, \theta) = I$, and, since

$$\Omega'_3(0, t, \Omega(t, 0, \xi))\Omega'_3(t, 0, \xi) = I \quad \text{for any } t \in \mathbb{R}, \xi \in \mathbb{R}^2,$$
we have

\( (2.11) \quad \Phi^s(\bar{x}(\theta)) = \int_{s-T}^{s} Y^{-1}(\tau, \theta)g(\tau, \bar{x}(\tau + \theta)) \, d\tau, \quad s, \theta \in [0, T]. \)

We now show that

\( (2.12) \quad Y^{-1}(\tau, \theta) = Y(\theta, 0)Y^{-1}(\tau + \theta, 0), \quad \tau, \theta \in [0, T]. \)

Indeed, it is easy to see that \( Y(t + \theta, 0) \) is a fundamental matrix of the system \( (2.10) \) and thus \( Y(t + \theta, 0)Y^{-1}(\tau, 0) \) is also a fundamental matrix for \( (2.10) \); moreover, we have \( Y(t + \theta, 0)Y^{-1}(\theta, 0) = I \) for \( t = 0 \). Consequently, \( Y(t + \theta, 0)Y^{-1}(\theta, 0) = Y(t, \theta) \), which is equivalent to \( (2.12) \). By substituting \( (2.12) \) into \( (2.11) \) and using the change of variables \( \tau + \theta = t \) in the integral of the expression \( (2.11) \), we obtain

\[
\Phi^s(\bar{x}(\theta)) = \int_{s-T}^{s} Y^{-1}(\tau, \theta) g(\tau, \bar{x}(\tau + \theta)) \, d\tau
= Y(\theta, 0) \int_{s-T}^{s+\theta} Y^{-1}(\tau + \theta, 0) g(\tau, \bar{x}(\tau + \theta)) \, d\tau
= Y(\theta, 0) \int_{s-T+\theta}^{s+\theta} Y^{-1}(t, 0) g(t - \theta, \bar{x}(t)) \, dt.
\]

We set \( \tilde{Z}(t) = (\tilde{z}(t), \tilde{\bar{z}}(t)) \) and let \( Z(t) \) denote a fundamental matrix of the conjugate system \( (2.6) \) such that \( Z(0) = I \); we have \( Z(t) = \tilde{Z}(t)\tilde{Z}^{-1}(0) \). Henceforth we write \( (a, b) \), where \( a, b \in \mathbb{R}^2 \), to denote the matrix whose first column is \( a \) and the second is \( b \). By Perron’s lemma (see \[36\] or \[10\] Sec. III, \[12\]), \( Y^{-1}(t) = Z^*(t) \) and therefore,

\[
\Phi^s(\bar{x}(\theta)) = Y(\theta) \int_{s-T+\theta}^{s+\theta} Y^{-1}(\tau, \theta) g(\tau - \theta, \bar{x}(\tau)) \, d\tau
= (\tilde{Z}^*(\theta))^{-1} \int_{s-T+\theta}^{s+\theta} \tilde{Z}^*(\tau) g(\tau - \theta, \bar{x}(\tau)) \, d\tau
= (\tilde{Z}^*(\theta))^{-1} \left( M_A(\theta) \begin{array}{c} \cdot \\ \cdot \end{array} M_E(\theta) \right).
\]

But by observing that

\[
(\tilde{Z}^*(0))^{-1} = \begin{pmatrix}
(1/\|\tilde{x}(0)\|)\tilde{x}_1(0) & -\tilde{x}_2(0) \\
(1/\|\tilde{x}(0)\|)\tilde{x}_2(0) & \tilde{x}_1(0)
\end{pmatrix}^{-1}\]

\[
= \frac{1}{\det \begin{pmatrix}
(1/\|\tilde{x}(0)\|)\tilde{x}_1(0) & -\tilde{x}_2(0) \\
(1/\|\tilde{x}(0)\|)\tilde{x}_2(0) & \tilde{x}_1(0)
\end{pmatrix}} \begin{pmatrix}
\tilde{x}_1(0) & \tilde{x}_2(0) \\
- (1/\|\tilde{x}(0)\|)\tilde{x}_2(0) & \left(1/\|\tilde{x}(0)\|\right)\tilde{x}_1(0)
\end{pmatrix}^{-1}
\]

\[
= \begin{pmatrix}
\tilde{z}_1(0) & -\tilde{z}_2(0) \\
\tilde{z}_2(0) & \left(1/\|\tilde{x}(0)\|\right)\tilde{x}_1(0)
\end{pmatrix} = (\dot{\tilde{x}}(0), \tilde{\gamma}(0)),
\]

we conclude that

\[
(\tilde{Z}^*(\theta))^{-1} = (\dot{\tilde{x}}(\theta), \tilde{\gamma}(\theta)) \quad \text{for any } \theta \in \mathbb{R}.
\]

The lemma is proved. \( \square \)

Our next step in proving Theorem 2.1 is to establish that \( \text{ind}(\tilde{x}, \tilde{\Phi}) = \text{ind}(\bar{x}, \Phi) \). As in the case of the functions \( M_E^* \) and \( M_A^* \), we assume by definition that

\[
\tilde{\Phi} := \Phi^0.
\]
Lemma 2.3. Suppose that condition (A) of Theorem 2.1 holds. Then
\[ \text{ind}(\bar{x}, \Phi) = \text{ind}(\bar{x}, \Phi). \]

Proof. We define the deformation
\[
\Phi_{\lambda}(\bar{x}(\theta)) = \left( \int_{-T+\lambda \theta}^{\lambda \theta} \langle \bar{z}(\tau), g(\tau - \theta, \bar{x}(\tau)) \rangle d\tau \right) \hat{x}(\theta)
+ \left( \int_{-T+\lambda \theta}^{\lambda \theta} \langle \bar{z}(\tau), g(\tau - \theta, \bar{x}(\tau)) \rangle d\tau \right) \left( \lambda \hat{y}(\theta) + (1 - \lambda) \hat{x}(\theta)^{\perp} \right), \quad \theta \in [0, T].
\]
Since \( \Phi_{1}(\bar{x}(\theta)) = \Phi(\bar{x}(\theta)) \) and \( \Phi_{0}(\bar{x}(\theta)) = \Phi(\bar{x}(\theta)) \), it is sufficient to establish that
\[ (2.13) \quad \Phi_{\lambda}(\bar{x}(\theta)) \neq 0 \quad \text{for all } \lambda \in [0, 1], \theta \in [0, T]. \]

By the definition of \( \hat{y} \) we have \( \langle \hat{y}(0), \hat{x}(0)^{\perp} \rangle > 0 \). But since the vectors \( \hat{x}(\theta) \) and \( \hat{y}(\theta) \) are linearly independent for any \( \theta \in [0, T] \), we also have \( \langle \hat{y}(\theta), \hat{x}(\theta)^{\perp} \rangle \neq 0 \). Hence,
\[ \langle \hat{y}(\theta), \hat{x}(\theta)^{\perp} \rangle > 0 \quad \text{for any } \theta \in [0, T] \]
and therefore,
\[ (2.14) \quad \langle \lambda \hat{y}(\theta) + (1 - \lambda) \hat{x}(\theta)^{\perp}, \hat{x}(\theta)^{\perp} \rangle > 0 \quad \text{for any } \theta \in [0, T], \lambda \in [0, T]. \]
Suppose that (2.13) is false, that is, that there exist \( \lambda_{0} \in [0, 1] \) and \( \theta_{0} \in [0, T] \) such that
\[ \Phi_{\lambda_{0}}(\bar{x}(\theta_{0})) = 0. \]

Taking account of (2.14), from the last equality we conclude that
\[
\int_{-T+\lambda_{0} \theta_{0}}^{\lambda_{0} \theta_{0}} \langle \bar{z}(\tau), g(\tau - \theta_{0}, \bar{x}(\tau)) \rangle d\tau = 0 \quad \text{and} \quad \int_{-T+\lambda_{0} \theta_{0}}^{\lambda_{0} \theta_{0}} \langle \bar{z}(\tau), g(\tau - \theta_{0}, \bar{x}(\tau)) \rangle d\tau = 0.
\]
But \( \lambda_{0} \theta_{0} \in [0, T] \) and, consequently, the last relation contradicts the assumption (A).

The lemma is proved. \( \square \)

Finally, we shall need the following result.

Lemma 2.4. A function \( x \in C([0, T], \mathbb{R}^{2}) \) is a \( T \)-periodic solution of the system (1.2) if and only if the function
\[ (2.15) \quad \nu(t) = \Omega(0, t, x(t)), \quad t \in \mathbb{R}, \]
is a solution of the system
\[ \dot{\nu} = \varepsilon \Omega_{(3)}^{0}(0, t, \Omega(t, 0, \nu)) \nu(t, \Omega(t, 0, \nu)), \quad t \in \mathbb{R}, \]
satisfying the condition \( \nu(0) = \Omega(T, 0, \nu(T)) \).

We note that the system we look at in the statement may have several solutions satisfying the initial condition \( \nu(0) = \Omega(T, 0, \nu(T)) \). According to the lemma, one of these is always \( \nu(t) = \Omega(0, t, x(t)) \).

Proof. In the system (1.2) we make the change of variables
\[ (2.16) \quad x(t) = \Omega(t, 0, \nu(t)). \]
Formula (2.10) homeomorphically associates with each function \( \nu \in C([0, T], \mathbb{R}^{2}) \) a function \( x \in C([0, T], \mathbb{R}^{2}) \), and the inverse map is given by formula (2.15). Consequently, a function \( x \) is a solution of the system (1.2) if and only if the function \( \nu \) defined by (2.15) satisfies the following equality:
\[ (2.17) \quad \Omega_{(1)}(t, 0, \nu(t)) + \Omega_{(3)}(t, 0, \nu(t)) \dot{\nu}(t) = \varepsilon g(t, \Omega(t, 0, \nu(t))) + f(\Omega(t, 0, \nu(t))), \quad t \in \mathbb{R}. \]
By the definition of the function $\Omega$ we have

$$\Omega'(t, 0, \nu(t)) = f(\Omega(t, 0, \nu(t)));$$

therefore, taking the fact that

$$\Omega'(3)(0, t, \Omega(t, 0, \xi)) \Omega'(3)(t, 0, \xi) = I, \quad t \in \mathbb{R}, \ \xi \in \mathbb{R}^2,$$

into account, we can rewrite the system \((2.17)\) in the form

$$\dot{\nu}(t) = \varepsilon \Omega'(3)(0, t, \Omega(t, 0, \nu(t))) g(t, \Omega(t, 0, \nu(t))), \quad t \in \mathbb{R}. \tag{2.18}$$

Consider an arbitrary $T$-periodic solution $x$ of the system \((1.2)\). We have

$$\nu(0) = \Omega(0, 0, x(0)) = x(0) = x(T) = \Omega(T, 0, \nu(T)).$$

The lemma is proved. \(\square\)

We denote the interior of the cycle $\widetilde{x}$ by $U \subset \mathbb{R}^2$.

To prove Theorem 2.1 we consider the completely continuous integral operator

$$Q_\varepsilon : C([0, T], \mathbb{R}^2) \rightarrow C([0, T], \mathbb{R}^2) \tag{2.19}$$

given by

$$(Q_\varepsilon x)(t) = x(T) + \int_0^t f(x(\tau)) \, d\tau + \varepsilon \int_0^t g(\tau, x(\tau)) \, d\tau, \quad t \in [0, T]$$

on the set

$$W_U = \{ \widetilde{x} \in C([0, T], \mathbb{R}^2) : \widetilde{x}(t) \in U \text{ for any } t \in [0, T] \}.$$  

We denote the Leray–Schauder degree of a transformation $I - F : \overline{W} \rightarrow \mathbb{R}^2$ with respect to zero by $d(I - F, W)$ (see [20] Ch. I, §5). Sometimes, in order to emphasize that $F$ is defined in a space $E$, we shall write $d_E(I - F, W)$.

The main role in the proof of Theorem 2.1 is played by the following theorem.

**Theorem 2.2.** If $\widetilde{\Phi}'(\xi) \neq 0$ for any $\xi \in \partial U$ and any $s \in [0, T]$, then there exists $\varepsilon_0 > 0$ such that for $\varepsilon \in (0, \varepsilon_0]$ the following assertions hold:

1) for any $x \in C([0, T], \mathbb{R}^2)$ such that $Q_\varepsilon x = x$, we have $x(t) \notin \partial U$ for all $t \in [0, T]$;

in particular, the operator $Q_\varepsilon$ has no fixed points on $\partial W_U$;

2) $d(I - Q_\varepsilon, W_U) = \text{ind}(\widetilde{x}, \widetilde{\Phi})$ for $\varepsilon \in (0, \varepsilon_0]$.

Assertion 2) of Theorem 2.2 was first presented in our Diploma thesis [23] and published in [13] (Theorem 2). The statement of the result on the existence of periodic solutions for the perturbed system \((1.4)\), which follows immediately from assertion 2), was first published in [15] (Theorem 1). Since almost the same work is involved in just proving part 1) as in proving both 1) and 2), it seems appropriate to give the complete proof of Theorem 2.2 below, not the least because this proof is significantly simpler than the one given in [13], where the perturbed system has two summands containing $\varepsilon > 0$ and $\varepsilon$ occurs in these summands to different powers.

Theorem 2.2 is a development of the results of Mawhin, who established similar assertions in the case of zero or linear generating systems (see [25] and [26]). Although Mawhin considered the case of the space $\mathbb{R}^n$, the proof of Theorem 2.2 extends also immediately to the $n$-dimensional case.

**Proof of Theorem 2.2.** We set

$$\Upsilon(t, \xi) = \Omega'(3)(0, t, \Omega(t, 0, \xi)) g(t, \Omega(t, 0, \xi)).$$
According to Lemma 2.24 to each fixed point of the operator \( Q_\varepsilon \) in \( W_U \) there corresponds a fixed point \( \nu \) of the operator
\[
(G_{\varepsilon \nu})(t) = \Omega(T, 0, \nu(T)) + \int_0^t \Upsilon(\tau, \nu(\tau)) \, d\tau,
\]
which, as is easy to verify, again belongs to \( W_U \). Consequently, if \( d(I - G_\varepsilon, W_U) \) is defined, then by [16, Theorem 26.4] we have
\[
d(I - Q_\varepsilon, W_U) = d(I - G_\varepsilon, W_U).
\]
In the space \( C([0, T], \mathbb{R}^2) \) we consider the auxiliary completely continuous operator
\[
(A_{\varepsilon \nu})(t) = \Omega(T, 0, \nu(T)) - \varepsilon \int_0^T \Upsilon(\tau, \nu(\tau)) \, d\tau
\]
and show that for sufficiently small \( \varepsilon > 0 \) the fields \( I - G_\varepsilon \) and \( I - A_\varepsilon \) are homotopic on the boundary of the set \( W_U \). We define the deformation
\[
D_\varepsilon(\lambda, \nu)(t) = \nu(t) - \Omega(T, 0, \nu(T)) - \varepsilon \int_0^{\lambda t + (1 - \lambda) T} \Upsilon(\tau, \nu(\tau)) \, d\tau,
\]
which connects the fields \( G_\varepsilon \) and \( G_{1, \varepsilon} \). We now show that for sufficiently small \( \varepsilon > 0 \) the deformation \( D_\varepsilon \) is nondegenerate on the boundary of the set \( W_U \). To do this we prove a stronger assertion, which will then be used in the proof of assertion 1); namely, we shall show that there exists \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \) and \( \lambda \in [0, 1] \) each solution of the equation \( D_\varepsilon(\lambda, \nu) = \nu \) satisfies the condition \( \nu(t) \notin \partial U \) for all \( t \in [0, T] \).

Let \( \varepsilon > 0 \) be small. Then for \( t \in [0, T] \) and \( k \in \mathbb{N} \) we define
\[
\nu_k(t) = \Omega(T, 0, \nu_k(T)) + \varepsilon_k \int_0^{\lambda_k t + (1 - \lambda_k) T} \Upsilon(\tau, \nu_k(\tau)) \, d\tau, \quad t \in [0, T]
\]
and
\[
\nu_k([0, T]) \cap \partial U \neq \emptyset.
\]
Since the sequence of numbers \( \{\lambda_k\}_{k=1}^\infty \) is bounded, we can extract a convergent subsequence. Hence we can assume without loss of generality that the sequence \( \{\lambda_k\}_{k=1}^\infty \) converges. It follows from (2.21) that the functions of the sequence \( \{\nu_k\}_{k=1}^\infty \) are uniformly bounded. Therefore, since the function \( \Upsilon \) is continuous, there exists a constant \( c_0 > 0 \) such that \( \|\Upsilon(t, \nu_k(t))\| \leq c_0 \) for \( t \in [0, T] \), \( k \in \mathbb{N} \), and for any \( t_1, t_2 \in [0, T] \), \( k \in \mathbb{N} \), we have the estimate
\[
\|\nu_k(t_2) - \nu_k(t_1)\| = \varepsilon_k \left\| \int_{\lambda_k t_1 + (1 - \lambda_k) T}^{\lambda_k t_2 + (1 - \lambda_k) T} \Upsilon(\tau, \nu_k(\tau)) \, d\tau \right\| \leq \varepsilon_k \lambda_k (t_2 - t_1) c_0,
\]
which implies that the functions of the sequence \( \{\nu_k\}_{k=1}^\infty \) are equicontinuous. Therefore, applying Arzelà’s theorem we can extract a convergent subsequence from this sequence. Hence we can assume without loss of generality that the sequence \( \{\nu_k\}_{k=1}^\infty \) converges. We set \( \lambda_0 = \lim_{k \to \infty} \lambda_k \) and \( \nu_0 = \lim_{k \to \infty} \nu_k \). Then \( \lambda_0 \in [0, 1] \) and \( \nu_0([0, T]) \cap \partial U \neq \emptyset \). Since \( \dot{\nu}_k \to 0 \) as \( k \to \infty \), the function \( \nu_0 \) is constant. Relation (2.21) is equivalent to the existence of a number \( t_k \in [0, T] \) such that \( \nu_k(t_k) \in \partial U \). Then
\[
\Omega(T, 0, \nu_k(t_k)) = \nu_k(t_k), \quad k \in \mathbb{N}.
\]
Subtracting equality (2.20) written for \( t = t_k \) from the same equality written for \( t = T \), we obtain
\[
\nu_k(T) - \nu_k(t_k) = \varepsilon_k \int_{\lambda_k t_k + (1 - \lambda_k) T}^{\lambda_k T} \Upsilon(\tau, \nu_k(\tau)) \, d\tau.
\]
Based on (2.22), the expression (2.20) for

\[\nu_k(t) = \Omega(T, 0, \nu_k(T)) \] for \( t = T \) can be rewritten in the form

\[
\nu_k(T) - \nu_k(t_k) = \Omega(T, 0, \nu_k(T)) - \Omega(T, 0, \nu_k(t_k)) + \varepsilon_k \int_0^T \Upsilon(\tau, z_k(\tau)) d\tau
\]
or

\[
(I - \Omega(3)(T, 0, \nu_k(t_k)))(\nu_k(T) - \nu_k(t_k))
\]
(2.24)

\[
= \varepsilon_k \int_0^T \Upsilon(\tau, \nu_k(\tau)) d\tau + o(\nu_k(t_k), \nu_k(T) - \nu_k(t_k)),
\]
where the function \( o(\xi, h) \) satisfies the relation

\[
\|o(\xi, h)\| \to 0 \quad \text{as} \quad \|h\| \to 0 \quad \text{for} \quad \xi \in \mathbb{R}^2.
\]

Substituting (2.23) into (2.24) we obtain the equality

\[
(I - \Omega(3)(T, 0, \nu_k(t_k))) \int_{\lambda_k t_k + (1 - \lambda_k)T}^T \Upsilon(\tau, \nu_k(\tau)) d\tau
\]
(2.26)

\[
= \int_0^T \Upsilon(\tau, \nu_k(\tau)) d\tau + \varepsilon_k \frac{o(\nu_k(t_k), \nu_k(T) - \nu_k(t_k))}{\nu_k(T) - \nu_k(t_k)}.
\]

It follows from (2.23) that there exists a constant \( c > 0 \) such that

\[
\|\nu_k(T) - \nu_k(t_k)\| \leq c \varepsilon_k.
\]

Hence,

\[
\|\frac{o(\nu_k(t_k), \nu_k(T) - \nu_k(t_k))}{\varepsilon_k}\| \leq c \frac{\|o(\nu_k(t_k), \nu_k(T) - \nu_k(t_k))\|}{\|\nu_k(T) - \nu_k(t_k)\|}.
\]

In view of the fact that the values of the functions \( \nu_k \) are bounded uniformly in \( k \in \mathbb{N} \),

it follows from (2.23) that

\[
\| \frac{o(\nu_k(t_k), \nu_k(T) - \nu_k(t_k))}{\varepsilon_k} \| \to 0 \quad \text{as} \quad k \to \infty.
\]

Taking (2.28) into account we pass to the limit in (2.26) as \( k \to \infty \) and obtain

\[
(I - \Omega(3)(T, 0, \xi_0)) \int_s^T \Upsilon(\tau, \xi_0) d\tau = \int_0^T \Upsilon(\tau, \xi_0) d\tau
\]
or

\[
\int_s^T \Omega(3)(T, 0, \xi_0) \Omega(3)(0, \tau, \Omega(0, \tau, 0, \xi_0)) g(\tau, \Omega(\tau, 0, \xi_0)) d\tau
\]
(2.29)

\[
- \int_0^T \Omega(3)(0, \tau, \Omega(\tau, 0, \xi_0)) g(\tau, \Omega(\tau, 0, \xi_0)) d\tau = 0,
\]
where \( s = \lim_{k \to \infty} (\lambda_k t_k + (1 - \lambda_k)T) \in [0, T] \). Using Lemma 2.2 we can rewrite (2.29) in the form

\[
\eta(T, s, \xi_0) - \eta(0, s, \xi_0) = 0,
\]
which contradicts the hypothesis of the theorem. Thus, there exists \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \) and \( \lambda \in [0, 1] \), each solution of the equation \( D_\varepsilon(\lambda, \nu) = \nu \) satisfies the condition \( \nu(t) \not\in \partial U \) for all \( t \in [0, T] \). For \( \lambda = 1 \), the result obtained coincides with assertion 1) of the theorem. We now turn to the proof of assertion 2). As we already mentioned, the property we have proved means, in particular, that

\[
D_\varepsilon(\lambda, \nu) \neq 0, \quad \lambda \in [0, 1], \quad \nu \in \partial W_U, \quad \varepsilon \in (0, \varepsilon_0],
\]
that is, that the fields $I - G_\varepsilon$ and $I - A_\varepsilon$ are homotopic on the boundary of the set $W_U$ for
\( \varepsilon \in (0, \varepsilon_0] \). We denote by $C_0([0, T], \mathbb{R}^2)$ the subspace of the space $C([0, T], \mathbb{R}^2)$ consisting of all the constant functions defined on the segment $[0, T]$ and taking values in $\mathbb{R}^2$. We have $A_\varepsilon(\partial W_U) \subset C_0([0, T], \mathbb{R}^2)$. Next, by construction, the set $W_U$ contains functions identically equal to an arbitrary fixed element of $U$. Finally, from (2.30) for $\lambda = 0$ we obtain

$$A_\varepsilon(\nu) \neq \nu, \quad \nu \in \partial W_U, \quad \varepsilon \in (0, \varepsilon_0],$$

whence, in view of the relation $\partial(W_U \cap C_0([0, T], \mathbb{R}^2)) \subset \partial W_U$, it follows that for $\varepsilon \in (0, \varepsilon_0]$ the field $I - A_\varepsilon$ has no zeros on the boundary of the set $W_U \cap C_0([0, T], \mathbb{R}^2)$. Therefore for $\varepsilon \in (0, \varepsilon_0]$ it is legitimate to restrict the field $I - A_\varepsilon$ to the subspace $C_0([0, T], \mathbb{R}^2)$, which means that

$$(2.31) \quad d_{C([0,T],\mathbb{R}^2)}(I - A_\varepsilon, W_U) = d_{C_0([0,T],\mathbb{R}^2)}(I - A_\varepsilon, W_U \cap C_0([0, T], \mathbb{R}^2)),$$

where on the left- and right-hand sides of the equality there are the topological degrees in the spaces $C([0, T], \mathbb{R}^2)$ and $C_0([0, T], \mathbb{R}^2)$, respectively.

We observe that a constant function $\nu \in W_U \cap C_0([0, T], \mathbb{R}^2)$ is a solution of the equation $A_\varepsilon \nu = \nu$ if and only if the element $\xi = \nu(0)$ is a solution of the equation $A_0^\varepsilon \xi = \xi$, where

$$A_0^\varepsilon \xi = \Omega(T, 0, \xi) + \varepsilon \int_0^T \Upsilon(\tau, \xi) \, d\tau.$$

Applying the theorem on equivalent equations to the equations $A_\varepsilon \nu = \nu$ and $A_0^\varepsilon \xi = \xi$, and then applying the theorem on passing to a subspace, for $\varepsilon \in (0, \varepsilon_0]$ we obtain

$$(2.32) \quad d_{\mathbb{R}^2}(I - A_\varepsilon^0, U) = d_{\mathbb{R}^2}(I - A_\varepsilon^0, U).$$

In order to calculate the topological degree $d_{\mathbb{R}^2}(I - A_\varepsilon^0, U)$ we set

$$A_{1, \varepsilon} \xi = -\varepsilon \int_0^T \Upsilon(\tau, \xi) \, d\tau.$$

Since $(I - A_\varepsilon^0)(\xi) = A_{1, \varepsilon} \xi$, $\xi \in \partial U$, for $\varepsilon \in (0, \varepsilon_0]$ we have

$$(2.33) \quad d_{\mathbb{R}^2}(I - A_\varepsilon^0, U) = d_{\mathbb{R}^2}(A_{1, \varepsilon}, U).$$

We claim that the vector fields $A_{1, \varepsilon}$ and $A_{1, 1}$ are homotopic on the boundary of the set $U$ for $\varepsilon \in (0, \varepsilon_0]$. We define the linear deformation

$$D_{1, \varepsilon}(\lambda, \xi) = (\lambda \varepsilon + 1 - \lambda) \int_0^T \Upsilon(\tau, \xi) \, d\tau, \quad \xi \in U$$

and establish that it is nondegenerate on the boundary of the set $U$. Suppose the opposite; then for some $\lambda \in [0, 1]$, $\xi \in \partial U$, and $\varepsilon \in (0, \varepsilon_0)$ we have

$$(\lambda \varepsilon + 1 - \lambda) \int_0^T \Upsilon(\tau, \xi) \, d\tau = 0,$$

whence

$$\int_0^T \Upsilon(\tau, \xi) \, d\tau = 0,$$

which, by Lemma 2.2 contradicts the hypotheses of the theorem. Thus, using Lemma 2.2 we have

$$(2.34) \quad d_{\mathbb{R}^2}(A_{1, \varepsilon}, U) = d_{\mathbb{R}^2}(A_{1, 1}, U) = d_{\mathbb{R}^2}(-\eta(T, 0, \cdot), U).$$

Substituting (2.34) into (2.33) we obtain

$$(2.35) \quad d_{\mathbb{R}^2}(I - A_\varepsilon^0, U) = d_{\mathbb{R}^2}(-\eta(T, 0, \cdot), U), \quad \varepsilon \in (0, \varepsilon_0).$$
Now, substituting (2.32) into (2.31), using the fact that the fields $I - A_x$ and $I - G_x$ are homotopic, and using relation (2.35), we finally have
\[ d_{C([0,T],\mathbb{R}^2)}(I - G_x, W_U) = d_{\mathbb{R}^2}(-\eta(T,0,\cdot), U), \quad \varepsilon \in (0, \varepsilon_0]. \]

But the field $\eta(T,0,\cdot)$ is obtained from the field $-\eta(T,0,\cdot)$ by continuous rotation of all the vectors through $180^\circ$ counterclockwise; consequently,
\[ d_{\mathbb{R}^2}(-\eta(T,0,\cdot), U) = d_{\mathbb{R}^2}(\eta(T,0,\cdot), U). \]

Since the topological degree is independent of the way it is defined (see [10]), by the definition of the set $U$ we have $d_{\mathbb{R}^2}(\eta(T,0,\cdot), U) = \text{ind}(\bar{x}, \eta(T,0,\cdot)) = \text{ind}(\bar{x}, \Phi)$.

The theorem is proved. \qed

Everything is now in place for us to prove Theorem 2.1.

Proof of Theorem 2.1 Let $\varepsilon_0 > 0$ be as in Theorem 2.2, then, taking Lemmas 2.1 and 2.3 into account as well, we have
\[ d(Q_\varepsilon, W_U) = \text{ind}(\bar{x}, \Phi) \quad \text{for any } \varepsilon \in (0, \varepsilon_0] \]
and, using assumption (2), we obtain
\[ (2.36) \quad d(Q_\varepsilon, W_U) \neq 1 \quad \text{for any } \varepsilon \in (0, \varepsilon_0]. \]

We set $U_\delta^- = U \setminus B_\delta(\partial U)$ and $U_\delta^+ = U \cup B_\delta(\partial U)$. Henceforth, $B_\delta(D)$ denotes the $\delta$-neighbourhood of a set $D$ in the norm of the space containing $D$. Based on condition (C) we can fix $\delta_0 > 0$ such that the generating system (1.1) has no $T$-periodic solutions with initial conditions in $\partial U_\delta^- \cup \partial U_\delta^+$ for all $\delta \in (0, \delta_0]$. We can assume without loss of generality that $\delta_0 > 0$ is chosen to be sufficiently small, so that $U_\delta^- \neq \emptyset$. By the Capitello–Mawhin–Zanolin theorem ([5 Corollary 1]) we have
\[ d(Q_0, W_{U_\delta^-}) = d_{\mathbb{R}^2}(f, U_\delta^-) \quad \text{and} \quad d(Q_0, W_{U_\delta^+}) = d_{\mathbb{R}^2}(f, U_\delta^+) \quad \text{for all } \delta \in (0, \delta_0]. \]

We can assume without loss of generality that $\delta_0 > 0$ is small enough for the following equalities to hold:
\[ d_{\mathbb{R}^2}(f, U_\delta^-) = d_{\mathbb{R}^2}(f, U_\delta^+) = d_{\mathbb{R}^2}(f, U), \quad \delta \in (0, \delta_0]. \]

By Poincaré’s theorem (see Lefschetz [21 Theorem 11.1] or Krasnosel’skii et al. [18 Theorem 2.3]) we have $d_{\mathbb{R}^2}(f, U) = 1$; therefore,
\[ d(Q_0, W_{U_\delta^-}) = d(Q_0, W_{U_\delta^+}) = 1 \quad \text{for all } \delta \in (0, \delta_0]. \]

Thus, to each $\delta \in (0, \delta_0]$ there corresponds $\varepsilon_\delta > 0$ such that
\[ (2.37) \quad d(Q_\varepsilon, W_{U_\delta^-}) = d(Q_\varepsilon, W_{U_\delta^+}) = 1 \quad \text{for all } \varepsilon \in (0, \varepsilon_\delta] \text{ and } \delta \in (0, \delta_0]. \]

We can assume without loss of generality that $\varepsilon_\delta < \varepsilon_0$ for all $\delta \in (0, \delta_0]$. Then from (2.36) and (2.37) we obtain that for all $\delta \in (0, \delta_0]$ and $\varepsilon \in (0, \varepsilon_\delta]$ the system (1.2) has at least two $T$-periodic solutions $x_{\varepsilon,1} \in W_U \setminus W_{U^-}$ and $x_{\varepsilon,2} \in W_{U^+} \setminus W_U$. Hence, in particular, we have $x_{\varepsilon,1}(0) \in U$ and $x_{\varepsilon,2}(0) \not\in U$; using assertion 1) of Theorem 2.2 we can conclude that $x_{\varepsilon,1}(t) \in U$ and $x_{\varepsilon,2}(t) \not\in U$ for all $t \in [0, T]$.

The theorem is proved. \qed
3. Calculating the Index

In this section we show that if the function $M$ has exactly two zeros on the interval $[0,T)$, then verifying condition (1.2) in Theorem 2.1 that the Poincaré index is distinct from $+1$, reduces to verifying an algebraic inequality. The following result will be a basic tool.

**Theorem 3.1.** Suppose that the perturbation in (1.2) is continuous. Suppose that the function $M_E$ has exactly two zeros $\theta_1$ and $\theta_2$ on the interval $[0,T)$. If $M_E$ is strictly monotonic at the points $\theta_1$ and $\theta_2$ and

$$M_A(\theta_1) \cdot M_A(\theta_2) < 0,$$

then either $\text{ind}(\bar{x}, \Phi) = 0$ or $\text{ind}(\bar{x}, \Phi) = 2$.

The proof of the theorem is based on the following lemma.

**Lemma 3.1** (see [22, Lemma 5]). Let $q : [0,T] \rightarrow \mathbb{R}^2$, $q(0) = q(T)$, be a Jordan curve, and $\psi : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ a continuous vector field such that $\psi(q(t)) \neq 0$ for each $t \in [0,T]$. Suppose that there exists a direction function $z : [0,T] \rightarrow \mathbb{R}^2$, $z(0) = z(T)$, such that

1) $\langle z(\theta), q(\theta) \rangle \neq 0$ for each $\theta \in [0,T]$;
2) the scalar function $\alpha(\theta) = \langle \psi(q(\theta)), z(\theta) \rangle$ has exactly two zeros $\theta_1, \theta_2$ on the interval $[0,T]$ and is strictly monotonic at these points;
3) sign $\left( \psi(q(\theta_1)), \begin{pmatrix} z_2(\theta_1) \\ -z_1(\theta_1) \end{pmatrix} \right) = -\text{sign} \left( \psi(q(\theta_2)), \begin{pmatrix} z_2(\theta_2) \\ -z_1(\theta_2) \end{pmatrix} \right)$.

Then either $\text{ind}(q, \psi) = 0$ or $\text{ind}(q, \psi) = 2$.

We point out that Lemma 3.1 is a refinement of the Borsuk–Ulam theorem on even vector fields [3] for the special case under consideration.

**Proof of Theorem 3.1** We use Lemma 3.1. For that we choose $q = \bar{x}$, $\psi = \Phi$, $z = \dot{\bar{x}}$. We have

$$\alpha(\theta) = -M_E(\theta)$$

and

$$\left( \Phi(\bar{x}(\theta)), \begin{pmatrix} \dot{\bar{x}}_2(\theta) \\ -\dot{\bar{x}}_1(\theta) \end{pmatrix} \right) = -\left( \Phi(\bar{x}(\theta)), \dot{\bar{x}}(\theta) \right) = -M_A(\theta).$$

In other words, the hypotheses of Lemma 3.1 coincide with the assumptions of this theorem, which completes the proof. □

**Remark 3.1.** If, in the statement of Theorem 3.1 $M_A$ is replaced by $M_E$ and $M_E$ by $M_A$, then the resulting theorem holds.

**Remark 3.2.** Results similar to Theorem 3.1 can be proved in the case where the function $M_E$ has an arbitrary number of zeros. In this case, we have to assume that the sign of the function $M_A$ alternates appropriately at these zeros.

4. A Comparison with the Theorems of Malkin and Mel’nikov

First of all we establish that the function $M_A$ coincides with Malkin’s function in the case where Malkin’s conditions ($C_{MA}$) hold, and the function $M_E$ with Mel’nikov’s function in the case where Mel’nikov’s conditions ($C_{ME}$) and some additional symmetry properties hold.
In [24], under the assumption of \((C_{MA})\), Malkin defined the bifurcation function \(\widetilde{M}_A\) as (see [24, formula 3.13])
\[
\widetilde{M}_A(\theta) = \int_0^T \langle \tilde{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle \, d\tau,
\]
where \(\tilde{z}\) is a \(T\)-periodic solution of the conjugate system (2.6) satisfying the condition
\[
\langle \tilde{z}(0), \dot{\tilde{x}}(0) \rangle = 1.
\]
In [24] they point out that this choice is always possible (see [24, formulae 2.13 and 3.7]).

Under condition \((C_{MA})\) this choice is necessarily unique; that is, Malkin’s function is defined uniquely. In the same paper, Malkin presents the following result (see [24]).

**Malkin’s Theorem.** Suppose that the right-hand side of the perturbed system (1.2) is continuously differentiable and that Malkin’s condition \((C_{MA})\) holds. If for sufficiently small \(\varepsilon > 0\) the perturbed system (1.2) has a \(T\)-periodic solution \(\tilde{x}_\varepsilon\) such that
\[
\tilde{x}_\varepsilon(t) \to \tilde{z}^{\text{eq}}(t) \quad \text{as} \quad \varepsilon \to 0,
\]
then
\[
\widetilde{M}_A(\theta_0) = 0.
\]
If, along with the indicated necessary condition, the zero \(\theta_0\) is simple, that is, \(\widetilde{M}_A'(\theta_0) \neq 0\), then for all sufficiently small \(\varepsilon > 0\) the perturbed system (1.2) does have a \(T\)-periodic solution \(\tilde{x}_\varepsilon\) satisfying (4.39).

The following assertion gives conditions under which \(M_A^s(\theta)\) is independent of \(s\) and coincides with \(\widetilde{M}_A\).

**Lemma 4.1.** Suppose that Malkin’s condition \((C_{MA})\) holds. If \(\tilde{y}\) is an eigenfunction of the linearized system (1.4), then the solution \(\tilde{z}\) is \(T\)-periodic. In particular,
\[
M_A^s(\theta) = \widetilde{M}_A(\theta) \quad \text{for all} \quad s, \theta \in [0, T].
\]

**Proof.** Let \(\tilde{z}\) be a \(T\)-periodic function involved in the definition of the function \(\widetilde{M}_A\) and, consequently, satisfying (4.38). Since \(\tilde{y}\) is an eigenfunction of the system (1.4), in view of condition \((C_{MA})\) there exists \(\rho \neq 1\) such that
\[
\tilde{y}(T) = \rho \tilde{y}(0).
\]
But by Perron’s lemma (see [36] or [10, Sec. III, §12]),
\[
\langle \tilde{z}(0), \tilde{y}(0) \rangle = \langle \tilde{z}(T), \tilde{y}(T) \rangle,
\]
which is possible only in the case where
\[
\langle \tilde{z}(0), \tilde{y}(0) \rangle = 0.
\]
On the other hand, by the definition of \(\tilde{z}\) we have
\[
\langle \tilde{z}(0), \dot{\tilde{z}}(0) \rangle = 1 \quad \text{and} \quad \langle \tilde{z}(0), \dot{\tilde{y}}(0) \rangle = 0.
\]
Thus, the inner products of the vectors \(\tilde{z}(0)\) and \(\tilde{z}(0)\) both with the vector \(\dot{\tilde{z}}(0)\) and with the vector \(\dot{\tilde{y}}(0)\) take the same values. Consequently, \(\tilde{z}(0) = \tilde{z}(0)\).

The lemma is proved. \(\square\)

Thus, if the hypotheses of Lemma 4.1 hold, then it is easier to verify the hypotheses of Theorem 2.1.

We now turn to Mel’nikov’s case \((C_{ME})\). In [27], Mel’nikov introduced the function
\[
\widetilde{M}_E(\theta) = \int_0^T \det \| (\dot{\tilde{x}}(\tau), g(\tau - \theta, \tilde{x}(\tau)) ) \| \, d\tau
\]
and established the following result (see [27, Lemma 7]).

**Mel’nikov’s Theorem.** Suppose that the right-hand side of the perturbed system (1.2) is twice continuously differentiable and that the cycle \( \tilde{x} \) is embedded into some family of cycles of the generating Hamiltonian system (1.1). Suppose that Mel’nikov’s condition (\( C_{ME} \)) holds. If for sufficiently small \( \varepsilon > 0 \) the perturbed system (1.2) has a \( T \)-periodic solution \( \tilde{x}_\varepsilon \) converging to the cycle \( \tilde{x} \) as \( \varepsilon \to 0 \) up to a shift, then there exists \( \theta_0 \in [0, T] \) such that

\[
\tilde{M}_E(\theta_0) = 0.
\]

If, along with the necessary condition indicated, the zero \( \theta_0 \) is simple, that is, \( \tilde{M}_E'(\theta_0) \neq 0 \), then for all sufficiently small \( \varepsilon > 0 \) the perturbed system (1.2) does have a \( T \)-periodic solution \( \tilde{x}_\varepsilon \) such that (4.39) holds.

In fact, in the paper cited above, Mel’nikov considered the case of analytic right-hand sides, but for the assertion that we are interested in, it is indeed sufficient to require that they be twice continuously differentiable; the corresponding statement and proof can be found, for example, in [9, Theorem 4.6.2].

It turns out that the conditions for the function \( M_E(s) \) to be independent of \( s \) and to coincide with \( \tilde{M}_E(\theta) \) are not the same. We will now derive these conditions.

**Lemma 4.2.** Suppose that a \( T \)-periodic system

\[
\dot{u} = A(t)u, \quad u \in \mathbb{R}^2
\]

has multiplicator +1 of algebraic multiplicity 2, and let \( \tilde{u} \) be a \( T \)-periodic solution of this system such that

\[
\tilde{u}_1(0) = 0, \quad \tilde{u}_2(0) \neq 0.
\]

Then for a solution \( \hat{u} \) of the system (4.40) satisfying the condition

\[
\hat{u}_1(0) \neq 0, \quad \hat{u}_2(0) = 0,
\]

we have the formula

\[
\hat{u}(t + T) = \hat{u}(t) + \frac{\hat{u}_2(T)}{\hat{u}_2(0)} \hat{u}(t), \quad t \in \mathbb{R}.
\]

**Proof.** We denote by \( X \) a normalized \((X(0) = I)\) fundamental matrix of the system (4.40). Since

\[
X(T_0) \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \begin{pmatrix} 0 \\ 1 \end{pmatrix},
\]

we have

\[
X(T_0) = \begin{pmatrix} a & 0 \\ b & 1 \end{pmatrix}.
\]

According to the hypothesis of the lemma, \( X(T) \) has the repeated eigenvalue +1; therefore, \( X(T_0) = (10 b1) \), where \( b \in \mathbb{R} \) is some number. We have

\[
X(t + T_0)\hat{u}(0) = X(t)X(T_0)\hat{u}(0) = X(t) \begin{pmatrix} 1 & 0 \\ b & 1 \end{pmatrix} \hat{u}(0)
= X(t)\hat{u}(0) + X(t) \begin{pmatrix} 0 & b\hat{u}_1(0) \\ 0 & \hat{u}_2(0) \end{pmatrix} \hat{u}(t).
\]

At the same time,

\[
X(T_0)\hat{u}(0) = \begin{pmatrix} 1 & 0 \\ b & 1 \end{pmatrix} \hat{u}(0) = \hat{u}(0) + \begin{pmatrix} 0 & b\hat{u}_1(0) \\ 0 & \hat{u}_2(0) \end{pmatrix} \hat{u}(t),
\]
whence $b\hat{u}_1(0) = \hat{u}_2(T)$. The lemma is proved.

The following lemma asserts that Mel’nikov’s condition $(C_{ME})$ is sufficient for $M_E(\theta)$ to be independent of $s$ (in Malkin’s case, additional conditions were needed; see Lemma 4.2).

**Lemma 4.3.** If the algebraic multiplicity of the multiplier $+1$ of the linearized system (4.4) is equal to $2$, then the solution $\tilde{z}$ is $T$-periodic. In particular, $M_E(\theta)$ is independent of $s$.

The hypothesis of Lemma 4.3 holds both in Mel’nikov’s case $(C_{ME})$ and in the degenerate case where each solution of the system (1.4) is $T$-periodic.

**Proof of Lemma 4.3.** Let $\theta \in [0, T]$ be such that

(4.41) $\dot{x}_1(\theta) = 0$.

Then the function $\tilde{x}_1^\theta$ is a solution of the system

(4.42) $\dot{y} = f'(\tilde{x}(t + \theta)) y$

with the initial condition $\tilde{x}_1^\theta(0) = 0$. We denote by $\tilde{y}$ a solution of the system (4.42) with the initial condition $\tilde{y}(0) = (1, 0)$. Applying Lemma 4.2 we conclude that

(4.43) $\tilde{y}(T) = \tilde{y}(0) + \frac{\hat{y}_2(0)}{\tilde{x}_2(0)} \tilde{x}(T)$.

If $\tilde{y}_2(T) = 0$, then from (4.43) each solution of the system (4.42), and therefore also of the system (2.6), is $T$-periodic. We consider the case where

(4.44) $\tilde{y}_2(T) \neq 0$.

By the theorem on periodic solutions of the conjugate system (see [10] Ch. III, §23, Theorem 2]), the system

(4.45) $\dot{z} = -(f'(\tilde{x}(t + \theta)))^* z$

has at least one $T$-periodic solution; we denote this solution by $\tilde{z}$. Taking the inner product of (4.43) with $\tilde{z}$ we obtain

\[
\langle \tilde{y}^\theta(T), \tilde{z}(T) \rangle = \langle \tilde{y}^\theta(0), \tilde{z}(T) \rangle + \frac{\hat{y}_2(0)}{\tilde{x}_2(0)} \langle \tilde{x}^\theta(t), \tilde{z}(T) \rangle
\]

\[
\quad = \langle \tilde{y}^\theta(0), \tilde{z}(0) \rangle + \frac{\hat{y}_2(0)}{\tilde{x}_2(0)} \tilde{x}_2(0) \tilde{z}_2(0).
\]

But by Perron’s lemma (see [36] or [10] Sec. III, §12)),

\[
\langle \tilde{y}^\theta(T), \tilde{z}(T) \rangle = \langle \tilde{y}^\theta(0), \tilde{z}(0) \rangle;
\]

therefore $\tilde{z}_2(0) = 0$. Taking (4.41) into account we conclude that $\langle \tilde{x}^\theta(0), \tilde{z}(0) \rangle = 0$ or

\[
\langle \tilde{x}(0), \tilde{z}^{-\theta}(0) \rangle = 0.
\]

Consequently, the vectors $\tilde{z}^{-\theta}(0)$ and $\tilde{z}(0)$ are linearly dependent; that is, there exists $a \neq 0$, such that $\tilde{z}(0) = a\tilde{z}^{-\theta}(0)$. But both the functions $\tilde{z}^{-\theta}$ and $\tilde{z}$ are solutions of exactly the same conjugate system (2.6); therefore,

$$\tilde{z}(t) = a\tilde{z}^{-\theta}(t)$$

for all $t \in [0, T]$.

In particular, the function $\tilde{z}$ is $T$-periodic, and the lemma is proved. □
Finally, we produce conditions under which \( M_E = \tilde{M}_E \).

**Lemma 4.4.** Suppose that Mel’nikov’s condition \((C_{M_E})\) holds. Suppose that for all \( \xi \in \mathbb{R}^2 \) we have
\[
\begin{align*}
(4.46) & \quad f_1(\xi) = f_1(-\xi_1, \xi_2), \\
(4.47) & \quad f_2(\xi) = -f_2(-\xi_1, \xi_2), \\
(4.48) & \quad (f_1)'_{(1)}(\xi) = -(f_2)'_{(2)}(\xi).
\end{align*}
\]
Then for any \( \theta \in \mathbb{R} \) we have
\[
\tilde{z}(\theta) = \begin{pmatrix} \tilde{y}_2(\theta) \\ -\tilde{y}_1(\theta) \end{pmatrix}, \quad \tilde{z}(\theta) = \begin{pmatrix} -\dot{\tilde{x}}_2(\theta) \\ \dot{\tilde{x}}_1(\theta) \end{pmatrix}
\]
and, in particular,
\[
\begin{align*}
M^*_E(\theta) &= \tilde{M}_E(\theta), \\
M^*_A(\theta) &= -\int_{s-T}^s \det \left( \begin{pmatrix} \tilde{y}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \end{pmatrix} \right) \, d\tau, \quad s, \theta \in [0, T].
\end{align*}
\]

To prove Lemma 4.4 we use the following result.

**Lemma 4.5.** Consider the linear system
\[
\begin{align*}
(4.49) & \quad \begin{pmatrix} \dot{y}_1 \\ \dot{y}_2 \end{pmatrix} = \begin{pmatrix} a(t) & d(t) \\ b(t) & -a(t) \end{pmatrix} \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}.
\end{align*}
\]
Suppose that \( a(-t) = -a(t), \ b(-t) = b(t), \ a(-t) = d(t) \) for any \( t \in [c_1, c_2] \). If \( y \) is a solution of the system \((4.49)\), then the function \( z(t) = (y_2(-t), y_1(-t)) \) satisfies the conjugate system of \((4.49)\) on the segment \([c_1, c_2]\).

Lemma 4.5 is verified by simply substituting the solution \( z(t) = (y_2(-t), y_1(-t)) \) into the conjugate system.

**Proof of Lemma 4.4** Let \( \tau \in [0, T] \) be such that
\[
\tilde{x}_1(0) = 0.
\]

Using conditions \((4.46)\) and \((4.47)\) it is easy to verify that the function \( p(t) = (-\tilde{x}_1(-t), \tilde{x}_2(-t)) \) is a solution of the generating system \((1.1)\). But \( p(0) = \tilde{x}^- (0) \); consequently,
\[
(4.50) \quad (-\tilde{x}_1(-t), \tilde{x}_2(-t)) = \tilde{x}^+(t) \quad \text{for any} \ t \in [0, T].
\]

Consider the generating system \((1.1)\) linearized on \( \tilde{x}^+ \):
\[
(4.51) \quad \begin{pmatrix} \dot{y}_1 \\ \dot{y}_2 \end{pmatrix} = \begin{pmatrix} (f_1)'_{(1)}(\tilde{x}^+(t)) & (f_1)'_{(2)}(\tilde{x}^+(t)) \\ (f_2)'_{(1)}(\tilde{x}^+(t)) & (f_2)'_{(2)}(\tilde{x}^+(t)) \end{pmatrix} \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}.
\]

It follows from condition \((4.48)\) that
\[
(f_1)'_{(1)}(\tilde{x}^+(t)) = -(f_2)'_{(2)}(\tilde{x}^+(t)).
\]

From \((4.46)\) we have \(- (f_1)'_{(1)}(-\xi_1, \xi_2) = (f_1)'_{(1)}(\xi_1, \xi_2)\) and taking \((4.50)\) into account we obtain
\[
(4.52) \quad (f_1)'_{(1)}(\tilde{x}^+(t)) = -(f_1)'_{(1)}(\tilde{x}^-(t)).
\]

From \((4.47)\) we have \(- (f_2)'_{(1)}(\xi_1, \xi_2) = (f_2)'_{(1)}(-\xi_1, \xi_2)\) and using \((4.50)\) we obtain
\[
(4.53) \quad (f_2)'_{(1)}(\tilde{x}^+(t)) = (f_2)'_{(1)}(\tilde{x}^-(t)).
\]
Finally, from (4.46) we have $(f_1)'_{(2)}(-\xi_1, \xi_2) = (f_1)'_{(2)}(\xi_1, \xi_2)$ and taking (4.50) into account we obtain

\begin{equation}
(4.54) 
(f_1)'_{(2)}(\bar{x}^T(t)) = (f_1)'_{(2)}(\bar{x}^T(-t)).
\end{equation}

Thus, the hypotheses of Lemma 4.5 hold, and based on this we see that the functions

\begin{align*}
\hat{\tau} & (t) = \begin{pmatrix} \hat{y}_2(t) \\ \hat{y}_1(t) \end{pmatrix} \\
\bar{\tau} & (t) = \begin{pmatrix} \bar{x}_2(t) \\ \bar{x}_1(t) \end{pmatrix}
\end{align*}

satisfy the conjugate system of (4.51),

\begin{equation}
(4.55) 
\dot{\tau} = -(f'(\bar{x}^T(t)))\tau.
\end{equation}

From (4.50), for any $t \in [0, T]$ we have

\begin{equation}
(4.56) 
\hat{x}_1^T(-t) = \hat{x}_1^T(t), \quad -\bar{x}_2^T(-t) = \bar{x}_2^T(t).
\end{equation}

We now show that, together with $\hat{y}^T$, the function $p(t) = (-\hat{y}_1^T(-t), \bar{y}_2^T(-t))$ is a solution of the system (4.51). Indeed, from (4.52) and (4.54) we have

\begin{align*}
\dot{p}_1(t) = -((f_1)'_{(1)}(\bar{x}^T(t)))y_1^T(-t) + (f_1)'_{(2)}(\bar{x}^T(t))y_2^T(-t),
\end{align*}

and from (4.53), (4.55), and (4.56) we have

\begin{align*}
\dot{p}_2(t) = -(f_2)'_{(1)}(\bar{x}^T(t))y_1^T(-t) + (f_2)'_{(2)}(\bar{x}^T(t))y_2^T(-t).
\end{align*}

At the same time, as $\langle \hat{\tau}^0(0), \bar{\tau}^0(0) \rangle = 0$, by Perron’s lemma (see [36] or [10], Sec. III, §12) we have $\langle \hat{\tau}(0), \bar{\tau}(0) \rangle = 0$, that is,

\begin{equation}
\left\langle \begin{pmatrix} \hat{y}_2(0) \\ \hat{y}_1(0) \end{pmatrix}, \bar{\tau}(0) \right\rangle = 0.
\end{equation}

But $\bar{\tau}_1(0) = 0$; therefore from the last equality we conclude that $\bar{y}_1(0) = 0$. This allows us to assert that $p(0) = \bar{y}^T(0)$; therefore,

\begin{equation}
(4.57) 
(-\bar{y}_1^T(-t), \bar{y}_2^T(-t)) = \bar{y}^T(t), \quad t \in \mathbb{R}.
\end{equation}

Now using (4.56) and (4.57), the functions $\hat{\tau}$ and $\bar{\tau}$ can be rewritten in the form

\begin{align*}
\hat{\tau} & (t) = \begin{pmatrix} \hat{y}_2(t) \\ -\hat{y}_1(t) \end{pmatrix} \\
\bar{\tau} & (t) = \begin{pmatrix} -\bar{x}_2(t) \\ \bar{x}_1(t) \end{pmatrix}
\end{align*}

Since the functions $\hat{\tau}$ and $\bar{\tau}$ are solutions of the conjugate system (4.55), the functions $\hat{\tau}$ and $\bar{\tau}$ are solutions of the conjugate system (2.0). But

\begin{align*}
\hat{\tau}(0) = \begin{pmatrix} \hat{y}_2(0) \\ -\hat{y}_1(0) \end{pmatrix} = \frac{1}{||\hat{x}(0)||^2} \hat{x}(0) = \hat{\tau}(0), \quad \bar{\tau}(0) = \begin{pmatrix} -\bar{x}_2(0) \\ \bar{x}_1(0) \end{pmatrix} = \bar{\tau}(0);
\end{align*}

consequently,

\begin{align*}
\hat{\tau}(t) = \begin{pmatrix} \hat{y}_2(t) \\ -\hat{y}_1(t) \end{pmatrix}, \quad \bar{\tau}(t) = \begin{pmatrix} -\bar{x}_2(t) \\ \bar{x}_1(t) \end{pmatrix}.
\end{align*}

The lemma is proved.

\[\square\]

Thus, if the symmetry conditions ofLemma 4.4 hold, it not only reduces the function $M_E$ to the classical function but also simplifies the calculation of the function $M_A$. We present one corollary of Lemma 4.2, which can also be used to simplify the calculation of the function $M_A$. 
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Corollary 4.1. Suppose that the algebraic multiplicity of the multiplier +1 of the linearized system \((1.3)\) is equal to 2 and \(\tilde{z}_2(0) = 0\). Then
\[
M_A^s(\theta) = M^T_A(0) - \frac{\tilde{z}_2(T)}{\tilde{z}_2(0)} \int_{s+\theta}^T \langle \tilde{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle \, d\tau.
\]

Proof. Making the change of variables \(t = \tau + T\) in the integral and Lemma 4.2 we can carry out the following transformation:
\[
M_A^s(\theta) = \int_{s-T+\theta}^{s+\theta} \langle \tilde{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle \, d\tau
\]
\[
= \int_0^{s+\theta} \langle \tilde{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle \, d\tau + \int_{s-T+\theta}^0 \langle \tilde{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle \, d\tau
\]
\[
= \int_0^{s+\theta} \langle \tilde{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle \, d\tau + \int_{s-T+\theta}^0 \langle \tilde{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle \, d\tau + \int_{s+\theta}^T \langle \tilde{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle \, d\tau
\]
\[
= \int_0^{s+\theta} \langle \tilde{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle \, d\tau + \int_{s+\theta}^T \langle \tilde{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle \, d\tau - \frac{\tilde{z}_2(T)}{\tilde{z}_2(0)} \int_{s+\theta}^T \langle \tilde{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle \, d\tau
\]
\[
= M^T_A(\theta) - \frac{\tilde{z}_2(T)}{\tilde{z}_2(0)} \int_{s+\theta}^T \langle \tilde{z}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \rangle \, d\tau.
\]

The corollary is proved. \(\square\)

We have completed the comparison of the functions \(M^s_A\) and \(M^s_E\) with Malkin’s and Mel’nikov’s classical functions \(\tilde{M}_A\) and \(\tilde{M}_E\), respectively; we will now compare Theorem 2.1 with the corresponding classical theorems. We will use several examples to compare the conclusions obtained from Mel’nikov’s theorem with those obtained from Theorem 2.1. It is absolutely clear that if we change the generating systems of the examples we give to appropriate systems admitting a \(T\)-periodic limit cycle, we can also make a comparison between Theorem 2.1 and Malkin’s theorem. For example, the system
\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{pmatrix} =
\begin{pmatrix}
x_2 + x_1(x_1^2 + x_2^2 - 1) \\
-x_1 + x_2(x_1^2 + x_2^2 - 1)
\end{pmatrix}
\]
is a suitable one for us to look at; it admits the unique cycle \(\tilde{x}(\theta) = (\sin(\theta), \cos(\theta))\) and, in particular, it satisfies the hypotheses of Lemma 4.1 (see [14, formula 37]). Just making a detailed comparison with Mel’nikov’s theorem here is also justified by the fact that we have recently obtained a generalization of Malkin’s theorem, which we stated above, that is true in a space of arbitrary dimension (see [11, Corollary 3.5]). The approach proposed in [11] uses a condition of type \((C_{MA})\) and cannot be applied to Mel’nikov’s case. The same condition is also assumed in the paper [22] cited above, where a formula of the form \((1.5)\) is established in the corresponding case.

In the first example we show that Theorem 2.1 may sharpen the result of Mel’nikov’s theorem; in the second we show that it may establish that at least two \(T\)-periodic solutions exist close to the cycle \(\tilde{x}\), in certain cases where Mel’nikov’s theorem guarantees the existence of at least one cycle.

The comparison is conducted in the case of principal resonance, that is, when the smallest period of the cycle \(\tilde{x}\) coincides with the smallest period of the perturbation...
and, moreover, in its simple subcase where the function $M_E$ has exactly two zeros on the interval $[0, T)$. This restriction enables us to apply Theorem 3.1 and makes the comparison as easy and descriptive as possible.

**Example 4.1.** Suppose that we are given the system

\begin{equation}
(4.58) \quad \begin{pmatrix} \dot{x}_1 \\ \dot{x}_2 \end{pmatrix} = \begin{pmatrix} x_2(1 - x_1^2 - x_2^2) \\ -x_1(1 - x_1^2 - x_2^2) \end{pmatrix} + \varepsilon \begin{pmatrix} 0 \\ \sin(wt) \end{pmatrix}.
\end{equation}

For $\varepsilon = 0$ the system (4.58) has the form

\begin{equation}
(4.59) \quad \begin{pmatrix} \dot{x}_1 \\ \dot{x}_2 \end{pmatrix} = \begin{pmatrix} x_2(1 - x_1^2 - x_2^2) \\ -x_1(1 - x_1^2 - x_2^2) \end{pmatrix}
\end{equation}

and admits the family of periodic orbits

$$\left\{ \sqrt{1 - \alpha} \begin{pmatrix} \sin(\alpha t) \\ \cos(\alpha t) \end{pmatrix} \right\}_{\alpha > 0}.$$ 

We consider the problem of existence of periodic orbits of principal resonance, that is, the problem of perturbing an orbit

$$\tilde{x}(t) = \sqrt{1 - w} \begin{pmatrix} \sin(wt) \\ \cos(wt) \end{pmatrix}$$

that has period $T = 2\pi/w$ which coincides with the period of the perturbation. Since

$$\dot{\tilde{x}}(t) = w\sqrt{1 - w} \begin{pmatrix} \cos(wt) \\ -\sin(wt) \end{pmatrix},$$

Mel’nikov’s function has the form

$$\tilde{M}_E(\theta) = -\pi \sqrt{1 - w} \sin(w\theta).$$

Obviously, the function $\tilde{M}_E$ has two simple zeros $\theta_1 = 0$ and $\theta_2 = \pi/w$ on the interval $[0, 2\pi/w)$, and Mel’nikov’s theorem guarantees that for any $w \in (0, 1)$ and for sufficiently small $\varepsilon > 0$, the system (4.58) has at least two $T$-periodic solutions $\tilde{x}_{e,1}$ and $\tilde{x}_{e,2}$ converging to the cycle $\tilde{x}$ as $\varepsilon \to 0$.

Now let us see what result can be obtained using Theorem 2.1.

We observe that the generating system (4.59) satisfies the hypotheses of Lemma 4.3, consequently,

\begin{equation}
(4.60) \quad M_E^*(\theta) = \tilde{M}_E(\theta) \quad \text{and} \quad M_A^*(\theta) = -\int_{s-T}^{s} \det\left\| (\dot{g}(\tau), g(\tau - \theta, \tilde{x}(\tau)) \right\| d\tau.
\end{equation}

The system (4.59) linearized on $\tilde{x}$ has the form

\begin{equation}
(4.61) \quad \begin{pmatrix} \dot{y}_1 \\ \dot{y}_2 \end{pmatrix} = \begin{pmatrix} -2(1 - w)\sin(wt)\cos(wt) \\ -w + 2(1 - w)\sin^2(wt) \end{pmatrix} \begin{pmatrix} -w - 2(1 - w)\cos^2(wt) \\ 2(1 - w)\sin(wt)\cos(wt) \end{pmatrix} \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}.
\end{equation}

A solution $\dot{y}$ of the system (4.61) with the initial condition

$$\dot{y}(0) = \frac{1}{\|\dot{x}(0)\|^2} \begin{pmatrix} \dot{x}(0) \end{pmatrix} \quad \Rightarrow \quad \frac{1}{w\sqrt{1 - w}} \begin{pmatrix} 0 \\ 1 \end{pmatrix}$$

is given by the formula

$$\dot{y}(t) = \frac{1}{w\sqrt{1 - w}} \begin{pmatrix} -2(1 - w)t\cos(wt) + \sin(wt) \\ 2(1 - w)t\sin(wt) + \cos(wt) \end{pmatrix}.$$
Therefore,
\[ M_A(0) = \frac{\pi}{w^3 \sqrt{1 - w^2}} (2(1 - w) \sin^2(ws) - 1), \]
\[ M_A(\pi/w) = -\frac{\pi}{w^3 \sqrt{1 - w^2}} (2(1 - w) \sin^2(ws) - 1). \]

Thus, for condition (A) of Theorem 2.1 to hold it is necessary that
\[ w \in \left( \frac{1}{2}, 1 \right). \]

If the last condition holds, then \( M_A(0)M_A(\pi/w) < 0 \); thus, by Theorem 3.1 in Theorem 2.1 condition (B) on the index also holds. Thus, based on Theorem 2.1 we have the following: for any \( w \in (1/2, 1) \) and for sufficiently small \( \varepsilon > 0 \), the system (4.58) has at least two \((2\pi/w)\)-periodic solutions \( \bar{x}_{\varepsilon, 1} \) and \( \bar{x}_{\varepsilon, 2} \) converging to the cycle \( \bar{x} \) as \( \varepsilon \to 0 \). The solution \( \bar{x}_{\varepsilon, 1} \) is contained strictly inside the cycle \( \bar{x} \), and the solution \( \bar{x}_{\varepsilon, 2} \) strictly outside. Other \((2\pi/w)\)-periodic solutions of the system (4.58) for these values of \( w \) and \( \varepsilon \) also do not intersect the cycle \( \bar{x} \).

In Example 4.1 we see that the domain of the parameter \( w > 0 \) for which Mel’nikov’s method can be applied is wider than the domain for which Theorem 2.1 can be applied, but in this more narrow domain, Theorem 2.1 yields new properties for the periodic solutions of principal resonance.

We now produce an example in which Theorem 2.1 not only yields new properties for the periodic solutions of principal resonance but also proves that more of them exist.

**Example 4.2.** We adapt the system in the preceding example as follows:
\[
\begin{align*}
x_1 &= x_2 \left( 1 - \frac{1}{5} (x_1^2 + x_2^2) \right), \\
x_2 &= -x_1 \left( 1 - \frac{1}{5} (x_1^2 + x_2^2) \right) + \varepsilon \left( \sin \left( \frac{4}{5} t \right) - x_1 \right)^3 + \varepsilon x_1 
\end{align*}
\]

and examine the perturbation of the generating orbit,
\[ \bar{x}(t) = \left( \begin{array}{c} \sin \left( \frac{4}{5} t \right) \\ \cos \left( \frac{4}{5} t \right) \end{array} \right), \]

with period \( T = 5\pi/2 \) coinciding with the period of the perturbation. Mel’nikov’s function corresponding to this problem is written as
\[ M_E(\theta) = \frac{3\pi}{4} \sin \left( \frac{8}{5} t \right) - \frac{3\pi}{2} \sin \left( \frac{4}{5} t \right) \]

and admits two zeros \( \theta_1 = 0 \) and \( \theta_2 = 5\pi/4 \). However only the second of them is simple, while the first is cubic, that is, \( M'(0) = 0 \), \( M''(0) = 0 \), and \( M'''(0) = -288\pi/125 \).

Thus, from Mel’nikov’s theorem we conclude that for sufficiently small \( \varepsilon > 0 \), the system (4.62) has at least one \( T \)-periodic solution \( \bar{x} \) converging to the cycle \( \bar{x} \) as \( \varepsilon \to 0 \).

It is easy to verify that the system (4.62) with \( \varepsilon = 0 \) linearized on \( \bar{x} \) coincides with the system (4.61) with \( w = 4/5 \). Therefore, taking into account the fact that the initial condition of the solution \( \bar{y} \) is given by the formula
\[ \bar{y}(0) = \frac{1}{\|\bar{x}(0)\|^2} \frac{\bar{x}(0)}{1} = \frac{1}{4/5} \left( 0 \right) \]
we conclude that
\[ \hat{y}(t) = \frac{1}{4/5} \left( \begin{array}{c}
\frac{2}{5} t \cos \left( \frac{4}{5} t \right) + \sin \left( \frac{4}{5} t \right) \\
\frac{2}{5} t \sin \left( \frac{4}{5} t \right) + \cos \left( \frac{4}{5} t \right)
\end{array} \right). \]

Using Lemma 4.4, or to be specific (4.60), we obtain the following expressions for \( M_A(0) \) and \( M_A(5\pi/4) \):
\[ M_A(0) = -\frac{25\pi}{64} \cos \left( \frac{8}{5} s \right) - \frac{25\pi}{16}, \]
\[ M_A(5\pi/4) = -\frac{25\pi}{64} \cos \left( \frac{16}{5} s \right) + \frac{75\pi}{64} \cos \left( \frac{8}{5} s \right) + \frac{125\pi}{16}, \]
and it is easy to verify that \( M_A(0) < 0 \) and \( M_A(5\pi/4) > 0 \) for all \( s \in [0, 5\pi/2] \).

Therefore, based on Theorem 2.1, we have the following: for all sufficiently small \( \varepsilon > 0 \), the system (4.62) has at least two \( T \)-periodic solutions \( \tilde{x}_{\varepsilon,1} \) and \( \tilde{x}_{\varepsilon,2} \) converging to the cycle \( \tilde{x} \) as \( \varepsilon \to 0 \). The solution \( \tilde{x}_{\varepsilon,1} \) lies strictly inside the cycle \( \tilde{x} \), and the solution \( \tilde{x}_{\varepsilon,2} \) strictly outside.

Thus, the fact that Mel’nikov’s function has repeated roots does not undermine the efficacy of Theorem 2.1.

We now turn to the case where the perturbation is not a differentiable function. We point out that the question of the existence of periodic solutions in perturbed systems of type (1.2) in the case of zero or linear generating systems was considered by Mitropol’skii [29], Samoilenko [40], Mawhin [25, 26], Buică and Llibre [4], and many others.

In the following example we demonstrate an application of Theorem 2.1 to systems with a nondifferentiable right-hand side for a nonzero nonlinear generating system. As a perturbation we take the so-called jumping nonlinearity, see [19], and we take Duffing’s equation as the generating system.

Example 4.3. Consider the problem of whether Duffing’s equation with jumping nonlinearity
\[ \ddot{u} + u + u^3 = \varepsilon (\mu x_1^+ + \nu x_1^- + \cos((1 + \delta)t)) \]
has resonance periodic solutions.

We establish the following simple lemma.

Lemma 4.6. Consider the system
\[ \dot{x}_1 = x_2, \]
\[ \dot{x}_2 = -x_1 + \varepsilon (\mu x_1^+ + \nu x_1^- + \cos(t)), \]
where \( a^+ := \max\{a, 0\} \) and \( a^- := \max\{-a, 0\} \). Let \( \tilde{x}(t) = (\sin t, \cos t) \). If \( |\mu - \nu| \neq 2 \), then the corresponding functions \( M_A^* \) and \( M_E^* \) satisfy condition (A) of Theorem 2.1. But if \( |\mu - \nu| < 2 \), then
\[ \text{ind}(\tilde{x}, \Phi) \in \{0, 2\}. \]
Proof. We have

\[ M_A(\theta) = \int_0^{2\pi} \sin \tau \left( \mu \bar{x}_1^+ (\tau) + \nu \bar{x}_1^- (\tau) + \cos(\tau - \theta) \right) d\tau \]

\[ = \mu \int_0^\pi \sin \tau \sin \tau d\tau - \nu \int_0^{2\pi} \sin \tau \sin d\tau \]

\[ + \int_0^{2\pi} \sin \tau \cos \tau d\tau \cos \theta + \int_0^\pi \sin \tau \sin \tau \sin \theta \]

\[ = \mu \frac{\pi}{2} - \nu \frac{\pi}{2} + \pi \sin \theta, M_E(\theta) \]

\[ = \int_0^{2\pi} \cos \tau \left( \mu \bar{x}_1^+ (\tau) + \nu \bar{x}_1^- (\tau) + \cos(\tau - \theta) \right) d\tau \]

\[ = \mu \int_0^\pi \cos \tau \sin \tau d\tau - \nu \int_0^{2\pi} \cos \tau \sin d\tau \]

\[ + \int_0^{2\pi} \cos \tau \cos \tau d\tau \cos \theta + \int_0^\pi \cos \tau \sin \tau \sin \theta = \pi \cos \theta. \]

Since \(|\mu - \nu| < 2\) by the hypothesis of the lemma, \(\theta_0 = \arcsin -\frac{\mu + \nu}{2}\) is the only zero of the function \(M_E\) on the interval \([-\pi/2, \pi/2]\). Therefore on the interval \([0, 2\pi]\) the function \(M_E\) has exactly two roots:

\[ \theta_1 = \begin{cases} \theta_1 = \theta_0 & \text{if } \theta_0 \geq 0, \\ \theta_1 = \theta_0 + \pi & \text{otherwise}, \end{cases} \]

\[ \theta_2 = \theta_1 + \pi. \]

The function \(M_E\) has exactly two zeros, \(\theta_1 = \pi/2\) and \(\theta_2 = 3\pi/2\) on the interval \([0, 2\pi]\). At these points we have

\[ M_A(\pi/2) = \mu \frac{\pi}{2} - \nu \frac{\pi}{2} + \pi, \quad M_A(3\pi/2) = \mu \frac{\pi}{2} - \nu \frac{\pi}{2} - \pi. \]

Thus, if \(|\mu - \nu| \neq 2\), then

\[ M_A(\pi/2) \neq 0, \quad M_A(3\pi/2) \neq 0. \]

But if \(|\mu - \nu| < 2\), then

\[ M_A(\pi/2) > 0, \quad M_A(3\pi/2) < 0 \]

and by Theorem 3.1 we have \(\text{ind}(\vec{x}, \Phi) \in \{0, 2\}\).

The lemma is proved. \(\square\)

Thus, we return to the system (4.63). We denote by \(u_\delta\) the unique periodic orbit of the generating equation

\[ \ddot{u} + u + u^3 = 0, \]

up to a shift, with the smallest period \(\frac{2\pi}{1 + \delta}\). If \(u\) is a solution of equation (4.63), then \(v = (u, \dot{u})\) satisfies the system

\[ \dot{v}_1 = v_2, \]

\[ \dot{v}_2 = -v_1 - v_3^3 + \varepsilon(mv_1^+ + \nu v_1^- + \cos((1 + \delta) t)); \]

conversely, if \(v\) is a solution of the system (4.65), then \(v_1\) is a solution of the system (4.63).

Without loss of generality, in the result we give below we can assume that \(u_\delta(0) = 0\) and
\(u_\delta(0) > 0\). Making the change of variables

\[
x(t) = \frac{v(t)}{u_\delta(0)}.
\]

we pass from the system (4.65) to the system

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -x_1 - (u_\delta(0))^2 x_1^3 + \varepsilon \frac{1}{u_\delta(0)} \cos((1 + \delta)t) + \varepsilon (\mu x_1^+ + \nu x_1^-).
\end{align*}
\]

(4.66)

Suppose that \(|\mu - \nu| < 2\). We now establish that there exists \(\delta_0 > 0\) such that for \(\delta \in (0, \delta_0]\) the hypotheses of Theorem 2.1 related to the functions \(M_E^t, M_A^t\), and \(\Phi\), hold for the system (4.66) with \(\bar{x}(t) = \frac{u_\delta(t)}{u_\delta(0)}\) and \(T = \frac{2\pi}{1+\delta}\). For this to hold, in turn, it is sufficient to establish a similar result for the system

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -x_1 - (u_\delta(0))^2 x_1^3 + \varepsilon \cos((1 + \delta)t) + \varepsilon (\mu x_1^+ + \nu x_1^-).
\end{align*}
\]

The period of the orbits of the generating system

\[
\dot{x}_1 = x_2, \quad \dot{x}_2 = -x_1 - (u_\delta(0))^2 x_1^3
\]

varies monotonically from \(2\pi\) to \(0\) as the initial condition of the orbit varies from \((0, 0)\) to \((+\infty, 0)\) (see, for example, [31]). Consequently, \(u_\delta(0) \to 0\) as \(\delta \to 0\). But for \(\delta = 0\) the fact that the desired result holds for the system (4.67) follows from Lemma 4.6 consequently, this assertion also remains valid for small \(\delta > 0\).

Thus, we have established that if \(|\mu - \nu| < 2\), then there exists \(\delta_0 > 0\) such that to each \(\delta \in [0, \delta_0]\) there corresponds \(\varepsilon_0 > 0\) with the following properties:

1) for each \(\varepsilon \in (0, \varepsilon_0]\), the perturbed Duffing equation (4.63) has at least two \(\frac{2\pi}{1+\delta}\)-periodic solutions \(\tilde{u}_{\delta, \varepsilon}, \bar{u}_{\delta, \varepsilon}\) such that the curve \(t \to (\tilde{u}_{\delta, \varepsilon}(t), \bar{u}_{\delta, \varepsilon}(t))\) lies strictly inside the curve \(t \to (u_\delta(t), \bar{u}_\delta(t))\), while the curve \(t \to (\tilde{u}_{\delta, \varepsilon}(t), \bar{u}_{\delta, \varepsilon}(t))\) lies strictly outside it;

2) for every \(\frac{2\pi}{1+\delta}\)-periodic solution \(u\) of the system (4.63) with \(\varepsilon \in (0, \varepsilon_0]\), the curve \(t \to (u(t), \tilde{u}(t))\) has no intersection points with the curve \(t \to (u_\delta(t), \bar{u}_\delta(t))\);

3) the solutions \(\tilde{u}_{\delta, \varepsilon}\) and \(\bar{u}_{\delta, \varepsilon}\) satisfy the condition

\[
\tilde{u}_{\delta, \varepsilon}(t) \to u_\delta(t - \tilde{\theta}) \quad \text{ and } \quad \bar{u}_{\delta, \varepsilon}(t) \to u_\delta(t - \bar{\theta}) \quad \text{ as } \varepsilon \to 0
\]

for some \(\tilde{\theta}, \bar{\theta} \in \left[0, \frac{2\pi}{1+\delta}\right]\).

If \(\nu = \mu = 0\), then the result we have obtained is an addition to the known results on the qualitative behaviour of periodic trajectories of the Duffing equation; see, for example, Morozov’s paper [31].

5. Degenerate resonances. A comparison with Yagasaki’s theorem

In this section we consider the case where the \(T\)-periodic cycle \(\bar{x}\) is degenerate, that is, all the solutions of the linearized system (4.14) are \(T\)-periodic. The \(T\)-periodic solutions of the perturbed system generated by such cycles are called degenerate resonances. If \(\bar{x}\) is embedded into a family of cycles \(\{\bar{x}_\alpha\}_{\alpha > 0}\) of the autonomous system with periods \(T(\alpha)\), that is, if

\[
\bar{x} = \bar{x}_{\alpha_0}
\]
for some \( \alpha_0 > 0 \), then, as the following lemma shows, the assumption that there is degeneracy almost always holds in the case where \( T(\alpha_0) \) is a critical period, that is,

\[
T'(\alpha_0) = 0.
\]

We note that the problem of the existence of critical periods for cycles embedded in a family of cycles of an autonomous system has been studied intensively; see [6, 7, 8, 43].

Without loss of generality, in what follows we can assume that

\[
\tilde{x}_{\alpha}(0) = \left( \begin{array}{c} 0 \\ J(\alpha) \end{array} \right).
\]

**Lemma 5.1.** If the conditions \( T'(\alpha_0) = 0, J'(\alpha_0) \neq 0 \) hold for the orbit \( \tilde{x}_{\alpha_0} \) and the first component of the vector \( \tilde{x}_{\alpha_0}(0) \) is nonzero, then each solution of the linearized system \((1.4)\) with \( \tilde{x} = \tilde{x}_{\alpha_0} \) is \( T(\alpha_0) \)-periodic.

**Proof.** It will be convenient for us to use the following notation:

\[
x(t, \alpha) := \tilde{x}_\alpha(t).
\]

Since the right-hand side of the generating system \((1.1)\) is continuously differentiable, it follows (see, for example, Pontryagin’s book [37, Ch. 4, § 24, Theorem 17]) that the function \((t, \alpha) \to x(t, \alpha)\) is continuously differentiable with respect to all its variables.

By differentiating the identity

\[
x'(t, \alpha) = f(x(t, \alpha))
\]

with respect to \( \alpha \) we obtain

\[
x'_{\alpha}(t, \alpha) = f'(x(t, \alpha)) x'_{\alpha}.
\]

consequently, \( \bar{y} = x'(\cdot, \alpha_0) \) is a solution of the linearized system \((1.4)\) with \( \bar{x} = \tilde{x}(\cdot, \alpha_0) \).

We have

\[
\bar{y}(T(\alpha_0)) - \bar{y}(0) = \lim_{\Delta \to 0} \frac{x(T(\alpha_0), \alpha_0 + \Delta) - x(T(\alpha_0), \alpha_0)}{\Delta}
\]

\[
- \lim_{\Delta \to 0} \frac{x(0, \alpha_0 + \Delta) - x(0, \alpha_0)}{\Delta}
\]

\[
= \lim_{\Delta \to 0} \frac{x(T(\alpha_0), \alpha_0 + \Delta) - x(0, \alpha_0 + \Delta) - x(T(\alpha_0), \alpha_0) + x(0, \alpha_0)}{\Delta}
\]

\[
= \lim_{\Delta \to 0} \frac{x(T(\alpha_0), \alpha_0 + \Delta) - x(0, \alpha_0 + \Delta)}{\Delta}
\]

\[
= (x(T(\cdot, \alpha_0))')'(\alpha_0) = x'(T(\alpha_0), \alpha_0) T'(\alpha_0) = 0;
\]

that is, \( \bar{y} \) is a \( T(\alpha_0) \)-periodic solution of the system \((1.4)\). But

\[
x(0, \alpha) = \left( \begin{array}{c} 0 \\ J(\alpha) \end{array} \right);
\]

consequently,

\[
\bar{y}(0) = \bar{x}'(0, \alpha_0) = \left( \begin{array}{c} 0 \\ J'(\alpha_0) \end{array} \right).
\]

At the same time, according to the hypotheses of the lemma, the first component of the vector \( \tilde{x}_{\alpha_0}(0) \) is nonzero; therefore \( \bar{y} \) and \( x'(\cdot, \alpha_0) \) are two linearly independent \( T(\alpha_0) \)-periodic solutions of the (two-dimensional) system \((1.4)\), which obviously implies the desired result.

The lemma is proved. \( \square \)
Lemma 5.1 is a criterion for the degeneracy of a cycle embedded into a family of cycles. However, for a cycle to be degenerate it is not at all necessary that it be embedded into a family of cycles; isolated cycles can also be degenerate. Generally speaking, to study the existence of degenerate resonances in the perturbed system (1.2) in this latter case we could use the general Rhouma–Chicone theorem (39, Theorem 4.1), but it only works in the case where the perturbation depends on the phase variable (see [39, formula 2.7]), which we do not require in the theorems presented below.

If the cycle \( \tilde{x} \) is degenerate, then the functions \( M_A^s \) and \( M_E^s \) are obviously independent of \( s \) and Theorem 2.1 takes the following form.

**Theorem 5.1.** Suppose that the degenerate cycle \( \tilde{x} \) satisfies condition (C) and the perturbation is continuous. Suppose that for any \( \theta_0 \in [0,T] \) such that \( M_E(\theta_0) = 0 \) we have

\[
M_A(\theta_0) \neq 0.
\]

Then for sufficiently small \( \varepsilon > 0 \) every \( T \)-periodic solution \( \tilde{x}_\varepsilon \) of the perturbed system (1.2) must satisfy

\[
\tilde{x}_\varepsilon(t) \neq \tilde{x}(s) \quad \text{for all } t, s \in [0,T].
\]

If in addition

\[
\text{ind}(\tilde{x}, \Phi) \neq 1,
\]

then for all sufficiently small \( \varepsilon > 0 \) the perturbed system (1.2) must have at least two \( T \)-periodic solutions \( \tilde{x}_{\varepsilon,1} \) and \( \tilde{x}_{\varepsilon,2} \) satisfying (5.69). Both solutions converge to \( \tilde{x} \) as \( \varepsilon \to 0 \). Furthermore, the solution \( \tilde{x}_{\varepsilon,1} \) lies inside the cycle \( \tilde{x} \), and the solution \( \tilde{x}_{\varepsilon,2} \) lies outside it.

The hypotheses of Theorem 5.1 take a very simple form if in addition to the degeneracy it is known that the function \( M_E \) has exactly two zeros on \( [0,T] \). For this reason we state the corresponding assertion as a separate theorem.

**Theorem 5.2.** Suppose that the degenerate cycle \( \tilde{x} \) satisfies condition (C) and the perturbation is continuous. Suppose that the function \( M_E \) has exactly two zeros \( \theta_1 \) and \( \theta_2 \) on the interval \( [0,T] \) and

\[
M_A(\theta_1) \cdot M_A(\theta_2) \neq 0.
\]

Then for sufficiently small \( \varepsilon > 0 \), every \( T \)-periodic solution \( \tilde{x}_\varepsilon \) of the perturbed system (1.2) must satisfy condition (5.69). If in addition it is known that

\[
M_A(\theta_1) \cdot M_A(\theta_2) < 0,
\]

then for all sufficiently small \( \varepsilon > 0 \) the perturbed system (1.2) has at least two \( T \)-periodic solutions \( \tilde{x}_{\varepsilon,1} \) and \( \tilde{x}_{\varepsilon,2} \) satisfying (5.69). Both solutions converge to \( \tilde{x} \) as \( \varepsilon \to 0 \). Furthermore, the solution \( \tilde{x}_{\varepsilon,1} \) lies inside the cycle \( \tilde{x} \), and the solution \( \tilde{x}_{\varepsilon,2} \) lies outside it.

Clearly, the theorem obtained from Theorem 5.2 by interchanging \( M_E \) and \( M_A \) is also true.

As far as the author knows, only the case where a degenerate cycle is embedded in a family of cycles and has critical period has been studied in the literature. Therefore, in order to test Theorem 5.2 this is what we will assume in what follows. In this case the conditions which relate to applying the implicit function theorem become more complicated and depend essentially on the multiplicity of the zero \( \alpha_0 \) for the function \( T \). For example, Yagasaki [42] considered the case where

\[
T'(\alpha_0) = 0, \quad T''(\alpha_0) \neq 0.
\]

Apart from the condition that Mel’nikov’s function have a simple root \( \theta_0 \), in Yagasaki’s paper it was required that a certain auxiliary function \( N \), whose formula contains a
double integral, have a certain sign at the point \(\theta_0\). Yagasaki illustrates his theorem by several examples; we choose a modification of one of them ([42, Example in §6.4]) to compare his theorem with Theorem 5.2.

**Example 5.1.** We consider the system

\[
\begin{align*}
\dot{x}_1 &= x_2 \left( \frac{1}{4} (x_1^2 + x_2^2 - 2)^p + 1 \right), \\
\dot{x}_2 &= -x_1 \left( \frac{1}{4} (x_1^2 + x_2^2 - 2)^p + 1 \right) + \varepsilon \sin(t).
\end{align*}
\]  

(5.70)

The generating system admits the family of cycles

\[
\bar{x}_\alpha(t) = \begin{pmatrix} \alpha \sin \left( \frac{2\pi}{T(\alpha)} t \right) \\ \alpha \cos \left( \frac{2\pi}{T(\alpha)} t \right) \end{pmatrix}
\]

with periods

\[
T(\alpha) = \frac{2\pi}{\frac{1}{4}(\alpha^2 - 2)^p + 1}.
\]

We examine the perturbation of the cycle corresponding to \(\alpha = \sqrt{2}\), that is, of the cycle

\[
\bar{x}(t) = \begin{pmatrix} \sqrt{2} \sin t \\ \sqrt{2} \cos t \end{pmatrix},
\]

for which

\[
T(\sqrt{2}) = 2\pi, \quad T'(\sqrt{2}) = \cdots = T^{(p-1)}(\sqrt{2}) = 0, \quad T^{(p)}(\sqrt{2}) \neq 0.
\]

In the case \(p = 2\), Yagasaki calculated the aforementioned function \(N\) for the system (5.70) and proved the following assertion (see [42, Theorem 6.4]): *For all sufficiently small \(\varepsilon > 0\) the system (5.70) has at least two \(T\)-periodic solutions \(\bar{x}_{\varepsilon,1}\) and \(\bar{x}_{\varepsilon,2}\) converging to \(\bar{x}\) as \(\varepsilon \to 0\).*

Since for \(p \neq 2\) the critical period \(2\pi\) is not double, Yagasaki’s result does not apply.

We will try to use Theorem 5.2. For any positive integer \(p\) the generating system linearized on the cycle \(\bar{x}\) has the form

\[
\begin{pmatrix} \dot{y}_1 \\ \dot{y}_2 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}
\]

and, consequently,

\[
\hat{y}(t) = \frac{1}{\sqrt{2}} \begin{pmatrix} \sin t \\ \cos t \end{pmatrix}.
\]

Thus, for any positive integer \(p\), we have

\[
M_E(\theta) = -\sqrt{2} \pi \sin(\theta), \quad M_A(\theta) = -\frac{1}{\sqrt{2}} \pi \cos(\theta).
\]

The function \(M\) has two zeros, \(\theta_1 = 0\) and \(\theta_2 = \pi\), on the interval \([0, T]\); furthermore, \(M_A(0) \cdot M_A(\pi) < 0\). Thus, the hypotheses of Theorem 5.2 hold, and so we obtain the following result: *Let \(p \in \mathbb{N}\) be an arbitrary number. For all sufficiently small \(\varepsilon > 0\) the system (5.70) has at least two \(T\)-periodic solutions \(\bar{x}_{\varepsilon,1}\) and \(\bar{x}_{\varepsilon,2}\) converging to \(\bar{x}\) as \(\varepsilon \to 0\). The solutions \(\bar{x}_{\varepsilon,1}\) are contained strictly inside the cycle \(\bar{x}\), and the solutions \(\bar{x}_{\varepsilon,1}\) are strictly outside.*

Thus, for \(p = 2\) the result obtained from Theorem 5.2 refines Yagasaki’s result and gives exactly the same conclusion for any other multiplicity of the degeneration, where
his result does not apply. At the same time, it is worth mentioning that Yagasaki’s theorem ([42, Theorem 6.4]) guarantees the existence of at least four periodic solutions for some systems (for \( p = 2 \)), while Theorem [5,2] always guarantees the existence of at least two.

To conclude the section we point out that the behaviour of the trajectories of a perturbed Hamiltonian system near a cycle with critical period was studied in [30] and [32].

6. The location of stable and unstable periodic solutions

As the theorems of Malkin, Mel’nikov and Yagasaki are based on the implicit function theorem, they also provide information about the stability of periodic solutions of the perturbed system (1.2) born from the cycle \( \bar{x} \). In this section we show that in some cases the knowledge of the index \( \text{ind}(\bar{x}, \Phi) \) allows us to say on which side of the cycle there is at least one stable solution, and on which side at least one unstable solution.

Suppose that

\[(A_\varepsilon)\] the right-hand sides of the perturbed systems (1.2) are continuously differentiable and the solution \( x =: \Omega_x(\cdot, t_0, \xi) \) of the system (1.2) with the initial condition \( x(t_0) = \xi \) can be extended to the segment \([0, T]\) for any \( t_0 \in [0, T], \xi \in \mathbb{R}^2 \), and \( \varepsilon > 0 \).

In this case, for any \( \varepsilon > 0 \), the Poincaré–Andronov operator \( P_\varepsilon = \Omega_x(T, 0, \cdot) \) for the system (1.2), which corresponds to the problem of finding \( T \)-periodic solutions for (1.2), is defined.

**Theorem 6.1.** Suppose that the perturbation in (1.2) is continuous. Suppose that condition (A) of Theorem 2.1 and condition (A_\varepsilon) hold. Then there exists \( \varepsilon_0 > 0 \) such that

\[\bar{x}(\theta) \neq P_\varepsilon(\bar{x}(\theta)) \quad \text{for all} \quad \theta \in [0, T], \quad \varepsilon \in (0, \varepsilon_0] \]

and

\[\text{ind}(\bar{x}, I - P_\varepsilon) = \text{ind}(\bar{x}, \Phi), \quad \varepsilon \in (0, \varepsilon_0].\]

**Proof.** Let \( Q_\varepsilon \) be the integral operator corresponding to the problem of \( T \)-periodic solutions for the perturbed system (1.2) and defined by formula (2.19). We denote by \( U \subset \mathbb{R}^2 \) the interior of the cycle \( \bar{x} \) and set

\[W_\varepsilon = \{ \bar{x} \in C([0, T], \mathbb{R}^2) : \Omega_x(0, t, \bar{x}(t)) \in U \quad \text{for any} \quad t \in [0, T] \}.\]

We claim that there exists \( \varepsilon_0 > 0 \) such that for any \( \varepsilon \in (0, \varepsilon_0] \) and any \( \alpha \in [0, \varepsilon_0] \) the following holds:

\[(6.71) \quad \text{if} \quad Q_\varepsilon x = x \quad \text{and} \quad x \in W_\alpha, \quad \text{then} \quad x \in W_0.\]

Suppose the opposite; consequently there exist sequences

\[\{\varepsilon_n\}_{n \in \mathbb{N}} \subset (0, \varepsilon_0], \quad \varepsilon_n \to 0 \quad \text{as} \quad n \to \infty,\]

\[\{\alpha_n\}_{n \in \mathbb{N}} \subset (0, \varepsilon_0], \quad \{x_n\}_{n \in \mathbb{N}} \subset C([0, T], \mathbb{R}^2), \quad x_n \in W_{\alpha_n},\]

such that \( Q_{\varepsilon_n} x_n = x_n \) and \( x_n \notin W_0 \). Since \( x_n \in W_{\varepsilon_n} \), we have \( x_n(0) \in U \). On the other hand, from the relation \( x_n \notin W_0 \) we conclude that for any \( n \in \mathbb{N} \) there exists \( t_n \in (0, T] \) such that \( x_n(t_n) \in \partial U \), which contradicts assertion 1) of Theorem 2.2.

From (6.71) and assertion 1) of Theorem 2.2 we conclude that the degree \( d(I - Q_\varepsilon, W_\alpha) \) is defined for any \( \alpha \in (0, \varepsilon_0] \) and

\[d(I - Q_\varepsilon, W_\varepsilon) = d(I - Q_\varepsilon, W_0), \quad \varepsilon \in (0, \varepsilon_0].\]
It follows from the relatedness principle (see [16, Theorem 28.5]) that
\[ d(I - Q_\varepsilon, W_\varepsilon) = \text{ind}(\tilde{x}, I - P_\varepsilon). \]

On the other hand, by assertion 2) of Theorem 2.2 we have
\[ d(I - Q_\varepsilon, W_0) = \text{ind}(\tilde{x}, \Phi). \]

The theorem is proved. \( \square \)

We also need the following lemma established by Capietto, Mawhin, and Zanolin.

**Capietto–Mawhin–Zanolin Lemma** (see [5, Corollary 2]). Suppose that condition (C) holds and the perturbation is continuous. Suppose that condition (AP) holds. Then any T-periodic function \( \hat{x} \) that is sufficiently close to the cycle \( \tilde{x} \) and does not intersect it satisfies the equality
\[ \text{ind}(\hat{x}, I - P_0) = 1. \]

The proof of the Capietto–Mawhin–Zanolin lemma uses the Kupka–Smale theorem (see [35, Ch. 3]).

Thus, by using the index \( \text{ind}(\tilde{x}, \Phi) \), we have the following information about the location of stable and unstable T-periodic solutions of the perturbed system (1.2) near the generating cycle \( \tilde{x} \).

**Theorem 6.2.** Suppose that the hypotheses of Theorem 6.1 hold, as does condition (C). Choose arbitrary T-periodic functions \( \hat{x}^- \) and \( \hat{x}^+ \) such that \( \hat{x}^- \) is contained inside the cycle \( \tilde{x} \), and \( \hat{x}^+ \) lies outside it, and in the domain \( V^- \) confined between \( \tilde{x} \) and \( \hat{x}^- \), and also in the domain \( V^+ \) confined between \( \hat{x}^- \) and \( \hat{x}^+ \), there are no T-periodic solutions of the generating system (1.1). Suppose that in addition it is known that all the fixed points of the Poincaré–Andronov operator \( P_\varepsilon \) in \( V^- \) and \( V^+ \) are simple. If \( \text{ind}(\tilde{x}, \Phi) > 1 \) (or \( \text{ind}(\tilde{x}, \Phi) < 1 \)), then the set \( V^+ \) (\( V^- \)) contains at least \( \mu = \left| \text{ind}(\tilde{x}, \Phi) - 1 \right| \) fixed points of the operator \( P_\varepsilon \) that are saddles, and the set \( V^- \) (respectively, \( V^+ \)) contains at least \( \mu \) fixed points of the operator \( P_\varepsilon \), each of which is either a node or a focus.

We note that the choice of the cycles \( \tilde{x}^- \) and \( \tilde{x}^+ \) mentioned in the statement is possible by assumption (C).

**Proof.** Suppose that \( \text{ind}(\tilde{x}, \Phi) > 1 \). Then, by Theorem 6.1 and the Capietto–Mawhin–Zanolin theorem, we have
\[ d(\Phi, V^-) > \mu \quad \text{and} \quad d(\Phi, V^+) < \mu. \]
Consequently (see [2] Ch. V, §11, Theorem 26 and Lemma 1)), there exist at least \( \mu \) points \( \xi^-_1, \ldots, \xi^-_\mu \),
\[ \xi^-_i \in V^- \quad \text{for any} \ i \in \{1, \ldots, \mu\}, \]
and at least \( \mu \) points \( \xi^+_1, \ldots, \xi^+_\mu \),
\[ \xi^+_i \in V^+ \quad \text{for any} \ i \in \{1, \ldots, \mu\}, \]
such that
\[ \text{ind}(\xi^-_i) = +1 \quad \text{and} \quad \text{ind}(\xi^+_i) = -1 \quad \text{for any} \ i \in \{1, \ldots, \mu\}, \]
that is (see [2] Ch. V, §11, Theorem 30), each of the points \( \xi^-_i, i \in \{1, \ldots, \mu\} \), is a node or a focus, and each of the points \( \xi^+_i, i \in \{1, \ldots, \mu\} \) is a saddle.

The case where \( \text{ind}(\tilde{x}, \Phi) < 1 \) is considered in a similar fashion.

The theorem is proved. \( \square \)
Conditions to guarantee that the fixed points considered in Theorem 6.2 be simple were proposed in [33] and [41]; they made essential use of the differentiability of the right-hand sides of the system (1.2), which was assumed to be in (A_P). A development of Theorem 6.2 may be obtained based on [34].

7. Conclusion

Thus, in the paper, for the study of the problem of birth of \( T \)-periodic solutions of the perturbed system (1.2) from the \( T \)-periodic cycle \( \tilde{x} \) of the generating system (1.1), a new characteristic of the generating cycle, \( \text{ind}(\tilde{x}, \Phi) \), is proposed. Conditions are given under which the property \( \text{ind}(\tilde{x}, \Phi) \neq 1 \) implies that the cycle \( \tilde{x} \) generates at least two \( T \)-periodic solutions of the perturbed system (1.2) lying on different sides of \( \tilde{x} \). Certain conclusions are drawn about on which side of \( \tilde{x} \) do the stable and unstable \( T \)-periodic solutions that are born lie, depending on whether \( \text{ind}(\tilde{x}, \Phi) > 1 \) or \( \text{ind}(\tilde{x}, \Phi) < 1 \).
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