THE SIMPLEST STATIONARY SUBALGEBRAS,
FOR COMPACT LINEAR LIE ALGEBRAS

O. G. STYRT

Abstract. Sufficient conditions are obtained for the existence of a vector with a
one-dimensional or simple three-dimensional stationary subalgebra for an irreducible
compact linear Lie algebra.

§ 1. INTRODUCTION

Let $V_\mathbb{R}$ be a real vector space, and $\mathfrak{g}_\mathbb{R} \subset \mathfrak{sl}(V_\mathbb{R})$ an irreducible compact linear Lie
algebra of rank $r > 1$ that has simple derived subalgebra.

We are interested in the question of whether there exists a vector $v \in V_\mathbb{R}$ whose
stationary subalgebra is isomorphic to one of the algebras $\mathbb{R}$ or $\mathfrak{su}_2$, that is, whether

\[ \exists v \in V_\mathbb{R}: \text{rk}(\mathfrak{g}_\mathbb{R})_v = 1. \]

This problem is auxiliary to the problem of finding all compact linear groups for
which the topological quotient of the action is homeomorphic to a cell. So far, the
cases of a group with commutative connected component [1] and of the simple three-
dimensional group [2, 3] have been considered. As for an arbitrary linear representation
that has a vector with stabilizer of rank 1, we plan to reduce it to the corresponding
slice-representation by using the slice theorem [4, Chapter II, §§4–5].

We shall be using the following notation related to representations of complex reductive
Lie algebras. The representation of an arbitrary complex reductive Lie algebra dual
to a representation $\mathcal{R}$ is denoted by $\mathcal{R}'$. When denoting a direct sum of representations
for convenience we shall use the sign “$+$” instead of the sign “$\oplus$”.

Let $V$ denote the complex space $V_\mathbb{C}$, and $\mathfrak{g}$ the complex reductive linear Lie algebra
$\mathfrak{g}_\mathbb{C} \subset (\mathfrak{sl}(V_\mathbb{C}))(\mathbb{C}) = \mathfrak{sl}(V)$, which by assumption has a simple derived subalgebra.
For some faithful irreducible representation $\mathcal{R}$ of the Lie algebra $\mathfrak{g}$, the tautological
representation $\mathfrak{g}: V$ coincides with one of the representations $\mathcal{R}$ or $\mathcal{R} + \mathcal{R}'$. Thus, we can speak about the irreducible linear Lie algebra $\mathcal{R}(\mathfrak{g})$ isomorphic to the Lie algebra $\mathfrak{g}$ as an
abstract algebra, and about the irreducible simple linear Lie algebra $\mathcal{R}([\mathfrak{g}, \mathfrak{g}])$.

If the linear Lie algebra $\mathfrak{g} \subset \mathfrak{sl}(V)$ is reducible, then the space $V_\mathbb{R}$ has an $\mathfrak{g}_\mathbb{R}$-invariant
complex structure, and as a result the complex linear Lie algebra $\mathfrak{g} = \mathfrak{g}_\mathbb{C} = \mathfrak{g}_\mathbb{R} \oplus \mathfrak{i}\mathfrak{g}_\mathbb{R} \subset \mathfrak{gl}_\mathbb{C}(V_\mathbb{R})$ appears naturally.

When speaking about indecomposable simple root systems, we shall use the standard
numbering of simple roots (see, for example, [5], Table 1 or [6], Table 1) and denote the
$i$th basis weight by $\varphi_i$.

The aim of this paper is to prove Theorems 1.1–1.3.
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Theorem 1.1. Suppose that condition (1.1) does not hold, and the (simple) linear Lie algebra \( R([g, g]) \) is neither adjoint nor classical.

1. If the linear algebra \( g \subset \mathfrak{sl}(V) \) is irreducible, then it coincides with one of the following linear algebras:
   1) \( \varphi_4(A_r), (\varphi_1 + \varphi_2 + \varphi_3)(A_3) \);
   2) \( \varphi_r(B_r), (\varphi_1 + \varphi_r)(B_r), (\varphi_2 + \varphi_r)(B_r) \) (\( r = 3, 4 \));
   3) \( \varphi_3(B_1), (\varphi_1 + \varphi_2 + \varphi_3)(B_3) \);
   4) \( \varphi_2(C_r) \) (\( r > 2 \));
   5) \( (\varphi_1 + \varphi_3)(C_3), (\varphi_1 + \varphi_2 + \varphi_3)(C_3), \varphi_4(C_4), (\varphi_2 + \varphi_4)(C_4), \varphi_4(C_5) \);
   6) \( \varphi_r(D_r) \) (\( r = 5, 8 \));
   7) \( (\varphi_1 + \varphi_r)(D_r) \) (\( r = 4, 5, 8 \));
   8) \( \varphi_2(E_r) \) (\( r = 7, 8 \));
   9) \( (\varphi_1 + \varphi_{r-1})(E_r) \) (\( r = 6, 8 \));
   10) \( \varphi_7(E_8) \);
   11) \( \varphi_1(F_4), \varphi_2(F_4), \varphi_3(F_4), (\varphi_1 + \varphi_3)(F_4), (\varphi_1 + \varphi_4)(F_4), (\varphi_2 + \varphi_4)(F_4) \);
   12) \( \varphi_1(G_2) \).

2. If the linear algebra \( g \subset \mathfrak{sl}(V) \) is reducible, then the complex linear Lie algebra \( g \subset \mathfrak{gl}_C(V_R) \) coincides with one of the following linear algebras:
   1) \( \varphi_2(A_r) \) (\( r > 3 \));
   2) \( (\varphi_1 + \varphi_{r-1})(A_r) \) (\( r > 2 \));
   3) \( \varphi_3(A_r) \) (\( r = 5, 6, 7 \));
   4) \( \varphi_r(B_r), (\varphi_1 + \varphi_r)(B_r), (\varphi_2 + \varphi_r)(B_r) \) (\( r = 5, 6 \));
   5) \( \varphi_3(C_3), (\varphi_2 + \varphi_3)(C_3), \varphi_3(C_4), (\varphi_1 + \varphi_4)(C_4) \);
   6) \( \varphi_r(D_r), (\varphi_1 + \varphi_r)(D_r) \) (\( r = 6, 7 \));
   7) \( \varphi_1(E_6), \varphi_2(E_6), \varphi_3(E_6), (\varphi_1 + \varphi_6)(E_7), (\varphi_1 + \varphi_3)(E_7) \);
   8) \( \varphi_2(A_{r-1}) \oplus CE \) (\( r > 3 \));
   9) \( \varphi_3(A_{r-1}) \oplus CE \) (\( r = 6, 7 \));
   10) \( \varphi_{r-1}(B_{r-1}) \oplus CE \) (\( r = 4, 5, 6 \));
   11) \( (\varphi_1 + \varphi_{r-1})(B_{r-1}) \oplus CE \) (\( r = 3, ..., 6 \));
   12) \( \varphi_2(C_{r-1}) \oplus CE \) (\( r > 3 \));
   13) \( \varphi_3(C_{r-1}) \oplus CE \) (\( r = 4, ..., 7 \));
   14) \( (\varphi_1 + \varphi_{r-1})(C_{r-1}) \oplus CE \) (\( r = 3, 4 \));
   15) \( \varphi_{r-1}(D_{r-1}) \oplus CE \) (\( r = 6, 7, 8 \));
   16) \( \varphi_1(E_{r-1}) \oplus CE \) (\( r = 7, 8 \));
   17) \( \varphi_1(F_4) \oplus CE, \varphi_2(F_4) \oplus CE, (\varphi_1 + \varphi_4)(F_4) \oplus CE \);
   18) \( \varphi_1(G_2) \oplus CE, (\varphi_1 + \varphi_2)(G_2) \oplus CE \).

Remark. If the (simple) linear Lie algebra \( R([g, g]) \) is adjoint, then the following cases are possible:

1) the linear algebra \( g_R \subset \mathfrak{sl}(V_R) \) is an adjoint simple compact linear Lie algebra;
2) the linear algebra \( g \subset \mathfrak{sl}(V) \) is reducible, and the complex linear algebra \( g \subset \mathfrak{gl}_C(V_R) \) coincides with the linear algebra \( \text{ad}([g, g]) \oplus CE \subset \mathfrak{gl}([g, g]) \).

Theorem 1.2. If the linear algebra \( g_R \subset \mathfrak{sl}(V_R) \) is an adjoint simple compact linear Lie algebra, then condition (1.1) does not hold. If the linear algebra \( g \subset \mathfrak{sl}(V) \) is reducible, and the linear algebra \( g \subset \mathfrak{gl}_C(V_R) \) coincides with the linear algebra \( \text{ad}([g, g]) \oplus CE \subset \mathfrak{gl}([g, g]) \), then condition (1.1) holds.

Theorem 1.3. Suppose that the (simple) linear Lie algebra \( R([g, g]) \) is classical. Condition (1.1) holds if and only if the linear algebra \( g \subset \mathfrak{sl}(V) \) is reducible, and the complex linear Lie algebra \( g \subset \mathfrak{gl}_C(V_R) \) coincides with one of the linear algebras \( \mathfrak{so}_{2r-1} \oplus CE \) (\( r = 2, 3 \)), \( \mathfrak{sl}_3, \mathfrak{gl}_2 \), or \( \mathfrak{sp}_4 \).
In §2 we introduce some notation we use in the paper, and prove some auxiliary results. In §3 we prove Theorems 1.1–1.3. Finally, all the requisite tables are placed in §4.

The author thanks Professor È. B. Vinberg for his supervision over many years, his constant support, and his valuable advice.

§ 2. Notation and auxiliary results

In this section all spaces (in particular, Lie algebras and their representations) are taken over the field $\mathbb{C}$ unless stipulated otherwise.

If $g_i \subset \mathfrak{sl}(V_i)$ $(i = 1, \ldots, m)$ are arbitrary linear Lie algebras, then the representation $R$ of the Lie algebra $g := \mathfrak{g}_1 \oplus \ldots \oplus \mathfrak{g}_m$ in the space $V := V_1 \otimes \ldots \otimes V_m$, which is the tensor product of the tautological representations $\mathfrak{g}_i : V_i$ $(i = 1, \ldots, m)$, is faithful, and we call the linear Lie algebra $R(g) \subset \mathfrak{sl}(V)$ isomorphic to the Lie algebra $\mathfrak{g}$ as an abstract algebra the tensor product of the linear Lie algebras $\mathfrak{g}_i \subset \mathfrak{sl}(V_i)$, $i = 1, \ldots, m$.

It is well known that any irreducible semisimple linear Lie algebra can be uniquely represented as the tensor product of irreducible simple linear Lie algebras called its simple components.

An ordered pair $(\Pi; \alpha)$, where $\Pi$ is an indecomposable simple root system and $\alpha$ is its root with number $i$, is called a system with a marked root and denoted by $\Pi(\alpha)$ or by $\Pi(i)$. An isomorphism of two systems, each with a marked root, is defined to be an isomorphism of the corresponding indecomposable simple root systems taking the marked roots to one another. We say that two systems with a marked root are isomorphic if there exists an isomorphism between them, and we consider all systems with a marked root up to an isomorphism.

Let $\Omega$ denote the set of the following systems with a marked root:

1) $\Pi(1)$, $\Pi \neq E_8$;
2) $A_r(2)$, $r > 2$;
3) $A_5(3)$;
4) $B_r(r)$, $r = 3, 4$;
5) $C_r(2)$, $r > 2$;
6) $D_r(r)$, $r = 5, 6$.

For an indecomposable simple root system $\Pi$ we set $\partial \Pi := \{\alpha \in \Pi : \Pi(\alpha) \in \Omega\} \subset \Pi$ and $\bar{\Pi} := \Pi \setminus (\partial \Pi)$ = $\{\alpha \in \Pi : \Pi(\alpha) \notin \Omega\} \subset \Pi$. All the indecomposable simple root systems $\Pi$ for which $\partial \Pi \neq \Pi$ (or equivalently, $\bar{\Pi} \neq \varnothing$) are listed in Table 1 where the subsets $\partial \Pi \subset \Pi$ and $\bar{\Pi} \subset \Pi$ are also indicated.

There is a natural bijection between the fundamental irreducible representations of an arbitrary simple Lie algebra and the roots of its (indecomposable) simple root system. This allows us to establish a bijection between all (up to an isomorphism) irreducible simple linear Lie algebras whose tautological representation is fundamental and all systems with a marked root. In what follows we shall identify each of the linear Lie algebras indicated above with the corresponding system with a marked root. Thus, the set $\Omega$ can be understood as a certain class of irreducible simple linear Lie algebras. We set $\tilde{\Omega}$ to be the class of all simple linear Lie algebras of the set $\Omega$ that have rank greater than 1.

Let $g \subset \mathfrak{gl}(V)$ be an irreducible reductive linear Lie algebra. Then the algebra $g \subset \mathfrak{gl}(V)$ decomposes into the direct sum of its center and the derived subalgebra, which are contained in $\mathbb{C}E$ and $\mathfrak{sl}(V)$, respectively. Let $R$ denote the tautological representation $\mathfrak{g} : V$, and $\bar{R}$ the representation of the algebra $\mathfrak{g}$ equal to $R(R + R')$ if the representation $R$ is orthogonal (nonorthogonal, respectively).

Let $\mathfrak{g}_i \subset \mathfrak{sl}(V_i)$ $(i = 1, \ldots, m)$ be the simple components of the irreducible semisimple linear Lie algebra $[\mathfrak{g}, \mathfrak{g}] \subset \mathfrak{sl}(V)$. We set $r := \text{rk} \mathfrak{g}$ and $r_i := \text{rk} \mathfrak{g}_i$ $(i = 1, \ldots, m)$. 

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Lemma 2.1. Suppose that \( m > 0, r_1 \geq r - 1 \), and an s.s.g.p. of the representation \( \bar{R} \) of the algebra \( g \) is nontrivial. Then either \( g \subset \mathfrak{gl}(V) \) is an adjoint simple linear Lie algebra, or the linear Lie algebra \( g_1 \subset \mathfrak{sl}(V_1) \) belongs to the class \( \Omega \).

Proof. Consider an arbitrary number \( i = 1, \ldots, m \). Let \( R_i \) denote the tautological representation \( g_i : V_i \). We set \( n_i := \dim V_i \). Next, let \( l_i (L_i) \) denote the index of the simple linear Lie algebra \( g_i \) (the simple linear Lie algebra \( g_i \) as a subalgebra of the linear Lie algebra \( [g, g] \subset \mathfrak{sl}(V) \), respectively). Every time we talk about the index of a simple component \( g_i \) of the irreducible semisimple linear Lie algebra \( [g, g] \subset \mathfrak{sl}(V) \), we mean the number \( L_i \).

Obviously, for any \( i = 1, \ldots, m \) the number \( L_i \) is equal to the product of the number \( l_i \) and all the numbers \( n_j, j \in \{1, \ldots, m\} \setminus \{i\} \).

The following cases are possible.

Case 1. The algebra \( g \) is simple, which is equivalent to \( g_1 = g \).

Case 2. The center of the algebra \( g \) is nontrivial, and the linear algebra \( g_1 \) is not locally transitive.

Case 3. The linear algebra \( g_1 \) is locally transitive.

Case 4. The linear algebra \( g \) is semisimple but is not simple, and all its classical simple components have index at least 1.

Case 5. The linear algebra \( g \) is semisimple but is not simple, and all its classical simple components have index at least 1.

Suppose that Case 2 holds. Then \( m = 1, r_1 = r - 1 \), \( g_1 = [g, g] \), \( V_1 = V \) and \( g = CE \oplus g_1 \subset \mathfrak{gl}(V) \). Therefore, the representation \( g : V \) is nonorthogonal. Since the linear algebra \( g_1 \) is not locally transitive, an s.s.g.p. of this representation is contained in the subalgebra \( g_1 \subset g \); the same can also be said about an s.s.g.p. of the representation \( \bar{R} \).

Thus, in both Case 1 and Case 2 the representation \( R_1g_1 \) of the algebra \( g_1 \) has a nontrivial s.s.g.p. and coincides with the representation \( R_1 \) or \( R_1 + R'_1 \); furthermore, the first option is only possible in Case 1 under the condition that the representation \( g : V \) is orthogonal.

All the simple linear Lie algebras with a nontrivial s.s.g.p. are precisely all the adjoint simple linear Lie algebras, as well as all the linear Lie algebras listed in [6 Tables 1 and 2] and [9 Table 0]. If, from among the tautological representations of these linear Lie algebras, we choose the orthogonal irreducible representations and direct sums of two mutually dual irreducible representations (taking into account that the adjoint representation of an arbitrary simple Lie algebra is irreducible), we obtain the required assertion in each of the Cases 1 and 2.

We now consider Case 3. By the results in [8], any locally transitive irreducible simple linear Lie algebra can be obtained from the linear algebras \( A_r(1), A_{2r}(2), C_r(1) \) \( (r \in \mathbb{N}) \), or \( D_5(5) \) by using the duality principle. Applying this to an irreducible semisimple linear Lie algebra does not affect its simple components, other than the linear algebra \( A_r(1) \), and thus the lemma is proved in Case 3.

In what follows we assume that either Case 4 or Case 5 holds, and the linear algebra \( g_1 \) does not belong to the class \( \Omega \).

The following assertions hold:

1) \( m = 2, r_1 = r - 1, r_2 = 1 \), and \( g \subset \mathfrak{sl}(V) \);
2) if the linear Lie algebra \( g_1 \) is classical, then \( g_1 = \mathfrak{so}_3 \);
3) if \( n_1 < 4 \), then \( g_1 = \mathfrak{so}_3 \);
4) if the linear Lie algebra \( g_2 \) is classical, then \( g_2 = \mathfrak{sl}_2 \) or \( g_2 = \mathfrak{so}_3 \).
5) none of the simple components of the irreducible semisimple linear Lie algebra \( \mathfrak{g} \) belongs to the class \( \Omega \).

If \( \mathfrak{g}_i = \mathfrak{so}_3 \) for some \( i = 1, 2 \), then \( L_i \geq l_i = 1 \), and if \( \mathfrak{g}_2 = \mathfrak{sl}_2 \), then \( l_2 = 1/4 \) and \( L_2 = n_1/4 \). Therefore in Case 4 the irreducible semisimple linear Lie algebra \( \mathfrak{g} \) has two simple components \( \mathfrak{g}_1 = \mathfrak{so}_3 \) and \( \mathfrak{g}_2 = \mathfrak{sl}_2 \). For such a linear algebra \( \mathfrak{g} \) the representation \( R \) is symplectic, its s.s.g.p. is one-dimensional, the representation \( R' \) is faithful, and as a consequence, an s.s.g.p. of the representation \( R = R + R' \) is trivial, which leads us to a contradiction in Case 4.

All the irreducible semisimple linear Lie algebras that are not simple, do not have classical simple components of index less than 1, but have a nontrivial s.s.g.p. are listed in \( [7, \text{Tables 5 and 6}] \). In these tables every linear Lie algebra is represented as a tensor product of irreducible semisimple linear Lie algebras \( \mathfrak{g}'_i \subset \mathfrak{sl}(V'_i) \), \( i = 1, \ldots, m' \) (in this order). For all the linear algebras in Table 6, and also for linear algebras nos. 4, 7, 8 in Table 5, the linear algebra \( \mathfrak{g}'_1 \) belongs to the class \( \widetilde{\Omega} \). Furthermore, the linear algebras nos. 2, 3, 6 in Table 5 each have three simple components. Therefore in Case 5 the linear algebra \( \mathfrak{g} \) coincides with one of the linear algebras no. 1 or 5 of Table 5, that is, \( m' = 2 \), \( \mathfrak{g}'_1 = \mathfrak{so}_{n_1} \), and \( n_1 = n_2 + 2 \). Furthermore, if \( n_1 = 3 \), then \( n_2 = 1 \), \( \mathfrak{g}'_1 = \mathfrak{so}_3 \), \( \mathfrak{g}'_2 = 0 \), \( m = 1 \); if \( n_1 = 4 \), then \( n_2 = 2 \), \( \mathfrak{g}'_1 = \mathfrak{so}_4 \cong \mathfrak{sl}_2 \oplus \mathfrak{sl}_2 \), and \( \mathfrak{g}'_2 = \mathfrak{sl}_2 \), whence \( m = 3 \); but if \( n_1 > 4 \), then the linear algebra \( \mathfrak{g}'_1 = \mathfrak{so}_{n_1} \) belongs to the class \( \Omega \). Thus we have also arrived at a contradiction in Case 5.

The lemma is now completely proved.

Lemma 2.2. Suppose that \( r = 1 \), and an s.s.g.p. of the representation \( \tilde{R} \) of the algebra \( \mathfrak{g} \) is nontrivial. Then \( \mathfrak{g} \subset \mathfrak{gl}(V) \) is an adjoint simple linear Lie algebra \( \mathfrak{ad}(\mathfrak{sl}_2) \).

Proof. We have \( \operatorname{rk} \mathfrak{g} = r = 1 < \dim \mathfrak{g} \), since an s.s.g.p. of the faithful representation \( \tilde{R} \) of the algebra \( \mathfrak{g} \) is nontrivial. Therefore, \( m = 1 \), \( r_1 = 1 = r > r - 1 \), \( \mathfrak{g} \cong \mathfrak{sl}_2 \), \( V_1 = V \), \( \mathfrak{g}_1 = \mathfrak{g} \subset \mathfrak{sl}(V) \). Suppose that the linear algebra \( \mathfrak{g} \subset \mathfrak{sl}(V) \) is not adjoint. By Lemma 2.1 the linear algebra \( \mathfrak{g} \subset \mathfrak{sl}(V) \) belongs to the class \( \Omega \) and, in view of the equation \( r = 1 \), coincides with the linear algebra \( A_1(1) = \mathfrak{sl}_2 \). The tautological representation \( R \) of the algebra \( \mathfrak{g} = \mathfrak{sl}_2 \) is symplectic, and an s.s.g.p. of its representation \( R = R + R' = R + R \) is trivial, which contradicts the hypothesis.

Assertion 2.1. Suppose that \( \Pi \) and \( \Pi' \) are indecomposable systems of simple roots such that \( \Pi' \subset \Pi \) and \( |\Pi'| = |\Pi| - 1 \), and let \( \alpha \in \Pi' \) be some root. If \( \Pi(\alpha) \in \Omega \), then \( \Pi'(\alpha) \in \Omega \).

Proof. If \( |\Pi'| = 1 \), then \( \Pi'(\alpha) = A_1(1) \in \Omega \). In what follows we assume that \( |\Pi| > 2 \).

By hypothesis, \( \Pi' = \Pi \setminus \{ \beta \} \), where \( \beta \in \Pi \setminus \{ \alpha \} \) is the root of the indecomposable simple root system \( \Pi \) corresponding to a hanging vertex of its (indecomposable) Dynkin diagram. All possible systems with a marked root \( \Pi'(\alpha) \) that can be obtained in this fashion for \( \Pi(\alpha) \in \Omega \) and \( |\Pi| > 2 \) are listed in Table 2 (where it is assumed throughout that \( r > 2 \)). It remains to use Table 2.

Corollary 2.1. Suppose that \( \Pi \) and \( \Pi' \) are indecomposable simple root systems such that \( \Pi' \subset \Pi \) and \( |\Pi'| \geq |\Pi| - 1 \). If for a root \( \alpha \in \Pi' \) we have \( \Pi(\alpha) \in \Omega \), then \( \Pi'(\alpha) \in \Omega \).

The following two assertions are presented without proof because they are well known.

Assertion 2.2. An irreducible representation of an arbitrary complex reductive Lie algebra \( \mathfrak{g} \) is faithful if and only if its weights with respect to a Cartan subalgebra \( \mathfrak{t} \subset \mathfrak{g} \) linearly generate the space \( \mathfrak{t}^* \).
Assertion 2.3. Suppose that $E$ is a Euclidean space, $\Pi \subset E$ an indecomposable simple root system, and $C \subset E$ a Weyl chamber of it. Then for any subset $\Pi' \subset \Pi$ different from $\Pi$, we have $\langle \Pi' \rangle_{R} \cap C = \{0\}$.

§ 3. PROOFS OF THE RESULTS

This section is devoted to proving Theorems 1.1, 2.3.

We return to the notation and assumptions in § 1.

We begin with the proof of Theorem 1.1.

We fix a maximal commutative subalgebra $t_{\mathbb{R}}$ of the algebra $g_{\mathbb{R}}$ and a Cartan subalgebra $t := t_{\mathbb{R}}(\mathbb{C})$ of the algebra $g$. As a result, a root system $\Delta \subset t^{*}$, the Weyl group $W \subset \text{GL}(t^{*})$, a system of positive roots $\Delta^{+} \subset \Delta$, and a simple root system $\Pi \subset \Delta^{+} \subset \Delta$ arise. Since the algebra $[g, g]$ is simple, the simple root system $\Pi \subset t^{*}$ is indecomposable. Let $\mathcal{P}$ denote the family of all indecomposable simple root systems $\Pi' \subset \Pi \subset t^{*}$ of order $r - 2$. In the simple root system $\Pi$, the subset of all roots that do not belong to any of the subsets $\Pi'$ ($\Pi' \in \mathcal{P}$) is denoted by $\partial_{0} \Pi$.

Let $\Lambda \subset t^{*}$ be the weight system of the representation $R$, and $\lambda \in \Lambda$ its highest weight with respect to the simple root system $\Pi \subset \Delta$. We set $\Pi_{\lambda} := \{\alpha \in \Pi : \langle \lambda | \alpha \rangle \neq 0\} \subset \Pi$.

We have $\langle W \lambda \rangle = \langle \Lambda \rangle = t^{*}$, $\langle \{\lambda\} \cup \Pi \rangle = t^{*}$, $r = \dim t^{*} \in \{|\Pi| ; |\Pi| + 1\}$, $|\Pi| \in \{r ; r - 1\}$. In particular, $r - 2 < |\Pi|$.

Assertion 3.1. Suppose that $r > 2$. Then the simple root system $\Pi$ coincides with the union of all its subsets $\Pi' \in \mathcal{P}$.

Proof. We have $0 < r - 2 < |\Pi|$. Therefore, in the (indecomposable) Dynkin diagram of the simple root system $\Pi$, for any vertex there exists an indecomposable subdiagram of order $r - 2$ containing it.

Let $\Pi' \in \mathcal{P}$ be some simple root system satisfying the condition

$$(r > 2) \Rightarrow (\Pi_{\lambda} \cap \Pi' \neq \emptyset),$$

and let $W' \subset \text{GL}(t^{*})$ be its Weyl group.

We have $|\Pi'| = r - 2 < |\Pi|$. By Assertion 2.3, the system $\langle \{\lambda\} \cup \Pi' \rangle \subset t^{*}$ consists of $r - 1$ linearly independent linear functions taking purely imaginary values on the real form $t_{\mathbb{R}}$ of the space $t$. Consequently, the intersection of the kernels of these linear functions has the form $\mathbb{C}\xi \subset t$, $\xi \in t_{\mathbb{R}} \setminus \{0\}$. In the space $t^{*}$, the subspace of all linear functions vanishing on the vector $\xi \in t_{\mathbb{R}}$ can be identified with the space $t_{0}^{*}$, where $t_{0} := t/(\mathbb{C}\xi)$. Clearly, $\dim t_{0} = r - 1$ and $t_{0}^{*} = \langle \{\lambda\} \cup \Pi' \rangle \subset t^{*}$.

We claim that

$$(3.2) \quad \Pi' \subset \langle W' \lambda \rangle.$$  

For any root $\alpha \in \Pi_{\lambda} \cap \Pi'$ we have

$$\alpha = \frac{1}{\langle \lambda | \alpha \rangle}(\lambda - r_{\alpha} \lambda) \in \langle W' \lambda \rangle \quad \text{and} \quad \alpha \in \langle W' \lambda \rangle \cap \langle \Pi' \rangle.$$  

If $r > 2$, then $\Pi_{\lambda} \cap \Pi' \neq \emptyset$ and $\langle W' \lambda \rangle \cap \langle \Pi' \rangle \neq 0$, which implies (3.2), since the $W'$-submodule $\langle \Pi' \rangle \subset t^{*}$ is simple. If, however, $r = 2$, then $|\Pi'| = r - 2 = 0$ and $\Pi' = \emptyset \subset \langle W' \lambda \rangle$.

By (3.2), $t_{0}^{*} = \langle \{\lambda\} \cup \Pi' \rangle = \langle W' \lambda \rangle \subset t^{*}$.

Let $\Delta_{0}$ denote the root system $(\Delta \cap t_{0}^{*}) \subset t_{0}^{*}$, and $\Delta_{0}^{+}$ the system of positive roots $(\Delta^{+} \cap t_{0}^{*}) \subset \Delta_{0}$. The latter corresponds to the simple root system $\Pi_{0} \subset \Delta_{0}$. We have $\Pi' \subset \Pi \subset \Delta^{+}$ and $\Pi' \subset t_{0}^{*}$, whence $\Pi' \subset \Delta_{0}^{+} \subset \Delta_{0}$. Furthermore, $\Pi \cap (\Delta^{+} + \Delta^{+}) = \emptyset$, $\Pi' \cap (\Delta_{0}^{+} + \Delta_{0}^{+}) = \emptyset$, and therefore, $\Pi' \subset \Pi_{0}$. ...
In the algebra \( \mathfrak{g} \) the centralizer \( \mathfrak{g}' \) of the element \( \xi \in \mathfrak{t}_R \) agrees with its compact real form \( \mathfrak{g}_R' \) and contains the Cartan subalgebra \( \mathfrak{t} \subset \mathfrak{g} \). Therefore, \( \mathfrak{g}' \) is a complex reductive algebra with compact real form \( \mathfrak{g}_R' := \mathfrak{g}' \cap \mathfrak{g}_R \), Cartan subalgebra \( \mathfrak{t} \subset \mathfrak{g} \), and root system \( \Delta_0 \subset \mathfrak{t}^* \), while \( \mathbb{C} \xi \) is a central ideal of the algebra \( \mathfrak{g}' \) compatible with its compact real form \( \mathfrak{g}_R' \). In turn, \( \mathfrak{g}_0 := \mathfrak{g}'/(\mathbb{C} \xi) \) is a complex reductive Lie algebra with compact real form \( \mathfrak{g}_R'/\mathbb{R} \xi \), Cartan subalgebra \( \mathfrak{t}_0 \), and root system \( \Delta_0 \subset \mathfrak{t}_0^* \); furthermore, \( \text{rk} \, \mathfrak{g}_0 = \dim \mathfrak{t}_0 = r - 1 \).

Let \( V_0 \subset V \) be the kernel of the operator \( \xi \in \mathfrak{t}_R \subset \mathfrak{g} \subset \mathfrak{sl}(V) \). The restriction of the tautological representation \( \mathfrak{g}' : V \to (\text{the (obviously invariant)} \, \text{subspace}) \, V_0 \subset V \) naturally induces a representation \( \mathfrak{g}_0 : V_0 \), since \( (\mathbb{C} \xi)V_0 = 0 \). Furthermore,
\[
V_0 = (V_0 \cap V_R) \oplus i(V_0 \cap V_R) = (V_0 \cap V_R)(\mathbb{C}),
\]
\[
(\mathfrak{g}_R'/\mathbb{R} \xi)(V_0 \cap V_R) = \mathfrak{g}_R'(V_0 \cap V_R) \subset (V_0 \cap V_R).
\]
(3.3)

The algebra \( \mathfrak{g}_0 \) has an irreducible representation \( R_0 \) with highest weight \( \lambda \in \mathfrak{t}_0^* \) with respect to the system of positive roots \( \Delta_0^+ \subset \Delta_0 \). If \( \pi : \mathfrak{g}' \to \mathfrak{g}_0 \) is the canonical epimorphism of algebras, then \( R_0 \circ \pi \) is an irreducible representation of the algebra \( \mathfrak{g}' \) with highest weight \( \lambda \in \mathfrak{t}_0^* \) with respect to the system of positive roots \( \Delta_0^+ \subset \Delta_0 \). Let \( \tilde{R}_0 \) denote the representation of the algebra \( \mathfrak{g}_0 \) equal to \( R_0 \circ \pi \) if the representation \( R_0 \) is orthogonal (nonorthogonal).

**Proposition 3.1.** The representation \( R_0 \) of the algebra \( \mathfrak{g}_0 \) is faithful.

**Proof.** Let \( \Lambda_0 \subset \mathfrak{t}_0^* \) be the weight system of the representation \( R_0 \) of the algebra \( \mathfrak{g}_0 \). We have \( \Pi' \subset \Delta_0 \), \( W' \lambda \subset \Lambda_0 \), \( \mathfrak{t}_0 = \langle W' \lambda \rangle \subset \langle \Lambda_0 \rangle \subset \mathfrak{t}_0^* \), \( \langle \Lambda_0 \rangle \subset \mathfrak{t}_0^* \). It remains to apply Assertion 2.2. \( \square \)

Thus, we can identify the algebra \( \mathfrak{g}_0 \) with the irreducible reductive linear algebra \( R_0(\mathfrak{g}_0) \) and talk about simple components of its derived subalgebra — simple linear Lie algebras \( \mathfrak{g}_i \subset \mathfrak{sl}(V_i) \) (\( i = 1, \ldots, m \)) — and the corresponding indecomposable components \( \Pi_1, \ldots, \Pi_m \) (in this order) of the simple root system \( \Pi_0 \subset \Delta_0 \).

If \( \mathfrak{g}_0 \) is an adjoint linear algebra, then \( \lambda \in \mathfrak{t}_0^* \) is the highest root of the root system \( \Delta_0 \subset \mathfrak{t}_0^* \), whence \( \lambda \in \Delta_0 \subset \Delta \subset \mathfrak{t}^* \).

**Lemma 3.1.** Suppose that \( r = 2 \), and an s.s.g.p. of the representation \( \tilde{R}_0 \) of the algebra \( \mathfrak{g}_0 \) is nontrivial. Then \( \lambda \in \Delta \).

**Proof.** It suffices to apply Lemma 2.2 to the linear algebra \( \mathfrak{g}_0 \) of rank \( r - 1 = 1 \). \( \square \)

**Lemma 3.2.** Suppose that \( r > 2, \lambda \not\in \Delta \), and an s.s.g.p. of the representation \( \tilde{R}_0 \) of the algebra \( \mathfrak{g}_0 \) is nontrivial. Then the subset \( \langle \Pi_\lambda \cap \Pi' \rangle \subset \Pi \) includes a unique root \( \alpha \in \Pi \). Furthermore,

1. \( \langle \lambda | \alpha \rangle = 1 \) and \( \Pi'(\alpha) \subset \Omega \);
2. if the simple root system \( \Pi_0 \) is indecomposable, then \( \Pi_0(\alpha) \subset \Omega \), and \( \langle \lambda | \beta \rangle = 0 \) for every \( \beta \in \Pi_0 \setminus \{ \alpha \} \).

**Proof.** The indecomposable simple root system \( \Pi' \subset \mathfrak{t}_0^* \) of order \( r - 2 > 0 \) is contained in the simple root system \( \Pi_0 \subset \mathfrak{t}_0^* \), and therefore also in one of its indecomposable components \( \Pi_i \), \( i = 1, \ldots, m \) (in particular, \( m > 0 \)). Without loss of generality, we assume that \( \Pi' \subset \Pi_1 \). We have
\[
|\Pi_1| \leq \text{dim} \mathfrak{t}_0^* = r - 1 = |\Pi'| + 1,
\]
(3.4)
\[
\text{rk} \, \mathfrak{g}_1 = |\Pi_1| \geq |\Pi'| = r - 2 = \text{rk} \, \mathfrak{g}_0 - 1.
\]
(3.5)
Since $r > 2$, the subset $(\Pi_\lambda \cap \Pi') \subset \Pi$ is not empty and includes some root $\alpha \in \Pi$. Applying Lemma 2.4 to the linear algebra $g_0$ and taking (3.5) into account we find that the linear algebra $g_1 \subset s(l(V_1)$ belongs to the class $\Omega$. This means that

1) $\langle \lambda | \alpha \rangle = 1$;
2) $\langle \lambda | \beta \rangle = 0$ for every $\beta \in \Pi_1 \setminus \{ \alpha \}$ (in particular, $\langle \lambda | \beta \rangle = 0$ for every $\beta \in \Pi' \setminus \{ \alpha \}$);
3) $\Pi_1(\alpha) \in \Omega$ (and $\Pi'(\alpha) \in \Omega$ by relation (3.4) and Corollary 2.1).

□

Lemma 3.3. Suppose that an s.s.g.p. of the representation $\widetilde{R}_0$ of the algebra $g_0$ is trivial. Then there exists a vector $v \in V_0$ such that $\xi \in (g_R)_v$ and $\operatorname{rk}((g_R)_v) = 1$.

Proof. Recall that $\lambda \in t^*_0 \subset t^*$ is the highest weight of the representation $R$ of the algebra $g$ with respect to the simple root system $\Pi \subset \Delta$. By (3.3), the representation $\widetilde{R}_0$ of the algebra $g_0$ embeds into the representation $g_0 : V_0$. Therefore, an s.s.g.p. of the latter is trivial. By using again relations (3.3) we obtain that an s.s.g.p. of the representation $(g_R'/\langle \mathbb{R} \xi \rangle)$: $(V_0 \cap V_R)$ is trivial. Consequently, there exists a vector $v \in V_0 \cap V_R$ such that $g_v \cap g_{R'} = \mathbb{R} \xi$. Thus, $((g_R)_v) \cap g' = g_v \cap g_{R'} = \mathbb{R} \xi$, that is, the subalgebra $(g_R)_v \subset g_R$ contains $\mathbb{R} \xi$ as a maximal commutative subalgebra and therefore has rank 1. □

Remark. The scheme of proof of Lemma 3.3 is adopted from [10], where a similar method is used to find points that have a closed orbit and stabilizer of rank 1 for complex reductive linear Lie groups.

Lemmas 3.1, 3.3 imply the following lemma.

Lemma 3.4. Suppose that $\lambda \notin \Delta$, and there is no vector $v$ in the space $V_0$ such that $\xi \in (g_R)_v$ and $\operatorname{rk}((g_R)_v) = 1$. Then $r > 2$ and $\Pi_\lambda \cap \Pi' = \{ \alpha \} \subset \Pi$ ($\alpha \in \Pi$). Furthermore,

1) $\langle \lambda | \alpha \rangle = 1$ and $\alpha \in \partial \Pi'$;
2) if the simple root system $\Pi_0$ is indecomposable, then $\alpha \in \partial \Pi_0$, as well as $\langle \lambda | \beta \rangle = 0$ for every $\beta \in \Pi_0 \setminus \{ \alpha \}$.

Until now we have assumed that the simple root system $\Pi' \subset \mathcal{P}$ satisfying (3.1) is fixed. However, in what follows we shall choose it each time depending on the concrete situation. In this case, Lemma 3.4 implies the following lemma.

Lemma 3.5. Suppose that $\lambda \notin \Delta$, and condition (1.1) does not hold. Let $\Pi' \subset \mathcal{P}$ be a simple root system satisfying (3.1). In the space $t^*$, let $\Pi_0$ denote the simple root system corresponding to the system of positive roots $\Delta^+ \cap (\{ \lambda \} \cup \Pi')$. Then $r > 2$ and $\Pi_\lambda \cap \Pi' = \{ \alpha \} \subset \Pi$ ($\alpha \in \Pi$). Furthermore,

1) $\langle \lambda | \alpha \rangle = 1$ and $\alpha \in \partial \Pi'$;
2) if the simple root system $\Pi_0$ is indecomposable, then $\alpha \in \partial \Pi_0$, as well as $\langle \lambda | \beta \rangle = 0$ for every $\beta \in \Pi_0 \setminus \{ \alpha \}$.

Lemma 3.6. Suppose that $\lambda \notin \Delta$, and condition (1.1) does not hold. Then $r > 2$, and for any simple root system $\Pi' \subset \mathcal{P}$ we have

$$|\Pi_\lambda \cap \Pi'| \leq 1, \quad \Pi_\lambda \cap \Pi' = \emptyset,$$

$$\forall \alpha \in \Pi_\lambda \cap \Pi' \quad \langle \lambda | \alpha \rangle = 1.$$

Proof. Suppose that $r = 2$. Then the simple root system $\Pi' := \emptyset \subset \Pi$ belongs to the family $\mathcal{P}$ and satisfies (3.1). Applying Lemma 3.5 to it, we find that $r > 2$ and thus arrive at a contradiction.

Consequently, $r > 2$. Let $\Pi' \subset \mathcal{P}$ be an arbitrary simple root system. If it satisfies (3.1), then relations (3.6) hold by Lemma 3.5. However, if (3.1) does not hold, then $\Pi_\lambda \cap \Pi' = \emptyset$, which immediately implies (3.6). □
Lemma 3.7. Suppose that $\lambda \notin \Delta$, and condition 1.1 does not hold. Then $r > 2$, $\Pi_{\lambda} \subset \partial_r \Pi$,
\begin{align}
\forall \Pi' \in \mathcal{P} & \quad |\Pi_{\lambda} \cap \Pi'| \leq 1, \\
\forall \alpha \in \Pi_{\lambda} & \quad \langle \lambda | \alpha \rangle = 1.
\end{align}

Proof. It follows from Lemma 3.6 that $r > 2$ and $\Pi_{\lambda} \subset \partial_r \Pi$, and relation (3.7) holds. By applying Assertion 3.1 and Lemma 3.6 again, we now obtain (3.8). We present a more convenient and fundamental interpretation of Lemma 3.7.

Theorem 3.1. Suppose that $\lambda \notin \Delta$ and condition 1.1 does not hold. Then
\begin{enumerate}
  \item $r > 2$;
  \item $\langle \lambda | \alpha \rangle = 0$ for every $\alpha \in \Pi \setminus (\partial_r \Pi)$;
  \item $\langle \lambda | \alpha \rangle \in \{0; 1\}$ for every $\alpha \in \partial_r \Pi$;
  \item on the Dynkin diagram of the simple root system $\Pi$, there are vertices which correspond to any distinct roots $\alpha, \beta \in \Pi$ such that $\langle \lambda | \alpha \rangle = \langle \lambda | \beta \rangle = 1$ and any path between these vertices contains at least $r - 2$ edges.
\end{enumerate}

Based on Table 1 all the cases where $r > 2$, $\Pi$ is an indecomposable simple root system of order $r$ ($r - 1$), $\Pi' \in \mathcal{P}$, and $\Pi' \neq \emptyset$ are described, with the subset $\Pi' \subset \Pi$ being indicated, and placed in Table 3 (in Table 5 respectively). Next, all the cases where $r > 2$, $\Pi$ is an indecomposable simple root system of order $r$ ($r - 1$), and $\partial_r \Pi \neq \emptyset$ are given, with the subset $\partial_r \Pi \subset \Pi$ being indicated, and put in Table 4 (in Table 6) composed on the basis of Table 3 (Table 5 respectively).

Proposition 3.2. Suppose that $\lambda \in \Delta$. Then $\mathfrak{g} = [\mathfrak{g}, \mathfrak{g}]$, and the (simple) linear algebra $R(\mathfrak{g})$ is adjoint or coincides with one of the simple linear algebras $\varphi_1(B_r)$, $\varphi_2(C_r)$, $\varphi_1(F_4)$, or $\varphi_1(G_2)$.

Proof. We have $\lambda \in \Delta \subset \langle \Pi \rangle \subset t^*$, $\langle \Pi \rangle = \langle \lambda \rangle \cup \Pi = t^*$, $|\Pi| = \dim t^* = r$, $\mathfrak{g} = [\mathfrak{g}, \mathfrak{g}]$. Furthermore, in the root system $\Delta$ with simple root system $\Pi$, the root $\lambda$ is dominant and therefore coincides with the highest root or (if there are roots of two different lengths) with the largest short root.

Proposition 3.3. Suppose that $\Pi = B_r$, $\lambda \notin \Delta$, $\langle \lambda | \alpha_r \rangle = 0$, while condition 1.1 does not hold. Then $\langle \lambda | \alpha_1 \rangle = \ldots = \langle \lambda | \alpha_{r - 2} \rangle = 0$.

Proof. Suppose that $\langle \lambda | \alpha_i \rangle \neq 0$ for some $i \in \{1, \ldots, [0]r - 2\}$.

The simple root system $\Pi' := \{\alpha_1, \ldots, \alpha_{r - 2}\} \subset \Pi$ belongs to the family $\mathcal{P}$ and satisfies 3.1. It is easy to see that $\langle \lambda \rangle \cup \Pi' = \langle \alpha_r \rangle_\perp$. In the space $t^*$, let $\Pi_0$ denote the simple root system corresponding to the system of positive roots $\Delta^+ \cap \langle \lambda \rangle \cup \Pi'$. We have obtained a contradiction.

Proposition 3.4. Suppose that $\Pi = C_r$, $\lambda \notin \Delta$, $\langle \lambda | \alpha_r \rangle = 0$, while condition 1.1 does not hold. Then $\lambda = \varphi_1$ or $\langle \lambda | \alpha_1 \rangle = \ldots = \langle \lambda | \alpha_{r - 2} \rangle = 0$.

Proof. Suppose that $\langle \lambda | \alpha_i \rangle \neq 0$ for some $i \in \{1, \ldots, [0]r - 2\}$.

The simple root system $\Pi' := \{\alpha_1, \ldots, \alpha_{r - 2}\} \subset \Pi$ belongs to the family $\mathcal{P}$ and satisfies 3.1. It is easy to see that $\langle \lambda \rangle \cup \Pi' = \langle \alpha_r \rangle_\perp$. In the space $t^*$, let $\Pi_0$ denote the simple root system corresponding to the system of positive roots $\Delta^+ \cap \langle \lambda \rangle \cup \Pi'$. We have obtained a contradiction.
Case 1. The linear Lie algebra $R([g, g])$ is an adjoint simple linear Lie algebra, the algebra $g$ has one-dimensional center, and the tautological representation $g: V$ coincides with $R + R'$. The linear Lie algebra $R([g, g])$ is not locally transitive, which implies that $t_{[g, g]}^* \subset g$ is an s.s.g.p. of the representation $R$ of the algebra $g$. We have $\dim t_{[g, g]} = \text{rk}(g, g) = r - 1 \geq 1$. Therefore, the root system of the simple Lie algebra $[g, g]$ with respect to its Cartan subalgebra $t_{[g, g]}^*$ contains some subset that linearly generates a hyperplane in $t_{[g, g]}^*$. Hence the representation $R'|_{t_{[g, g]}}$ of the algebra $t_{[g, g]}$ has a vector with one-dimensional stationary subalgebra; the same can also be said about the tautological representation $g: V$. Thus, condition (1.1) holds.

Case 2. The linear Lie algebra $R([\mathfrak{g}, \mathfrak{g}])$ coincides with the linear algebra $\mathfrak{so}_n(\mathbb{C})$, where $n \in \{2r-2, 2r-1\}$ and $n > 4$, the algebra $\mathfrak{g}$ has a one-dimensional center, and the tautological representation $\mathfrak{g}$: $V$ coincides with $R + R'$. Next, the linear Lie algebra $R([\mathfrak{g}, \mathfrak{g}])$ is not locally transitive. Hence an s.s.g.p. of the tautological representation $\mathfrak{g}$: $V$ is none other than an s.s.g.p. of the representation $(R + R'|_{\mathfrak{g}, \mathfrak{g}})$ of the algebra $[\mathfrak{g}, \mathfrak{g}]$ which, in turn, is isomorphic to the Lie algebra $\mathfrak{so}_{n-2}(\mathbb{C})$ of rank $r - 2$. Thus, $\text{rk} \mathfrak{h}_R = r - 2$. Therefore, $\text{rk} \mathfrak{h}_R = 1$ for $n = 5$, and $\text{rk} \mathfrak{h}_R > 1$ otherwise.

Case 3. The tautological representation $\mathfrak{g}_R : V_R$ is obtained from the representation

$$\text{Mat}_{(r_1-1)}(\mathbb{H}) \oplus \text{Mat}_{1 \times 1}(\mathbb{H}) : \text{Mat}_{(r_1)}(\mathbb{H}), \quad (A + B) : X \to AX - XB$$

$(r > 2)$ by a restriction to the subalgebra

$$(u_{r-1}(\mathbb{H}) \oplus i \mathbb{R}E) \subset (\text{Mat}_{(r_1-1)}(\mathbb{H}) \oplus \text{Mat}_{1 \times 1}(\mathbb{H})),$$

which is the direct sum of the subalgebras $u_{r-1}(\mathbb{H}) \subset \text{Mat}_{(r_1)}(\mathbb{H})$ and $i \mathbb{R}E \subset \text{Mat}_{1 \times 1}(\mathbb{H})$. It is easy to see that $\mathfrak{h}_R \cong u_{r-2}(\mathbb{H}) \oplus \mathbb{R}$. Hence, $\text{rk} \mathfrak{h}_R = r - 1 > 1$.

Case 4. The linear algebra $\mathfrak{g}_R \subset \mathfrak{sl}(V_R)$ is an adjoint simple compact linear Lie algebra. The subalgebra $\mathfrak{h}_R \subset \mathfrak{g}_R$ is a maximal commutative subalgebra of the algebra $\mathfrak{g}_R$, whence, $\text{rk} \mathfrak{h}_R = \text{rk} \mathfrak{g}_R = r > 1$.

Case 5. The linear algebra $\mathfrak{g}_R \subset \mathfrak{sl}(V_R)$ coincides with one of the linear algebras $\mathfrak{so}_{2r}(\mathbb{R})$ $(r > 2)$, $\mathfrak{so}_{2r+1}(\mathbb{R})$, $\mathfrak{su}_{r+1}(\mathbb{C})$, $\mathfrak{u}_r(\mathbb{C})$, $\mathfrak{u}_r(\mathbb{H})$. The subalgebra $\mathfrak{h}_R \subset \mathfrak{g}_R$ is isomorphic to the algebra $\mathfrak{so}_{2r-1}(\mathbb{R})$, $\mathfrak{so}_{2r}(\mathbb{R})$, $\mathfrak{su}_r(\mathbb{C})$, $\mathfrak{u}_{r-1}(\mathbb{C})$, $\mathfrak{u}_{r-1}(\mathbb{H})$, respectively, and has rank equal to $r$ for $\mathfrak{g}_R = \mathfrak{so}_{2r+1}(\mathbb{R})$, and $r - 1$ otherwise. Hence, $\text{rk} \mathfrak{h}_R = 1$ for $\mathfrak{g}_R = \mathfrak{su}_3(\mathbb{C})$, $\mathfrak{g}_R = \mathfrak{u}_2(\mathbb{C})$, or $\mathfrak{g}_R = \mathfrak{u}_2(\mathbb{H})$, and $\text{rk} \mathfrak{h}_R > 1$ otherwise.

Now, to prove Theorems 1.2 and 1.3 it suffices to use Assertion 3.2

§ 4. Reference section

<table>
<thead>
<tr>
<th>no.</th>
<th>\Pi</th>
<th>$\partial \Pi$</th>
<th>\Pi′</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$A_r$, $r \geq 6$</td>
<td>$1, 2, r - 1, r$</td>
<td>$3, \ldots, r - 2$</td>
</tr>
<tr>
<td>2</td>
<td>$B_r$, $r = 3, 4$</td>
<td>$1, r$</td>
<td>$2, \ldots, r - 1$</td>
</tr>
<tr>
<td>3</td>
<td>$B_r$, $r \geq 5$</td>
<td>$1$</td>
<td>$2, \ldots, r$</td>
</tr>
<tr>
<td>4</td>
<td>$C_r$, $r \geq 3$</td>
<td>$1, 2$</td>
<td>$3, \ldots, r$</td>
</tr>
<tr>
<td>5</td>
<td>$D_r$, $r = 4, 5, 6$</td>
<td>$1, r - 1, r$</td>
<td>$2, \ldots, r - 2$</td>
</tr>
<tr>
<td>6</td>
<td>$D_r$, $r \geq 7$</td>
<td>$1$</td>
<td>$2, \ldots, r$</td>
</tr>
<tr>
<td>7</td>
<td>$E_6$</td>
<td>$1, 5$</td>
<td>$2, 3, 4, 6$</td>
</tr>
<tr>
<td>8</td>
<td>$E_7$</td>
<td>$1$</td>
<td>$2, \ldots, 7$</td>
</tr>
<tr>
<td>9</td>
<td>$E_8$</td>
<td>$\emptyset$</td>
<td>$1, \ldots, 8$</td>
</tr>
<tr>
<td>10</td>
<td>$F_4$</td>
<td>$1$</td>
<td>$2, 3, 4$</td>
</tr>
<tr>
<td>11</td>
<td>$G_2$</td>
<td>$1$</td>
<td>$2$</td>
</tr>
</tbody>
</table>
Table 2

<table>
<thead>
<tr>
<th>no.</th>
<th>$\Pi(\alpha)$</th>
<th>$i$</th>
<th>$(\Pi \setminus {\alpha_1})(\alpha)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$A_r(1)$</td>
<td>$r$</td>
<td>$A_{r-1}(1)$</td>
</tr>
<tr>
<td>2</td>
<td>$A_r(2)$</td>
<td>$r$</td>
<td>$A_{r-1}(2)$</td>
</tr>
<tr>
<td>3</td>
<td>$A_r(2)$</td>
<td>1</td>
<td>$A_{r-1}(1)$</td>
</tr>
<tr>
<td>4</td>
<td>$A_5(3)$</td>
<td>1</td>
<td>$A_4(2)$</td>
</tr>
<tr>
<td>5</td>
<td>$B_r(1)$</td>
<td>$r$</td>
<td>$A_{r-1}(1)$</td>
</tr>
<tr>
<td>6</td>
<td>$B_r(r)$, $r = 3, 4$</td>
<td>1</td>
<td>$B_{r-1}(r-1)$</td>
</tr>
<tr>
<td>7</td>
<td>$C_r(1)$</td>
<td>$r$</td>
<td>$A_{r-1}(1)$</td>
</tr>
<tr>
<td>8</td>
<td>$C_r(2)$</td>
<td>$r$</td>
<td>$A_{r-1}(2)$</td>
</tr>
<tr>
<td>9</td>
<td>$C_r(2)$</td>
<td>1</td>
<td>$C_{r-1}(1)$</td>
</tr>
<tr>
<td>10</td>
<td>$D_r(1)$</td>
<td>$r$</td>
<td>$A_{r-1}(1)$</td>
</tr>
<tr>
<td>11</td>
<td>$D_r(r)$, $r = 5, 6$</td>
<td>$r-1$</td>
<td>$A_{r-1}(r-1)$</td>
</tr>
<tr>
<td>12</td>
<td>$D_r(r)$, $r = 5, 6$</td>
<td>1</td>
<td>$D_{r-1}(r-1)$</td>
</tr>
<tr>
<td>13</td>
<td>$E_r(1)$, $r = 6, 7$</td>
<td>$r$</td>
<td>$A_{r-1}(1)$</td>
</tr>
<tr>
<td>14</td>
<td>$E_r(1)$, $r = 6, 7$</td>
<td>$r-1$</td>
<td>$D_{r-1}(1)$</td>
</tr>
<tr>
<td>15</td>
<td>$F_4(1)$</td>
<td>4</td>
<td>$C_5(1)$</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>no.</th>
<th>$\Pi$</th>
<th>$\Pi'$</th>
<th>$\Pi'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$A_r$, $r \geq 8$</td>
<td>3, ..., $r$</td>
<td>$A_{r-2}$</td>
</tr>
<tr>
<td>2</td>
<td>$A_r$, $r \geq 8$</td>
<td>2, ..., $r-1$</td>
<td>$A_{r-2}$</td>
</tr>
<tr>
<td>3</td>
<td>$A_r$, $r \geq 8$</td>
<td>1, ..., $r-2$</td>
<td>$A_{r-2}$</td>
</tr>
<tr>
<td>4</td>
<td>$B_r$, $r = 5, 6$</td>
<td>3, ..., $r$</td>
<td>$B_{r-2}$</td>
</tr>
<tr>
<td>5</td>
<td>$B_r$, $r \geq 7$</td>
<td>3, ..., $r$</td>
<td>$B_{r-2}$</td>
</tr>
<tr>
<td>6</td>
<td>$B_r$, $r \geq 8$</td>
<td>2, ..., $r-1$</td>
<td>$A_{r-2}$</td>
</tr>
<tr>
<td>7</td>
<td>$B_r$, $r \geq 8$</td>
<td>1, ..., $r-2$</td>
<td>$A_{r-2}$</td>
</tr>
<tr>
<td>8</td>
<td>$C_r$, $r \geq 5$</td>
<td>3, ..., $r$</td>
<td>$C_{r-2}$</td>
</tr>
<tr>
<td>9</td>
<td>$C_r$, $r \geq 8$</td>
<td>2, ..., $r-1$</td>
<td>$A_{r-2}$</td>
</tr>
<tr>
<td>10</td>
<td>$C_r$, $r \geq 8$</td>
<td>1, ..., $r-2$</td>
<td>$A_{r-2}$</td>
</tr>
<tr>
<td>11</td>
<td>$D_r$, $r = 6, 7, 8$</td>
<td>3, ..., $r$</td>
<td>$D_{r-2}$</td>
</tr>
<tr>
<td>12</td>
<td>$D_r$, $r \geq 9$</td>
<td>3, ..., $r$</td>
<td>$D_{r-2}$</td>
</tr>
<tr>
<td>13</td>
<td>$D_r$, $r \geq 8$</td>
<td>2, ..., $r-1$</td>
<td>$A_{r-2}$</td>
</tr>
<tr>
<td>14</td>
<td>$D_r$, $r \geq 8$</td>
<td>2, ..., $r-2, r$</td>
<td>$A_{r-2}$</td>
</tr>
<tr>
<td>15</td>
<td>$D_r$, $r \geq 8$</td>
<td>1, ..., $r-2$</td>
<td>$A_{r-2}$</td>
</tr>
<tr>
<td>16</td>
<td>$E_6$</td>
<td>2, 3, 4, 6</td>
<td>$D_4$</td>
</tr>
<tr>
<td>17</td>
<td>$E_7$</td>
<td>3, ..., 7</td>
<td>$D_5$</td>
</tr>
<tr>
<td>18</td>
<td>$E_7$</td>
<td>2, ..., 5, 7</td>
<td>$D_5$</td>
</tr>
<tr>
<td>19</td>
<td>$E_8$</td>
<td>3, ..., 8</td>
<td>$E_6$</td>
</tr>
<tr>
<td>20</td>
<td>$E_8$</td>
<td>2, ..., 6, 8</td>
<td>$D_6$</td>
</tr>
<tr>
<td>21</td>
<td>$E_8$</td>
<td>1, ..., 5, 8</td>
<td>$A_6$</td>
</tr>
<tr>
<td>22</td>
<td>$E_8$</td>
<td>2, ..., 7</td>
<td>$A_6$</td>
</tr>
<tr>
<td>23</td>
<td>$E_8$</td>
<td>1, ..., 6</td>
<td>$A_6$</td>
</tr>
</tbody>
</table>
Table 4

<table>
<thead>
<tr>
<th>no.</th>
<th>Π</th>
<th>∂rΠ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$A_r$, $r \geq 8$</td>
<td>1, 2, $r-1, r$</td>
</tr>
<tr>
<td>2</td>
<td>$B_r$, $r = 5, 6$</td>
<td>1, 2, 3, $r$</td>
</tr>
<tr>
<td>3</td>
<td>$B_7$</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>4</td>
<td>$B_r$, $r \geq 8$</td>
<td>1, 2</td>
</tr>
<tr>
<td>5</td>
<td>$C_r$, $r = 5, 6, 7$</td>
<td>1, 2, 3, 4</td>
</tr>
<tr>
<td>6</td>
<td>$C_r$, $r \geq 8$</td>
<td>1, 2</td>
</tr>
<tr>
<td>7</td>
<td>$D_r$, $r = 6, 7$</td>
<td>1, 2, 3, $r-1, r$</td>
</tr>
<tr>
<td>8</td>
<td>$D_8$</td>
<td>1, 2, 7, 8</td>
</tr>
<tr>
<td>9</td>
<td>$D_r$, $r \geq 9$</td>
<td>1, 2</td>
</tr>
<tr>
<td>10</td>
<td>$E_6$</td>
<td>1, 2, 4, 5, 6</td>
</tr>
<tr>
<td>11</td>
<td>$E_7$</td>
<td>1, 2, 6, 7</td>
</tr>
<tr>
<td>12</td>
<td>$E_8$</td>
<td>1, 2, 7</td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th>no.</th>
<th>Π</th>
<th>Π′</th>
<th>$\Pi'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$A_{r-1}$, $r \geq 8$</td>
<td>2, ..., $r-1$</td>
<td>$A_{r-2}$, 4, ..., $r-3$</td>
</tr>
<tr>
<td>2</td>
<td>$A_{r-1}$, $r \geq 8$</td>
<td>1, ..., $r-2$</td>
<td>$A_{r-2}$, 3, ..., $r-4$</td>
</tr>
<tr>
<td>3</td>
<td>$B_{r-1}$, $r = 5, 6$</td>
<td>2, ..., $r-1$</td>
<td>$B_{r-2}$, 3, ..., $r-2$</td>
</tr>
<tr>
<td>4</td>
<td>$B_{r-1}$, $r \geq 7$</td>
<td>2, ..., $r-1$</td>
<td>$B_{r-2}$, 3, ..., $r-1$</td>
</tr>
<tr>
<td>5</td>
<td>$B_{r-1}$, $r \geq 8$</td>
<td>1, ..., $r-2$</td>
<td>$A_{r-2}$, 3, ..., $r-4$</td>
</tr>
<tr>
<td>6</td>
<td>$C_{r-1}$, $r \geq 5$</td>
<td>2, ..., $r-1$</td>
<td>$C_{r-2}$, 4, ..., $r-1$</td>
</tr>
<tr>
<td>7</td>
<td>$C_{r-1}$, $r \geq 8$</td>
<td>1, ..., $r-2$</td>
<td>$A_{r-2}$, 3, ..., $r-4$</td>
</tr>
<tr>
<td>8</td>
<td>$D_{r-1}$, $r = 6, 7, 8$</td>
<td>2, ..., $r-1$</td>
<td>$D_{r-2}$, 3, ..., $r-3$</td>
</tr>
<tr>
<td>9</td>
<td>$D_{r-1}$, $r \geq 9$</td>
<td>2, ..., $r-1$</td>
<td>$D_{r-2}$, 3, ..., $r-1$</td>
</tr>
<tr>
<td>10</td>
<td>$D_{r-1}$, $r \geq 8$</td>
<td>1, ..., $r-2$</td>
<td>$A_{r-2}$, 3, ..., $r-4$</td>
</tr>
<tr>
<td>11</td>
<td>$D_{r-1}$, $r \geq 8$</td>
<td>1, ..., $r-3, r-1$</td>
<td>$A_{r-2}$, 3, ..., $r-4$</td>
</tr>
<tr>
<td>12</td>
<td>$E_6$</td>
<td>2, ..., 6</td>
<td>$D_5$, 3, 4</td>
</tr>
<tr>
<td>13</td>
<td>$E_6$</td>
<td>1, 2, 3, 4, 6</td>
<td>$D_5$, 2, 3</td>
</tr>
<tr>
<td>14</td>
<td>$E_7$</td>
<td>2, ..., 7</td>
<td>$E_6$, 3, 4, 5, 7</td>
</tr>
<tr>
<td>15</td>
<td>$E_7$</td>
<td>1, ..., 5, 7</td>
<td>$D_6$, 2, 3, 4</td>
</tr>
<tr>
<td>16</td>
<td>$E_7$</td>
<td>1, ..., 6</td>
<td>$A_6$, 3, 4</td>
</tr>
<tr>
<td>17</td>
<td>$E_8$</td>
<td>2, ..., 8</td>
<td>$E_7$, 3, ..., 8</td>
</tr>
<tr>
<td>18</td>
<td>$E_8$</td>
<td>1, ..., 6, 8</td>
<td>$D_7$, 2, ..., 6, 8</td>
</tr>
<tr>
<td>19</td>
<td>$E_8$</td>
<td>1, ..., 7</td>
<td>$A_7$, 3, 4, 5</td>
</tr>
<tr>
<td>20</td>
<td>$F_4$</td>
<td>2, 3, 4</td>
<td>$B_3$, 3</td>
</tr>
<tr>
<td>21</td>
<td>$F_4$</td>
<td>1, 2, 3</td>
<td>$C_3$, 3</td>
</tr>
</tbody>
</table>
Table 6

<table>
<thead>
<tr>
<th>no.</th>
<th>$\Pi_{r-1}$, $r \geq 8$</th>
<th>$\partial_r \Pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$A_{r-1}$, $r \geq 8$</td>
<td>$1, 2, r-2, r-1$</td>
</tr>
<tr>
<td>2</td>
<td>$B_{r-1}$, $r = 5, 6$</td>
<td>$1, 2, r-1$</td>
</tr>
<tr>
<td>3</td>
<td>$B_{r-1}$, $r \geq 7$</td>
<td>$1, 2$</td>
</tr>
<tr>
<td>4</td>
<td>$C_{r-1}$, $r = 5, 6, 7$</td>
<td>$1, 2, 3$</td>
</tr>
<tr>
<td>5</td>
<td>$C_{r-1}$, $r \geq 8$</td>
<td>$1, 2$</td>
</tr>
<tr>
<td>6</td>
<td>$D_{r-1}$, $r = 6, 7, 8$</td>
<td>$1, 2, r-2, r-1$</td>
</tr>
<tr>
<td>7</td>
<td>$D_{r-1}$, $r \geq 9$</td>
<td>$1, 2$</td>
</tr>
<tr>
<td>8</td>
<td>$E_6$</td>
<td>$1, 5, 6$</td>
</tr>
<tr>
<td>9</td>
<td>$E_7$</td>
<td>$1, 6$</td>
</tr>
<tr>
<td>10</td>
<td>$E_8$</td>
<td>$1$</td>
</tr>
<tr>
<td>11</td>
<td>$F_4$</td>
<td>$1, 2, 4$</td>
</tr>
</tbody>
</table>
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