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Suppose that $k$ is a field and $R = k[x_1, \ldots, x_n]/I$ is a commutative polynomial ring over $k$ modulo an ideal $I$. In other words, it is a finitely generated commutative $k$-algebra. Additionally assume that $R$ is also an integral domain. Emmy Noether’s celebrated Normalization Theorem proves that inside $R$, there always exists a polynomial subring

$$A = k[t_1, \ldots, t_d] \subseteq R$$

where the $t_i$ are algebraically independent (have no relations between them) satisfying the following property: the extension of rings $A \subseteq R$ makes $R$ into a finitely generated module over the polynomial ring $A = k[t_1, \ldots, t_d]$. For example, in $R = k[x, y]/(y^2 - x^3)$ we have the subring $A = k[x]$ (or $B = k[y]$).

Consider the induced finite extension of fraction fields

$$k(t_1, \ldots, t_d) = K(A) \subseteq K(R).$$

By viewing $K(R)$ as a vector space over $K(A)$, each element $u$ of $K(R)$ acts via multiplication

$$\times u : K(R) \rightarrow K(R)$$

and so we can take its trace, which is then an element of $K(A)$. This induces a map

$$\text{Tr} : K(R) \rightarrow K(A).$$

It is not difficult to verify $\text{Tr}(R) \subseteq A$, and so one obtains a map

$$\text{Tr} : R \rightarrow A = k[t_1, \ldots, t_d].$$

Since the trace is a sum of the diagonal matrix entries, the composition

$$A \subseteq R \xrightarrow{\text{Tr}} A$$

is multiplication by the extension degree $n := [K(R) : K(A)]$. If $k$ has characteristic zero (or more generally if the characteristic does not divide the extension degree $n = [K(R) : K(A)]$), then the composition

$$A \subseteq R \xrightarrow{\frac{1}{n} \cdot \text{Tr}} A$$

is the identity. Hence, if $M = \ker(\frac{1}{n} \cdot \text{Tr})$, then $R \cong A \oplus M$ as an $A$-module. In this case, we say that $R$ has an $A$-summand and that $A \subseteq R$ splits.

Consider now a more general setup. Suppose that

$$A \subseteq R,$$

is a finite extension of Noetherian integral domains. We ask when $R$ has an $A$-summand, i.e., when is $R \cong A \oplus M$ for some $M$? In [Hoc73] Hochster conjectured that if $A$ is a Noetherian regular ring and $R \supseteq A$ is any extension ring that is finite as an $A$-module (henceforth, a finite extension), then $R$ has an $A$-summand.

This was the direct summand conjecture, now Andrè’s theorem [And18a], and it was one of the central and guiding questions of commutative algebra over the past half-century.

**Theorem 1** (Direct Summand Theorem). Suppose $A$ is a Noetherian regular ring and $R \supseteq A$ is a finite extension, then $A \hookrightarrow R$ splits as a map of $A$-modules. In other words, $R$ has an $A$-summand.

We observed above that the theorem holds if $A$ is a polynomial ring over a field of characteristic zero. In fact, the same argument works if $A$ is any regular domain (or even normal\(^2\) domain) containing the rational numbers $\mathbb{Q}$. Hochster proved in [Hoc73] that Theorem 1 also holds if $A$ is a regular ring containing the finite field $\mathbb{F}_p = \mathbb{Z}/p\mathbb{Z}$ (e.g., $A = \mathbb{F}_p[x_1, \ldots, x_d]$). The methods that go into this and the areas of research they spawned are the topic of “The Direct Summand Conjecture and Singularities in Characteristic $p$.”

**Example 2.** The finite extension $A = \mathbb{Q}[t^2, t^3] \rightarrow R = \mathbb{Q}[t]$ does not split. If there was a splitting $\phi : R \rightarrow A$, it must send $1 \mapsto 1$ and therefore it must also send $t^2$ and $t^3$ to themselves. But $t^3 = \phi(t^3) = \phi(t^2 \cdot t) = t^2 \phi(t)$ and so $\phi(t) = t$, which does not exist in $A$. Note $A$ is not normal.

In a recent breakthrough [And18b, And18a], André solved the conjecture in the mixed characteristic\(^3\) case, using Scholze’s theory of perfectoid algebras and spaces [Sch12]. This will be the topic of the section “Perfectoid Algebras and Ingredients in the Mixed Characteristic Proof.”

---

\(^1\)Regular rings are natural generalizations of polynomial rings over fields and also include rings such as $\mathbb{Z}[x_1, \ldots, x_n]$.\(^2\)Meaning $A$ is integrally closed in its fraction field $K(A)$. In particular, if $f \in K(A)$ satisfies a monic polynomial with coefficients in $A$, then $f \in A$.\(^3\)A ring $A$ has mixed characteristic if it contains the integers $\mathbb{Z}$ as a subring, and there is some prime $p \in \mathbb{Z} \subseteq A$ that is not invertible in $A$. 
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Previously, the best case that was known was the case when \( A \) is a regular ring of dimension \( \leq 3 \), which is due to Heitmann [Hei02]. In the mixed characteristic setting, Bhargav Bhatt and Ofer Gabber also made substantial contributions to these circles of ideas [Bha14a, Bha18, Gab18]. The methods of André’s proof have also been used to prove generalizations of the direct summand theorem, notably the existence of big Cohen–Macaulay algebras and the derived direct summand theorem, see [And18a, And18c, Bha18, Gab18, HM18, Shi17]. We expect that the existence of big Cohen–Macaulay algebras will stimulate further study of \( f \) in mixed characteristic: In fact, they can be thought of as a tool that replaces certain aspects of Hironaka’s resolution of singularities from characteristic zero algebraic geometry, as explained in [MS18b]. We will discuss big Cohen–Macaulay algebras and singularities in mixed characteristic in the section “Big Cohen–Macaulay Algebras and Singularities in Mixed Characteristic.” As an application of these ideas, in our final section, “An Application to Symbolic Powers,” we discuss a result on uniform growth of symbolic powers of ideals [MS18a].

**Homological Conjectures.** The Homological Conjectures in commutative algebra are a network of conjectures relating various homological properties of a commutative ring with its internal ring structure. They have generated a tremendous amount of activity over the last fifty years. The following is a diagram of homological conjectures, which is part of Hochster’s 2004 diagram [Hoc04] (one sees that the Direct Summand Conjecture/Theorem lies in the heart). Most of these conjectures are now completely resolved thanks to the work of André and others.

Some of these implications are highly nontrivial: For example, the fact that the Direct Summand Theorem implies the Syzygy Theorem and the Intersection Theorem was due to Hochster [Hoc83], and that the Intersection Theorem implies Bass’ Question and Auslander’s Conjecture was proved by Peskine–Szpiro [PS73]. We note that many of the early homological conjectures are solved in mixed characteristic, thanks to Roberts’ proof of the Intersection Theorem using localized Chern characters [Rob87, Rob89]. We also mention that there are various stronger forms of some of these conjectures that are proved based on André’s work, see for example [And18c, AIN18, Gab18, HM18].

We want to highlight that, despite the recent breakthroughs in mixed characteristic, Serre’s Positivity Conjecture on intersection multiplicity is still wide open in the ramified mixed characteristic case. To this date, the most important progress towards Serre’s Conjecture is due to Gabber, see [Hoc97]. We refer the reader to [Hoc17] for a recent extensive survey on Serre’s Conjecture and other (old and new) homological conjectures and theorems.

We end the introduction by briefly discussing one of the homological theorems in the diagram above.

**Theorem 3 (The Syzygy Theorem).** Let \((R, m)\) be a Cohen–Macaulay (or even regular) local domain and let \( M \) be a nonfree finitely generated \( R \)-module. If \( M \) is a \( k \)-th syzygy module of finite projective dimension, then the rank of \( M \) is at least \( k \).

For instance, the first syzygy module is a submodule of \( \text{Image}(\delta_k) \) in a finite free resolution \( 0 \rightarrow F_0 \rightarrow \cdots \rightarrow F_k \rightarrow \cdots \rightarrow F_n \rightarrow N \rightarrow 0 \) of a finitely generated \( R \)-module \( N \).

---

Ofer Gabber.
We can iterate the Frobenius map: we label theWith Frobenius, and it provides us with a convenient way to
be sure of the fraction field, in other words:

Theorem 3 was first proved by Evans–Griffith when \( R \) contains a field \([\text{EG}81]\) based on earlier work of Hochster [Hoc75]. The fact that it follows from Theorem 1 in mixed characteristic is a result of Hochster [Hoc83]. So this is now a theorem by Andrè’s work.

Theorem 3 itself has many unexpected consequences. For instance, it has connections to Horrock and Hartshorne’s question on the cohomology of vector bundles of small rank on \( \mathbb{P}^n \) [Har79].

**The Direct Summand Conjecture and Singularities in Characteristic \( p \)**

Suppose now that \( A \) is a regular Noetherian domain and \( R \supseteq A \) is a finite extension that is also a domain. The fraction field extension

\[
K(A) \subseteq K(R)
\]
is separable if and only if the map \( \text{Tr} : R \to A \) is nonzero. So to solve the direct summand conjecture, we cannot expect to use the field trace as we did when \( A \) contains \( \mathbb{Q} \).

For an arbitrary ring \( A \) that contains \( \mathbb{F}_p \), we have the Frobenius map (which is a ring homomorphism):

\[
F : A \to A, \quad a \mapsto a^p.
\]

We can iterate the Frobenius map: we label the \( e \)-fold self-composition \( F^e : A \to A \) and observe it sends \( a \mapsto a^{p^e} \).

One of the first issues one runs into when working with the Frobenius is that it can be difficult to distinguish the source and target of the map as they are the same ring. We explain one way to handle this issue. In the case that \( A \) is an integral domain, we let \( A^{1/p^e} \) denote the ring of \( p^e \)-th roots of elements of \( A \) embedded inside the algebraic closure of the fraction field, in other words:

\[
A^{1/p^e} := \{ x \in K(A) \mid x^{p^e} \in A \}.
\]

The ring \( A^{1/p^e} \) is abstractly isomorphic to \( A \) via the map \( A^{1/p^e} \to A \) which sends \( b \mapsto b^{p^e} \). This isomorphism identifies the inclusion

\[
A \subseteq A^{1/p^e}
\]
with Frobenius, and it provides us with a convenient way of distinguishing the source and target of the Frobenius map.

The proof of the direct summand conjecture in characteristic \( p > 0 \) we present here follows from [Hoc73] in spirit. We begin by proving the following lemma (we use formal power series instead of the polynomial ring, but the idea is the same); this lemma also motivates further investigations on characteristic \( p > 0 \) singularities.

**Lemma 4.** Suppose \( k \) is a perfect field of positive characteristic and \( A = k[[x_1, \ldots, x_d]] \) is the formal power series ring. Then for every nonzero \( c \in A \), there exists an \( e > 0 \) such that the \( A \)-module map \( A \xrightarrow{1+c} A^{1/p^e} \) splits.

**Proof.** For any nonzero \( c \in A \), by looking at terms of \( c \) of minimal degree, there exists an \( e \) so that

\[
c \notin (x_1^{p^e}, \ldots, x_d^{p^e}).
\]

In other words, \( c^{1/p^e} \notin (x_1, \ldots, x_d) \cdot A^{1/p^e} \). Thus the image of \( c^{1/p^e} \) is nonzero in the \( k \)-vector space

\[
A^{1/p^e} / (x_1, \ldots, x_d) \cdot A^{1/p^e}.
\]

By Nakayama’s lemma, \( c \) can be chosen as part of a basis for the free \( A \)-module \( A^{1/p^e} \). Hence there is a map \( \psi : A^{1/p^e} \to A \) such that \( \psi(c^{1/p^e}) = 1 \), which proves the lemma.

Rings that satisfy the conclusion of Lemma 4 are called strongly \( F \)-regular (see Definition 7). We will discuss them more in what follows.

**Theorem 5.** If \( A \) is a Noetherian regular ring of characteristic \( p > 0 \), then any finite ring extension \( A \subseteq R \) splits.

**Proof.** By standard commutative algebra techniques, we may assume that \( A = k[x_1, \ldots, x_d] \) where \( k \) is perfect and that \( R \) is an integral domain.

For any integer \( e > 0 \) and any \( A \)-linear map \( \phi : A^{1/p^e} \to A \) we consider the commutative diagram:

\[
\begin{array}{ccc}
\text{Hom}_{A^{1/p^e}}(R^{1/p^e}, A^{1/p^e}) & \longrightarrow & \text{Hom}_A(R, A) \\
\downarrow\text{eval@1} & & \downarrow\text{eval@1} \\
A^{1/p^e} & \phi & \longrightarrow & A.
\end{array}
\]

The top horizontal map is obtained by restricting to \( R \) the domain of an element \( \psi \in \text{Hom}_{A^{1/p^e}}(R^{1/p^e}, A^{1/p^e}) \) and then post-composing with \( \phi \). Since the vertical maps are evaluation at \( 1 \), to show that \( A \to R \) splits it is enough to show that the right vertical map surjects (then there exists \( \psi \in \text{Hom}_A(R, A) \) so that \( \psi(1) = 1 \)). Because \( \text{Hom}_A(R, A) \to A \) surjects generically, i.e., it is surjective if we tensor with the fraction field of \( A \), we can choose a nonzero \( c \) in the image of \( \text{Hom}_A(R, A) \to A \). It follows that \( c^{1/p^e} \) is in the image of the left vertical map (for any \( e > 0 \)). Next, using Lemma 4, we choose \( e > 0 \) and an \( A \)-linear map \( \phi : A^{1/p^e} \to A \) sending \( c^{1/p^e} \to 1 \). The commutative diagram implies that the composition from the upper left to the lower right surjects, and hence so does \( \text{Hom}_A(R, A) \to A \).
Philosophy. We take a step back to think through this proof. In characteristic $p > 0$, the trace map does not always lead to splittings, even for separable extensions due to the presence of what is called wild ramification. Roughly speaking, we get around this by choosing an element $c \in A$ over which $A \subseteq R$ is ramified. By taking $1/p^k$th roots of $c$ (or in other words using Frobenius), we minimize the ramification until it almost goes away and so that extension $A \subseteq R$ splits.

We also give a new example of a ring with a non-split extension.

Example 6. Consider $k = \mathbb{F}_p$, the algebraic closure of the finite field $\mathbb{F}_p = \mathbb{Z}/p\mathbb{Z}$. We form the ring $A = k[x, y, z]/(zy^2 - x(x - z)(x + \lambda z))$, defining the affine cone over a (projective) elliptic curve $E$ (for example, one could take $\lambda = 1$). If the characteristic $p > 0$ is such that the curve is supersingular, then the (absolute) Frobenius map $F : A \rightarrow A$ (which sends $r \mapsto r^p$ for all $r \in R$) does not split. If $p > 0$ is such that the curve is ordinary, then there exists a degree $p$ étale map $E' \rightarrow E$ between elliptic curves [Sil09, Chapter V, Theorem 3.1]. This gives a finite extension $A \hookrightarrow A'$ of the rings corresponding to the cones. This extension is not étale at the cone point(s) and in fact is not split. In either case $A$ has a finite extension $A \rightarrow R$ that is not split.

Singularities in characteristic $p > 0$. The techniques we used to prove the direct summand conjecture in characteristic $p > 0$ have led to a vigorous study of singularities in characteristic $p > 0$ (typically under the names tight closure theory and Frobenius splitting theory).

Definition 7 (Strongly $F$-regular singularities). A Noetherian domain $S$ containing $\mathbb{F}_p$ such that $S^{1/p}$ is a finitely generated $S$-module is called strongly $F$-regular if for any nonzero $c \in S$, there is an $e > 0$ and $\phi : S^{1/p^e} \rightarrow S$ such that $\phi(c^{1/p^e}) = 1$. In this case, the singularities of Spec $S$ are called strongly $F$-regular singularities.

The proof we gave in Theorem 5 shows that strongly $F$-regular rings are direct summands of all their finite extensions. In fact, a Noetherian domain that is a direct summand of every finite extension is called a splinter. Thus we have:

(Strongly $F$-regular ring) $\Rightarrow$ (Splinter)

The converse is open except in the case that the ring is (close to) Gorenstein [HH94, Sin99]. In fact, the converse would imply arguably the most studied question in characteristic $p > 0$ commutative algebra: that a weakly $F$-regular ring is strongly $F$-regular.

Example 8. In Example 6, we saw that the affine cone over an elliptic curve is not a splinter. The ring $\mathbb{F}_p[x, y, z]/(xy - z^2)$ is strongly $F$-regular, and hence is a splinter. The fact that it is strongly $F$-regular most easily follows from the fact that it is a direct summand of a regular ring.

Strongly $F$-regular singularities are intimately tied to singularities that appear in complex algebraic geometry. Roughly speaking, a complex algebraic variety $X$ has rational singularities if its line bundles have the same sheaf cohomology as the pullbacks of those line bundles to a resolution of singularities.\(^8\)

A refinement of rational singularities is log terminal singularities (rational singularities whose finite étale\(^6\) in codimension 1 covers also have rational singularities). Rational singularities are exactly the same as log terminal singularities on hypersurfaces (and more generally, on Gorenstein varieties).

What is really surprising, given their completely disjoint definitions, is that log terminal singularities are essentially the same as strongly $F$-regular singularities, modulo reduction to characteristic $p > 0$. Specifically, suppose that a chart $U$ on $X$ is given as the spectrum of $R_\mathbb{C} = \mathbb{C}[x_1, \ldots, x_d]$ / $I_\mathbb{C}$. Suppose for simplicity that all the coefficients of the generators of the ideal $I_\mathbb{C}$ live in $\mathbb{Z}$. We can reduce $R_\mathbb{C}$ to characteristic $p > 0$ by taking the coefficients of the generators of the ideal $I_\mathbb{C}$ modulo some $p > 0$. For example:

$$f = x^2 + 101xy - 7 \sim_{\text{mod} 5}^{\text{mod} 5} x^2 + xy + 3.$$  
For each $p > 0$, this gives us a ring $R_p = \mathbb{F}_p[x_1, \ldots, x_d]$ / $I_p$.

Theorem 9 ([HW02, Har98, Smi97, MS97]). $U = \text{Spec } R_\mathbb{C}$ has log terminal singularities if and only if for all $p \gg 0$, $R_p$ has strongly $F$-regular singularities.

In fact, this connection is a small part of a large dictionary where notions from higher dimensional complex algebraic geometry correspond to concepts involving the Frobenius map.

Definition 10 (Derived splinters). A Noetherian domain $S$ is called a derived splinter if for every proper surjective map $\pi : Y \rightarrow X = \text{Spec } S$, the induced map $\mathcal{O}_Y \rightarrow R\pi_*\mathcal{O}_Y$ splits in the derived category of $\mathcal{O}_X$-modules.

\(^8\)A resolution of singularities is a proper map $\pi : Y \rightarrow X$ of varieties such that $Y$ is nonsingular and $\pi$ is birational, which means it is an isomorphism "almost everywhere" (i.e., on a Zariski open and dense subset).

\(^6\)essentially covering spaces
It is a theorem of Bhatt that for rings of finite type over fields of characteristic zero, rational singularities are exactly derived splinters [Bha12] (and also see [Kov00]). But, in [Bha12], Bhatt also shows that derived splinters in characteristic $p > 0$ are exactly the same as splinters. Both these results strongly suggest that regular rings should be derived splinters in general. This derived statement is an extension of the direct summand conjecture (since any finite extension of ring $A \subseteq R$ induces a proper surjective map Spec $R \to$ Spec $A$). In [Bha18], applying some of AndrÉ’s ideas, Bhatt gives a simplified proof of Theorem 1 and also proves this derived version.

Theorem 11 (The Derived Direct Summand Theorem). Any Noetherian regular ring is a derived splinter.

Perfectoid Algebras and Ingredients in the Mixed Characteristic Proof

Now we move to the discussion of the proof of the Direct Summand Theorem (Theorem 1) in mixed characteristic, which uses perfectoid techniques. Consider a Noetherian local ring $A$ with maximal ideal $m$. As before, we say that $A$ has mixed characteristic $(0, p)$ if $A$ has characteristic 0 and $A/m$ has prime characteristic $p > 0$. For example, the ring of $p$-adic integers $\mathbb{Z}_p$ (the ring of formal power series in $p$) has maximal ideal generated by $p$, its residue field is $\mathbb{F}_p$, while its fraction field $\mathbb{Q}_p$ has characteristic 0.

We use $\mathbb{Q}_p$ to construct our first example of a perfectoid ring. Begin by adjoining all $p^n$th roots of $p$ to $\mathbb{Q}_p$ to form $\mathbb{Q}_p(\sqrt[p^n]{p})$. We $p$-adically complete and call the resulting ring $K = \mathbb{Q}_p(\sqrt[p^n]{p})$. This field $K$ is a typical example of a perfectoid field. The field $K$ contains a subring $K^\circ = \mathbb{Z}_p[\sqrt[p^n]{p}]$, which is its “ring of integers.” $K^\circ$ is a typical example of an integral perfectoid ring. For the rest of this section, we fix $K$ and $K^\circ$ as above. We now give a definition of a perfectoid algebra.

Definition 12 (Perfectoid algebras [Sch12, BMS18, And18c]). A perfectoid $K$-algebra is a Banach $K$-algebra $R$ such that the set of power-bounded elements

$$R^\circ \subseteq R$$

is bounded and the Frobenius is surjective on $R^\circ/p$. A $K^\circ$-algebra $S$ is called integral perfectoid if it is $p$-adically complete, $p$-torsion free, and the Frobenius induces an isomorphism $S/p^{1/p} \to S/p$.

If $R$ is a perfectoid $K$-algebra, then the ring of power-bounded elements $R^\circ$ is integral perfectoid, and if $S$ is integral perfectoid, then $S[1/p]$ is a perfectoid $K$-algebra, see [Sch12, Theorem 5.2].

We give examples of integral perfectoid algebras. It is important to note that these algebras are never Noetherian. As before, $\bullet$ denotes the $p$-adic completion of $\bullet$.

Example 13. \(\begin{align*}
\text{(a)} & \quad K^\circ = \mathbb{Z}_p[p^{1/p^n}], \\
\text{(b)} & \quad K^\circ \langle x_1^{1/p^n}, \ldots, x_d^{1/p^n} \rangle := \mathbb{Z}_p[p^{1/p^n}][x_1^{1/p^n}, \ldots, x_d^{1/p^n}]. \\
\text{(c)} & \quad \widehat{R^+}, \text{ where } (R, m) \text{ is a Noetherian complete local domain of mixed characteristic } (0, p) \text{ and } R^+ \text{ is the integral closure of } R \text{ in an algebraic closure of its fraction field.}
\end{align*}\)

Although we will not use it in this survey, a key idea in the theory of perfectoid algebras (and spaces) is that numerous questions can be studied via tilting. This can turn a mixed characteristic question (or ring) into one in positive characteristic, and vice versa. This principle is used extensively (behind the scenes) in what follows. For more discussion, see for instance [Bha14b, Sch12].

A key part of the general theory of perfectoid rings is that we can talk about “almost mathematics” (appearing originally in the work of Faltings, [Fal88], also see the work of Gabber and Ramero [GR03]). Roughly speaking, we treat modules that are annihilated by the ideal $(p, p^{1/p}, p^{1/p^2}, \ldots) =: (p^{1/p^n}) \subseteq K^\circ$ as if they were zero (since $p^{1/p^n}$ is almost 1 for $e \gg 0$).

Definition 14. Let $S$ be an integral perfectoid $K^\circ$-algebra.

\(\begin{align*}
\text{(a)} & \quad \text{An } S\text{-module } M \text{ is almost zero if } (p^{1/p^n})M = 0. \\
\text{(b)} & \quad \text{An } S\text{-module } M \text{ is almost flat if } (p^{1/p^n})\text{Tor}_1^S(M, N) = 0 \\
& \quad \text{for all } S\text{-modules } N. \\
\text{(c)} & \quad \text{A short exact sequence of } S\text{-modules } 0 \to M \to N \to N/M \to 0 \text{ represented by a class } \eta \in \text{Ext}_1^S(N/M, M) \text{ is almost split if } (p^{1/p^n})\eta = 0 \text{ in } \text{Ext}_1^S(N/M, M).
\end{align*}\)

\footnote{Elements $x$ such that the norm of $x^n$ is bounded independent of $n$.}
The most crucial result that is relevant to the proof of Theorem 1 is the following theorem, proved by Scholze [Sch12] and independently by Kedlaya–Liu [KL15]. Special cases were first obtained by Faltings [Fal88, Fal02] and Gabber–Ramero [GR04].

**Theorem 15 (The Almost Purity Theorem).** Suppose $S$ is integral perfectoid and $S[1/p] \rightarrow T$ is a finite étale extension. Then the integral closure $S'$ of $S$ in $T$ is an almost finite étale extension of $S$. In particular, $S \rightarrow S'$ is almost split.

Here, almost finite étale roughly means that the obstructions to being finite étale are annihilated by $(p^{1/p^{\infty}})$. For simplicity, we set $A = \mathbb{Z}_p[x_1, \ldots, x_d]$. Our goal is to show that every finite étale extension $A \subseteq R$ splits.

The case $A[1/p] \rightarrow R[1/p]$ is finite étale. We let $A_{\infty} = \mathbb{Z}_p[p^{1/p^{\infty}}][x_1^{1/p^{\infty}}, \ldots, x_d^{1/p^{\infty}}];$ this is an integral perfectoid algebra. Consider the following diagram:

$$
\begin{array}{ccc}
A & \rightarrow & R \\
\downarrow & & \downarrow \\
A_{\infty} & \rightarrow & A_{\infty} \otimes R \rightarrow (A_{\infty} \otimes R)' \\
\end{array}
$$

where $(A_{\infty} \otimes R)'$ denotes the normalization of $A_{\infty} \otimes R$ in $A_{\infty}[1/p] \otimes R$. Since $A_{\infty}[1/p] \rightarrow A_{\infty}[1/p] \otimes R$ is a finite étale extension by base change, Theorem 15 says that the composition

$$A_{\infty} \rightarrow A_{\infty} \otimes R \rightarrow (A_{\infty} \otimes R)'$$

is almost split and hence $A_{\infty} \rightarrow A_{\infty} \otimes R$ is almost split. This implies $A \rightarrow R$ is split, since $A$ is Noetherian and $A \rightarrow A_{\infty}$ is faithfully flat (we omit the details here, this follows from a standard commutative algebra argument).

The argument above was first observed by Bhatt [Bha14a]. Notice that we only used Theorem 15 for the integral perfectoid algebra $A_{\infty} = \mathbb{Z}_p[p^{1/p^{\infty}}][x_1^{1/p^{\infty}}, \ldots, x_d^{1/p^{\infty}}].$ This version is due to Faltings [Fal02].

**General case.** We now assume that $A[1/p] \rightarrow R[1/p]$ is not necessarily étale. But since $A \rightarrow R$ is “generically étale” (i.e., the extension of the fraction field $K(A) \rightarrow K(R)$ is finite étale, i.e., separable), we can invert some other element to make $A \rightarrow R$ étale. Thus we suppose that $A[1/pg] \rightarrow R[1/pg]$ is finite étale for some nonzero element $g$. The main obstruction to “running” the above argument is that Theorem 15 no longer works: $A_{\infty}[1/p] \otimes R$ is no longer finite étale over $A_{\infty}[1/p]$. We only know that it becomes finite étale when we further invert $g$. To overcome this difficulty, André proved two remarkable theorems using Scholze’s theory of perfectoid spaces:

**Theorem 16 ([And18a]).** Suppose $S$ is an integral perfectoid algebra and $g \in S$. Then there exists a map $S \rightarrow \tilde{S}$ of integral perfectoid algebras, such that $\tilde{g}$ admits a compatible system of $p$-power roots $\{g^{1/p^e}\}_{e=1}^\infty$ in $\tilde{S}$ (i.e., $(g^{1/p^e})^p = g^{1/p^e}$ for all $e$) and that $S \rightarrow \tilde{S}$ is almost faithfully flat modulo powers of $p$.

**Theorem 17 ([And18b]).** Suppose $S$ is integral perfectoid such that $g \in S$ has a compatible system of $p$-power roots in $S$, and $S[1/pg] \rightarrow T$ is a finite étale extension. Then the integral closure of $S$ in $T$ is $(pg)^{1/p^{\infty}}$-almost finite étale over $S$ modulo powers of $p$.

We return to the proof of Theorem 1. As before, we set $A_{\infty} = \mathbb{Z}_p[p^{1/p^{\infty}}][x_1^{1/p^{\infty}}, \ldots, x_d^{1/p^{\infty}}]$. We apply Theorem 16 to construct $A_{\infty} \rightarrow A_{\infty,\infty} := \tilde{S}$ such that $g$ has a compatible system of $p$-power roots in $A_{\infty,\infty}$ and such that $A_{\infty,\infty}$ is almost faithfully flat over $A_{\infty}$ mod powers of $p$. Consider the following diagram:

$$
\begin{array}{ccc}
A & \rightarrow & R \\
\downarrow & & \downarrow \\
A_{\infty,\infty} & \rightarrow & A_{\infty,\infty} \otimes R \rightarrow (A_{\infty,\infty} \otimes R)' \\
\end{array}
$$

where $(A_{\infty,\infty} \otimes R)'$ denotes the normalization of $A_{\infty,\infty} \otimes R$ in $(A_{\infty,\infty} \otimes R)[1/pg]$. Applying Theorem 17 we find that the composition map

$$A_{\infty,\infty} \rightarrow A_{\infty,\infty} \otimes R \rightarrow (A_{\infty,\infty} \otimes R)'$$

is $(pg)^{1/p^{\infty}}$-almost split modulo powers of $p$. It follows that $A_{\infty,\infty} \rightarrow A_{\infty,\infty} \otimes R$ is $(pg)^{1/p^{\infty}}$-almost split mod powers of $p$. This is enough to conclude that $A \rightarrow R$ is split by the Noetherianity and $p$-adic completeness of $A$, the faithful flatness of $A_{\infty,\infty}$ over $A$, and the almost faithful flatness of $A_{\infty,\infty}$ over $A_{\infty}$ mod powers of $p$ (again some work is required here, but we omit the details).

**Big Cohen–Macaulay Algebras and Singularities in Mixed Characteristic**

Let $(R, m)$ be a Noetherian local ring. Recall that a system of parameters $x_1, \ldots, x_d$ in $(R, m)$ is a collection of $d = \dim R$ elements that generate the maximal ideal up
to radical, i.e., \( m = \sqrt{(x_1, \ldots, x_d)} \). An \( R \)-algebra \( B \) is called big Cohen–Macaulay if every system of parameters \( \overline{x} = x_1, \ldots, x_d \) of \( R \) is a regular sequence on \( B \). This means \( x_{k+1} \) is a nonzero divisor on \( B/(x_1, \ldots, x_i) \) and that \( mB \neq B \).

Now suppose that \( A \to R \) is a module-finite extension of Noetherian local rings such that \( A \) is regular and \( R \) admits a big Cohen–Macaulay algebra. We claim that the map \( A \to R \) splits. So suppose that \( B \) is a big Cohen–Macaulay \( R \)-algebra; it is easy to see that \( B \) is also a big Cohen–Macaulay \( A \)-algebra (since every system of parameters of \( A \) becomes a system of parameters of \( R \)). Because \( B \) is big Cohen–Macaulay and \( A \) is regular, \( B \) is faithfully flat over \( A \) (see [HH92, p.77]). It then follows from the factorization \( A \to R \to B \) that \( A \to R \) is split (this is similar to the final arguments of the last section).

Therefore the existence of big Cohen–Macaulay algebras implies Theorem 1 for local rings. The general case of Theorem 1 follows from the local case: the evaluation at \( 1 \) map \( \text{Hom}_A(R, A) \to A \) is surjective if and only if it is surjective locally. This explains that the existence of big Cohen–Macaulay algebras sits at the top of the diagram at the end of the introduction.

In the case that \( R \) contains a field \( \mathbb{Q} \) or \( \mathbb{Z}/p\mathbb{Z} \), the existence of big Cohen–Macaulay algebras was established by Hochster–Huneke [HH92, HH95]. Hochster had also shown that big Cohen–Macaulay algebras exist in mixed characteristic in dimension three [Hoc92], using ideas of Heitman’s proof of the direct summand conjecture in dimension three [Hei02]. André [And18a] completed this program and showed they exist in mixed characteristic in all dimensions.

We roughly sketch the strategy of the construction of big Cohen–Macaulay algebras following [Hoc94, Hoc02, And18a, HM18]. Suppose that \( T \) is an \( R \)-algebra and that \( x_1, \ldots, x_k \) is part of a system of parameters for \( R \). Further assume that \( t_1, \ldots, t_{k+1} \) are elements of \( T \) satisfying

\[
(*) \quad x_{k+1}t_{k+1} = \sum_{i=1}^{k} x_it_i \quad \text{but} \quad t_{k+1} \notin (x_1, \ldots, x_k)T.
\]

In other words, \( x_{k+1} \) is a zero divisor in \( T/(x_1, \ldots, x_k)T \) and so \( T \) is not (big) Cohen–Macaulay over \( R \). We therefore call \((*)\) a bad relation.

Let \( X_1, \ldots, X_k \) be indeterminates over \( T \). We consider the extension

\[
T \to T' = T[X_1, \ldots, X_k]/(t_{k+1} - \sum_{i=1}^{k} x_iX_i).
\]

We have forced \( t_{k+1} \) to be inside \( (x_1, \ldots, x_k)^T \), and so the bad relation is trivialized. Such a \( T' \) is called an algebra modification of \( T \). Repeat this process to trivialize all bad relations on \( T \) and we obtain a total algebra modification of \( T \); call it \( T_1 \). Now we might have new bad relations on \( T_1 \), but we can repeat the whole process above and take a (huge) direct limit. More precisely, we set

\[
B := \lim_{\longrightarrow}(R = T \to T_1 \to T_2 \to \cdots).
\]

The above construction guarantees that for every system of parameters \( x_1, \ldots, x_d \) of \( R \), \( x_{i+1} \) is a nonzero divisor on \( B/(x_1, \ldots, x_i)B \). However, one must show that \( mB \neq B \). In characteristic \( p > 0 \), this can be proved using the Frobenius map. If \( R \) contains \( \mathbb{Q} \), a reduction to characteristic \( p > 0 \) technique can be applied (basically by noticing that if \( mB = B \) then this must happen at a finite level). Later Hochster [Hoc02] essentially observed that \( mB \neq B \) as long as we can map \( T \) to a certain \( \text{almost Cohen–Macaulay algebra}^{*11} \) (e.g., in characteristic \( p > 0 \), we have \( R \to R^{1/p^\infty} \)). Finally in mixed characteristic, André replaced \( R^{1/p^\infty} \) by \((A_{\infty, \infty} \otimes R)\), which is the object that appears in the argument in the proof of Theorem 1, to prove \( mB \neq B \).

It turns out that big Cohen–Macaulay algebras have deep connections with singularities. In fact, as we mentioned at the start of the section, if \( A \) is regular, then a big Cohen–Macaulay \( A \)-algebra \( B \) is faithfully flat over \( A \). From one perspective the role of \( B \) is analogous to a resolution of singularities in equal characteristic zero. Suppose that \( S \) is (essentially) of finite type over a field \( k \) of characteristic zero. Let \( \pi : Y \to X = \text{Spec} \, S \) be a resolution of singularities. Grauert–Riemenschneider vanishing [GR70] (a relative version of Kodaira or Kawamata–Viehweg vanishing [Kaw82, Vie82, EV92]) tells us that the higher direct images of the canonical sheaf

\[
R^i\pi_*\omega_Y = 0
\]

vanish for \( i > 0 \). By local duality [Har66], this vanishing is equivalent to the following vanishing of local cohomology,

\[
H^j_X(R\pi_*\mathcal{O}_Y) = 0
\]

where \( j < \dim X \), \( x \in X \) is any closed point, and \( H^j_X \) denotes sheaf cohomology with support at \( x \). In other words, the local cohomology of the complex \( R\pi_*\mathcal{O}_Y \) vanishes except in the top degree. For finitely generated modules, this property of vanishing local cohomology is equivalent to

\[11\text{This means systems of parameters on } R \text{ are “almost regular sequences”; we omit the detailed definition.} \]
We discuss another commutative algebraic application of integral perfectoid big Cohen–Macaulay algebras in mixed characteristic [MS18a]. In fact, our proof strategy is directly inspired by the connection between big Cohen–Macaulay algebras and resolution of singularities and the vanishing theorems discussed above. Let us state the problem. 

An Application to Symbolic Powers

We discuss another commutative algebraic application of integral perfectoid big Cohen–Macaulay algebras in mixed characteristic [MS18a]. In fact, our proof strategy is directly inspired by the connection between big Cohen–Macaulay algebras and resolution of singularities and the vanishing theorems discussed above. Let us state the problem.

Theorem 21. Let $A$ be a complete regular local ring of dimension $d$. Then for every prime ideal $Q \subseteq A$ and every $n$, we have $Q^{(dn)} \subseteq Q^n$.

We briefly explain the strategy of the proof of Theorem 21 in mixed characteristic. The idea is to construct a multiplier ideal like object in mixed characteristic and then use the same strategy as in Ein–Lazarsfeld–Smith [ELS01],

for the moment suppose that $A$ is a regular ring of finite type over a field of characteristic $0$ (e.g., $A=\mathbb{Q}[x_1, \ldots, x_d]$). Suppose that $a \subseteq A$ is an ideal and $t \in \mathbb{R}_{\geq 0}$ a formal exponent for $a$. In this setting we can take a log resolution 

$A$ similar object exists in characteristic $p > 0$ and is called the test ideal.

Suppose $A$ is a Noetherian regular ring (e.g., a polynomial ring over a field or over $\mathbb{Z}$). Suppose $Q \subseteq A$ is a prime ideal. For any integer $n > 0$ we define the $n$th symbolic power of $Q$ to be

$$Q^{(n)} := (Q^n)^A \cap A.$$
\[ \pi : Y \to \text{Spec } A^{13} \] with \( \mathfrak{a}O_Y = \mathcal{O}_Y(-G) \) and define the multiplier ideal at a maximal ideal \( \mathfrak{m} \subseteq A^{14} \):

\[ J(\mathfrak{A}_m, \mathfrak{a}') = \text{Ann}_{i, n} \{ \eta \in H^d_m(A) \mid \eta \to 0 \} \]

This is an ideal of \( \mathfrak{A}_m \) that measures the singularities of \( V(\mathfrak{a}) \subseteq \text{Spec } A \), scaled by \( t \), at \( \mathfrak{m} \in \text{Spec } A \). Crucially, for the applications to the result on symbolic powers, the multiplier ideal satisfies the following “subadditivity” property [DEL00]:

\[ \text{(†) } J(\mathfrak{A}_m, \mathfrak{a}^{1\eta}) \subseteq J(\mathfrak{A}_m, \mathfrak{a}^{\eta})^n \text{ for all positive integers } n. \]

This essentially follows from the Kawamata–Viehweg type vanishing result that accompanies the multiplier ideals [Laz04], which can be stated dually as:

\[ \text{Ann}_m (R \pi_* \mathcal{O}_Y([1G])) = 0 \text{ for } i < d. \]

**Philosophy.** We examine the definition again. Roughly speaking, the multiplier ideals associated to the pair \( (A, \mathfrak{a}') \) are elements of \( \mathfrak{A}_m \) that annihilate all elements in the top local cohomology module \( H^d_m(A) \) whose image in

\[ H^d_m(R \pi_* \mathcal{O}_Y) \]

is “almost annihilated” by \( \mathfrak{a}' \) (this is made precise in the above definition as \( \mathfrak{a} = \mathfrak{O}_Y \) is just \( \mathcal{O}_Y(-G) \)).

Therefore, in order to extend the definition to mixed characteristic and still have the nice properties such as the subadditivity, one needs an object \( B \) like \( R \pi_* \mathcal{O}_Y \), which has good vanishing properties and such that one can make sense of, or at least approximate, \( \mathfrak{a}' \) in \( B \). It turns out that a sufficiently large integral perfectoid big Cohen–Macaulay (or almost big Cohen–Macaulay) algebra will do the job!

Below we give a definition of perfectoid multiplier ideal [MS18a] for \( A = \mathbb{Z}[x_1, \ldots, x_d]. \)

Using the fact that ideals are made up of principal ideals, one can essentially reduce the definition to the case where \( \mathfrak{a} = (g) \) is principal (we are absolutely hiding subtleties here to keep the definitions cleaner). Let \( A_{\text{a}} \) denote the \( p \)-adic completion of \( A[p^{1/p^n}, x_1^{1/p^n}, \ldots, x_d^{1/p^n}] \); this is the same as the definition of \( A_{\text{a}} \) we used in the proof of Theorem 1 in the second section. We then form \( A_{\text{a}} \) using Theorem 16 for our fixed element \( g \) (or in the non-principal case, to the generators of \( \mathfrak{a} \)). Then for a fixed real number \( t > 0 \), we can approximate \( t \) (from above) by rational numbers of the form \( a/p^e \), and observe we can identify elements \( g^{a/p^e} \in A_{\text{a}} \) by construction. These \( g^{a/p^e} \) approximate \( g^t \).

In the multiplier ideal definition, we extend \( \delta \) to \( \mathcal{O}_Y \) and then multiply the associated divisor by \( t \) (and round as appropriate). We do the same thing here: we define

\[ \tau(\mathcal{A}, (g)^t) \]

\[ = \text{Ann}_A \{ \eta \in H^d_m(A) \mid p^{1/p^n} g^{a/p^e} \eta = 0 \text{ in } H^d_m(A_{\text{a}, \infty}) \} \]

where \( a/p^e > t \) approximates \( t \) from above.

Although this definition looks a bit technical, it turns out that it satisfies many properties (including the subadditivity property (†)) similar to the multiplier ideal \( J(\mathfrak{A}, \mathfrak{a}') \) in characteristic 0. This allows us to prove Theorem 21. Moreover, the crucial reason that the subadditivity holds for \( \tau(\mathcal{A}, (g)^t) \) is because \( A_{\text{a}} \) is almost big Cohen–Macaulay. We refer the interested reader to [MS18a, Section 4] for details.
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