1. Introduction. This note establishes upper and lower bounds for determinants with dominant principal diagonal (see a recent paper on these determinants by Olga Taussky [9]). The lower bound is an improvement of a similar lower bound given by Ostrowski [6]. The best known theorems concerning upper bounds of determinants are Nanson’s theorem [5] and the generalizations of it proved by Szász [8], Fischer [1], and others (see [2, pp. 34–36]), and Hadamard’s Determinant Theorem (see [4, pp. 90–101]). H. von Koch [3] gave a lower bound for a determinant, and Ostrowski [6; 7] has given both upper and lower bounds. Previous results are better in some cases, but the bounds in this note are closer in many others. The bounds given here are recommended also by their simplicity.

2. The theorems. Let \((a_{ij})\) denote an \(n \times n\) matrix and \(D\) its determinant \(|a_{ij}|\). Set

\[
A_i = \sum_{j=1, j \neq i}^{n} |a_{ij}|, \quad m_i = |a_{ii}| - \sum_{j=i+1}^{n} |a_{ij}|,
\]

\[
M_i = |a_{ii}| + \sum_{j=i+1}^{n} |a_{ij}|,
\]

for \(i = 1, 2, \ldots, n\).

**Theorem 1.** Let \((a_{ij})\) be an \(n \times n\) matrix with complex elements such that

\[
|a_{ii}| > A_i, \quad i = 1, 2, \ldots, n.
\]

Then

\[
0 < m_1 m_2 \cdots m_n \leq |D| \leq M_1 M_2 \cdots M_n.
\]

An equality holds in (2) if and only if

\[
a_{ij} = 0, \quad j > i.
\]

If (3) holds, then
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Theorem 2. Let \((a_{ij})\) be an \(n \times n\) matrix with real elements such that
\[
a_{ii} > A_i, \quad i = 1, 2, \ldots, n.
\]
Then
\[
0 < m_1m_2 \cdots m_n \leq D \leq M_1M_2 \cdots M_n.
\]
An equality holds in (5) if and only if (3) holds. If (3) holds, then
\[
0 < a_{11}a_{22} \cdots a_{nn} = m_1m_2 \cdots m_n = D = M_1M_2 \cdots M_n.
\]

The theorems of Nanson [5] and Szász [8] yield better upper bounds in certain cases as stated in the following theorem.

Theorem 3. Let \((a_{ij})\) be an \(n \times n\) Hermitian matrix such that \(a_{ii} > A_i\) for \(i = 1, 2, \ldots, n\). Then
\[
0 < m_1m_2 \cdots m_n \leq D = P_{nr}^n \leq P_{n-1}^r \leq \cdots \leq P_1^r \leq \prod_{r=1}^n P_r
\]
where \(P_r\) denotes the product of all the \(r\)th order principal minors of \(D\) and \(p_r = 1/C(n-1, r-1)\) for \(r = 1, 2, \ldots, n\).

Szász has shown that this theorem can be extended as follows. It may be that \((a_{ij})\) does not satisfy the hypotheses of Theorem 3, but that nonzero constants \(c_1, c_2, \ldots, c_n\) can be found such that the new matrix \((a_{ij}c_i/c_j)\) does. Then \(D = |a_{ij}|\) has all of its principal minors positive and satisfies (7). An extension of (6) will be given below.

Let \((a_{ij})\) be a matrix which satisfies the hypotheses of one of the three theorems. If the same permutation is applied to the rows and to the columns of \((a_{ij})\), the new matrix satisfies the hypotheses of the same theorem. In this way new upper and lower bounds \(M_1M_2 \cdots M_n\) and \(m_1m_2 \cdots m_n\) are obtained for \(D\) or \(|D|\), and in general these are different from the original bounds. Since there are \(n!\) permutations of the rows and columns, the theorems yield \(n!\) upper and lower bounds. The best upper bound (lower bound) that can be obtained from the theorems is thus the minimum (maximum) of the \(n!\) upper bounds (lower bounds).

It is possible to extend Theorems 1, 2, and 3 to those cases in which \(|a_{ii}| > A_i\) and \(a_{ii} > A_i\) are replaced by \(|a_{ii}| \geq A_i\) and \(a_{ii} \geq A_i\). Form new determinants by changing the elements on the principal
diagonal so that the original inequalities hold. Then the usual continuity arguments show that (2) becomes
\[ 0 \leq m_1m_2 \cdots m_n \leq |D| \leq M_1M_2 \cdots M_n, \]
that (5) becomes
\[ 0 \leq m_1m_2 \cdots m_n \leq D \leq M_1M_2 \cdots M_n, \]
and that (6) becomes
\[ 0 \leq m_1m_2 \cdots m_n \leq D. \]
It is not difficult to determine the conditions under which the equality holds at the extreme left in these three inequalities, but the results will not be stated here (in this connection see Olga Taussky [9, p. 673]).

A significant extension of the above results will now be illustrated in the case of Theorem 1. Consider a set of determinants \( D_1, D_2, \ldots, D_{n-1} \), where \( D_k \) is formed from the determinant \( |a_{ij}| \) \((i, j = k, \ldots, n)\) by dividing the first column by the positive constant \( r_k \). Set
\[ m^*_k = |a_{kk}| - r_k \sum_{j=k+1}^{n} |a_{kj}|, \quad M^*_k = |a_{kk}| + r_k \sum_{j=k+1}^{n} |a_{kj}|, \]
for \( k = 1, 2, \ldots, n-1 \), and set \( m^*_n = M^*_n = |a_{nn}|. \)

**Theorem 4.** Let \((a_{ij})\) be an \( n \times n\) matrix with complex elements. If there exists a set of positive constants \( r_1, r_2, \ldots, r_{n-1} \) such that each of the determinants \( D_1, D_2, \ldots, D_{n-1} \) is a determinant with dominant principal diagonal, that is, such that the absolute value of each term on the principal diagonal of \( D_k \) is greater than the sum of the absolute values of all other terms in the same row, then
\[ 0 < m^*_1m^*_2 \cdots m^*_n \leq |D| \leq M^*_1M^*_2 \cdots M^*_n. \]
An equality holds if and only if (3) holds; and if (3) holds, (2') holds.

Theorem 4 can be employed in the following manner. It may be that \( D \) does not satisfy the hypotheses of Theorem 1, but that \( r_1 \) can be chosen so that \( D_1 \) does. The best bounds will be obtained by choosing \( r_1 \) as small as possible. If \( D_1 \) is a determinant with dominant principal diagonal, then \( D_2, \ldots, D_{n-1} \) are certainly determinants of the same type for \( r_2 = \cdots = r_{n-1} = 1 \). Once again, however, the bounds will be improved if smaller values can be chosen for these constants.

3. **Lemmas.** The theorems of the last section can be proved most easily with the aid of two lemmas which will be given in this section.
Lemma 1. If \((a_{ij})\) is any matrix with complex elements such that \(|a_{ii}| > A_i\) for \(i = 1, 2, \ldots, n\), then \(D = |a_{ij}| \neq 0\).

The result stated in this lemma has been discovered and published many times. A simple proof and an extensive bibliography will be found in [9].

Lemma 2. Let a system of equations
\[ a_{i1} + \sum_{j=2}^{n} a_{ij}x_j = 0, \quad i = 2, 3, \ldots, n, \]
be given in which
\[ |a_{ii}| > (1/r) |a_{i1}| + \sum_{j=2, j \neq i}^{n} |a_{ij}|, \quad i = 2, 3, \ldots, n, \]
where \(r\) is some number greater than zero. Then the system (9) has a unique solution \(x_2, \ldots, x_n\), and
\[ \max (|x_2|, |x_3|, \ldots, |x_n|) < r. \]

To prove the lemma, observe that
\[ |a_{ii}| > \sum_{j=2, j \neq i}^{n} |a_{ij}|, \quad i = 2, 3, \ldots, n, \]
by (10). Then the determinant of the system of equations (9) is a determinant with dominant principal diagonal, and its value is not zero by Lemma 1. Thus (9) has a unique solution. Assume now that (11) is false. Let \(|x_i| = \max (|x_2|, |x_3|, \ldots, |x_n|) \geq r\). Then from (9) it follows that
\[ -a_{ii}x_i = a_{i1} + \sum_{j=2, j \neq i}^{n} a_{ij}x_j, \]
\[ |a_{ii}| |x_i| \leq |a_{i1}| + \sum_{j=2, j \neq i}^{n} |a_{ij}| |x_j|, \]
\[ |a_{ii}| \leq \frac{|a_{i1}|}{|x_i|} + \sum_{j=2, j \neq i}^{n} |a_{ij}| \left| \frac{x_j}{x_i} \right|, \]
\[ |a_{ii}| \leq (1/r) |a_{i1}| + \sum_{j=2, j \neq i}^{n} |a_{ij}|, \]
since \(|x_i| \geq r\) and \(|x_j|/|x_i| \leq 1\). But (12) contradicts (10), and this contradiction establishes (11). The proof of Lemma 2 is complete.

4. Proofs of the theorems. Let \((a_{ij})\) be a matrix which satisfies the
hypotheses of Theorem 1. Consider the system of equations (9) with the coefficients taken from \((a_{ij})\). Then from (1) it follows that (10) is satisfied with \(r=1\). Let the solution of (9) in this case be \(x_2^{(1)}, x_3^{(1)}, \ldots, x_n^{(1)}\). Multiply the \(j\)th column of \(D\) by \(x_j^{(1)}\), \(j=2, 3, \ldots, n\), and add to the first column. As a result of (9) it follows that

\[
D = (a_{11} + a_{12}x_2^{(1)} + \cdots + a_{1n}x_n^{(1)}) \begin{vmatrix}
a_{22} & \cdots & a_{2n} \\
a_{n2} & \cdots & a_{nn}
\end{vmatrix}
\]

The determinant which appears on the right here satisfies the same hypotheses as \(D\), and the reduction can be repeated until the following evaluation is obtained:

\[
D = (a_{11} + a_{12}x_2^{(1)} + \cdots + a_{1n}x_n^{(1)})(a_{22} + a_{23}x_3^{(2)} + \cdots + a_{2n}x_n^{(2)}) \cdots a_{nn}.
\]

Since \(|x_j^{(k)}| < 1\) for all \(k\) and \(j\), and since \(m_j > 0\) for all \(j\) by (1), the conclusions in (2) and (2') follow by the use of standard inequalities for complex numbers. The proof of Theorem 1 is complete, and the proof of Theorem 2 is entirely similar.

To prove Theorem 3, observe first that the value of a Hermitian matrix is real. Since both determinants in (13) are Hermitian and hence real, it follows that the parenthesis on the right is real. Since \(a_{11}\) is real, it follows that \(a_{12}x_2^{(1)} + \cdots + a_{1n}x_n^{(1)}\) is real. Since \(a_{ii} > A_i\) and \(|x_j^{(k)}| < 1\) for \(j = 2, \ldots, n\), the first factor on the right in (14) is positive and not less than \(m_i\). Similar considerations applied to the other factors in (14) complete the proof of (6).

To prove (7) observe, first, that every principal minor of \(D\) is itself Hermitian; and, second, that every principal minor has a dominant principal diagonal as a result of the hypothesis \(a_{ii} > A_i\) for \(D\). Then all principal minors of \(D\) are positive by (6). Finally, Szász [8] has established the inequality (7) for any Hermitian matrix all of whose principal minors are positive. The proof of Theorem 3 is complete.

To prove Theorem 4, observe that \(D = r_1D_1\). Since \(D_1\) satisfies the hypotheses of Theorem 1, it is possible to apply the reduction indicated in (13) to obtain

\[
D = r_1 \left( \frac{a_{11}}{r_1} + a_{12}x_2^{(1)} + \cdots + a_{1n}x_n^{(1)} \right) r_2 D_2.
\]

Since \(D_2, D_3, \ldots, D_{n-1}\) satisfy the same hypotheses as \(D_1\), the re-
duction can be continued to obtain

\[ D = [a_{11} + r_1(a_{12}x_2^{(1)} + \cdots + a_{1n}x_n^{(1)})] \]
\[ \cdot [a_{22} + r_2(a_{23}x_3^{(2)} + \cdots + a_{2n}x_n^{(2)})] \]
\[ \cdots [a_{n-1}n-1 + r_{n-1}a_{n,n}x_n^{(n-1)}]a_{nn}. \]

The inequality in (8) now follows from this equation in the usual way.

The proof of Theorem 4 is complete.

The same considerations can be used to prove an extension of Theorem 2 and of equation (6) in Theorem 3 similar to the extension of Theorem 1 given by Theorem 4.

Finally, it may be remarked that the results of this section suggest a simple and independent proof of Lemma 1 by the method of mathematical induction.
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