A NOTE ON THE RECIPROCAL OF A FOURIER SERIES

A. EDREI AND G. SZEGÖ

Introduction. Let \( f(\theta) \) be a real function which belongs to the class \( L(0, 2\pi) \) and let

\[
\sum_{n=-\infty}^{+\infty} a_n e^{in\theta}
\]

be its complex Fourier series.

If \( [f(\theta)]^{-1} \) also belongs to \( L(0, 2\pi) \), we may consider its Fourier series

\[
\sum_{n=-\infty}^{+\infty} b_n e^{in\theta},
\]

and investigate the connection between the Fourier coefficients of \( f(\theta) \) and \( [f(\theta)]^{-1} \).

Formal multiplication of (1) and (2) yields the infinite system

\[
\sum_{n=-\infty}^{+\infty} a_n b_n = \delta_{00}, \quad \delta_{00} = 1; \quad \delta_{00} = 0 \text{ if } \mu \neq 0,
\]

which it is natural to attempt to solve by the “method of sections” (that is the “méthode des réduites” discussed by F. Riesz [1, p. 2]).

Let

\[
A_{2n+1} = \begin{pmatrix}
 a_0 & a_{-1} & a_{-2} & \cdots & a_{-2n} \\
 a_1 & a_0 & a_{-1} & \cdots & a_{-2n+1} \\
 a_2 & a_1 & a_0 & \cdots & a_{-2n+2} \\
 \cdots & \cdots & \cdots & \cdots & \cdots \\
 a_{2n} & a_{2n-1} & a_{2n-2} & \cdots & a_0
\end{pmatrix}
\]

and denote by \( A_{2n+1}(j, k) \) the minor obtained by deleting the \((n+1+j)\)th row and the \((n+1+k)\)th column of \( A_{2n+1} \). The formal method just mentioned will be justified as soon as we establish the relation

\[
\lim_{n \to \infty} (-1)^{-k} \frac{A_{2n+1}(j, k)}{A_{2n+1}} = b_{k-j}.
\]
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1 Strictly speaking, the “méthode des réduites” requires only the proof of the special case \( j=0 \), of the relation (4).
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Indeed, we prove the following

**Theorem.** Let \( f(\theta) \) be a real function defined in the interval \((0, 2\pi)\), and assume

(i) \( 0 \leq f(\theta) \);  
(ii) \( f(\theta) \in L \);  
(iii) \( \lvert f(\theta) \rvert^{-1} \in L \).

If (1) and (2) denote the respective complex Fourier series of \( f(\theta) \) and \( \lvert f(\theta) \rvert^{-1} \), we have

\[
A_{2n+1} > 0,
\]

and the relation (4) is true for all fixed\(^2\) integral values of \( j \) and \( k \).

The inequality (5) is not new (cf. [3, p. 189]). It is easily proved under the assumptions

\[
0 \leq f(\theta); \quad f(\theta) \in L; \quad \int_0^{2\pi} f(\theta) d\theta > 0.
\]

The relation (4) was noticed and proved by Edrei under the assumptions\(^3\)

(1) \( 0 \leq f(\theta) \leq M < +\infty \);  
(II) \( f(\theta) \in L \);  
(III) \( \lvert f(\theta) \rvert^{-1} \in L^2 \);

his proof is given in §2.

The final form of the result is due to Szegö; his proof is given in §3.

1. **Formal observations.** We consider the trigonometric polynomial

\[
\phi_{2n+1}(\theta; k) = \frac{1}{A_{2n+1}} \begin{vmatrix}
\alpha_0 & \alpha_1 & \cdots & \alpha_{n+1} e^{i(k+n)} & \alpha_{n+2} & \cdots & \alpha_{2n} \\
\beta_0 & \beta_1 & \cdots & \beta_{n+1} e^{i(k-n)} & \beta_{n+2} & \cdots & \beta_{2n+1} \\
\gamma_0 & \gamma_1 & \cdots & \gamma_{n} & \gamma_{n+1} e^{i(k-n)} & \gamma_{n+2} & \cdots & \gamma_{2n+2} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\delta_0 & \delta_{n-1} & \delta_{n} & \cdots & \delta_{k+1} e^{i(k-n)} & \delta_{k+2} & \cdots & \delta_{2n+1} \\
\end{vmatrix}
\]

and the determinant

\[
\Delta_{2n+1}(\lambda; k) = \begin{vmatrix}
\alpha_0 & \alpha_1 & \cdots & \alpha_{n+1} \lambda & \alpha_{n+2} & \cdots & \alpha_{2n} \\
\beta_0 & \beta_1 & \cdots & \beta_{n+1} \lambda & \beta_{n+2} & \cdots & \beta_{2n+1} \\
\gamma_0 & \gamma_1 & \cdots & \gamma_{n} \lambda & \gamma_{n+1} & \gamma_{n+2} & \cdots & \gamma_{2n+2} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\delta_0 & \delta_{n-1} & \delta_{n} & \cdots & \delta_{k+1} \lambda & \delta_{k+2} & \cdots & \delta_{2n+1} \\
\end{vmatrix}
\]

\(^2\) The proof of this theorem, to be given in §3, furnishes in fact more, namely the relation (4) with the following interpretation: the numbers \( j \) and \( k \) are not necessarily fixed; however, they depend on \( n \) in such a way that \( j - k = \text{const} \) and \( n - [j] \to \infty \).

\(^3\) Even in this incomplete form, the result lends itself to applications. One of the authors of this paper uses it as an essential tool in the proof which he recently obtained of a conjecture of Schoenberg on the generating function of a totally positive sequence (cf. [2, p. 362]).
Obviously, for \(-k-n \leq \lambda \leq -k+n\),

\[ (1.1) \quad \frac{1}{2\pi} \int_{0}^{2\pi} \phi_{2n+1}(\theta; k)e^{i\lambda \theta} d\theta = (-1)^{\lambda} \frac{A_{2n+1}(k + \lambda, k)}{A_{2n+1}}, \]

and for any integer \(\lambda\),

\[ (1.2) \quad \frac{1}{2\pi} \int_{0}^{2\pi} \phi_{2n+1}(\theta; k)e^{-i\lambda \theta} f(\theta) d\theta = \frac{\Delta_{2n+1}(\lambda; k)}{A_{2n+1}}. \]

Noticing that

\[ \Delta_{2n+1}(\lambda; k) = 0 \quad \text{for} \quad \lambda = -n+k, -n+k+1, \ldots, -2, -1, \]
\[ \Delta_{2n+1}(0; k) = A_{2n+1}, \]
\[ \Delta_{2n+1}(\lambda; k) = 0 \quad \text{for} \quad \lambda = 1, 2, \ldots, n+k, \]

we see that (1.2) implies

\[ (1.4) \quad \frac{1}{2\pi} \int_{0}^{2\pi} |\phi_{2n+1}(\theta; k)|^2 f(\theta) d\theta = \frac{A_{2n+1}(k, k)}{A_{2n+1}}. \]

Now

\[ 0 \leq \frac{1}{2\pi} \int_{0}^{2\pi} \left| 1 - f(\theta) \phi_{2n+1}(\theta; k) \right|^2 d\theta \]
\[ = b_0 + \frac{1}{2\pi} \int_{0}^{2\pi} f(\theta) \phi_{2n+1}(\theta; k) d\theta \]
\[ - \int_{0}^{2\pi} \phi_{2n+1}(\theta; k) d\theta \]
\[ - \int_{0}^{2\pi} \phi_{2n+1}(\theta; k) d\theta, \]

which, in view of (1.1) and (1.4), yields

\[ (1.5) \quad \frac{1}{2\pi} \int_{0}^{2\pi} |\phi_{2n+1}(\theta; k)|^2 f(\theta) d\theta \leq b_0. \]

2. Study of a special case. If we replace the assumptions (i), (ii), and (iii) of the theorem by the more restrictive conditions (I), (II), and (III), we may apply Parseval's theorem to the left-hand sides of (1.1) and (1.2). We obtain respectively,

\[ (2.1) \quad \frac{1}{2\pi} \int_{0}^{2\pi} \left\{ \phi_{2n+1}(\theta; k)e^{i\lambda \theta} f(\theta) \right\} \frac{1}{f(\theta)} d\theta = \sum_{r=-\infty}^{\infty} \frac{\Delta_{2n+1}(r - \lambda; k)}{A_{2n+1}^r} b_r, \]
and

\[ \frac{1}{2\pi} \int_0^{2\pi} |\phi_{2n+1}(\theta; k)|^2 f^2(\theta) d\theta = \sum_{\nu = -\infty}^{+\infty} \frac{|\Delta_{2n+1}(\nu; k)|^2}{A_{2n+1}^2}. \]

By assumption (I),

\[ \int_0^{2\pi} |\phi_{2n+1}(\theta; k)|^2 f^2(\theta) d\theta \leq M \int_0^{2\pi} |\phi_{2n+1}(\theta; k)|^2 f(\theta) d\theta, \]

so that (2.2) and (1.5) imply

\[ \sum_{\nu = -\infty}^{+\infty} \frac{|\Delta_{2n+1}(\nu; k)|^2}{A_{2n+1}^2} \leq Mb_0. \]

Now (2.1), (1.1), and (1.3) yield

\[ (-1)^{j-k} \frac{A_{2n+1}(j, k)}{A_{2n+1}} b_{k-j} = \sum_{\nu = -\infty}^{+\infty} \frac{\Delta_{2n+1}(\nu - j + k; k)}{A_{2n+1}} b_{-\nu} + \sum_{\nu = n+j+1}^{+\infty} \frac{\Delta_{2n+1}(\nu - i + k; k)}{A_{2n+1}} b_{-\nu}. \]

(2.4)

In view of (2.3) and of the convergence of \( \sum |b_\nu|^2 \), the right-hand side of (2.4) may be estimated by Schwarz's inequality; we find

\[ \left| (-1)^{j-k} \frac{A_{2n+1}(j, k)}{A_{2n+1}} b_{k-j} \right| \leq (Mb_0)^{1/2} \left\{ \sum_{\nu = -\infty}^{+\infty} |b_{-\nu}|^2 + \sum_{\nu = n+j+1}^{+\infty} |b_{-\nu}|^3 \right\}^{1/2}. \]

Letting \( n \to \infty \), we obtain (4).

3. Proof of the theorem. In view of (1.1), our theorem may be proved by showing that the polynomials \( \phi_{2n+1}(\theta; k) \) converge weakly to \( [f(\theta)]^{-1} \), that is

\[ \lim_{n \to \infty} \int_0^{2\pi} \left\{ \phi_{2n+1}(\theta; k) - \frac{1}{f(\theta)} \right\} e^{\lambda \theta} d\theta = 0 \]

(\( \lambda = 0, \pm 1, \pm 2, \cdots \)).

Let \( h(\theta) \) be an arbitrary trigonometric polynomial. The obvious identity

\[ \phi_{2n+1} - 1/f = (f\phi_{2n+1} - 1)k + (1 - hf)\phi_{2n+1} + (h - 1/f) \]

implies
\[
\left| \int_0^{2\pi} \left\{ \phi_{2n+1}(\theta; k) - \frac{1}{f(\theta)} \right\} e^{it\theta} d\theta \right|
\]

(3.2) \leq \left| \int_0^{2\pi} \left\{ f(\theta)\phi_{2n+1}(\theta; k) - 1 \right\} h(\theta)e^{it\theta} d\theta \right|

+ \int_0^{2\pi} \left| 1 - h(\theta)f(\theta) \right| \left| \phi_{2n+1}(\theta; k) \right| d\theta + \int_0^{2\pi} \left| h(\theta) - \frac{1}{f(\theta)} \right| d\theta.

By Schwarz's inequality

\[
\left\{ \int_0^{2\pi} \left| h(\theta)f(\theta) - 1 \right| \left( f(\theta) \right)^{1/2} \left( f(\theta) \right)^{1/2} d\theta \right\}^2 
\]

(3.3)

\[ \leq 2\pi b_0 \int_0^{2\pi} \frac{\left| h(\theta)f(\theta) - 1 \right|^2}{f(\theta)} d\theta, \]

and, as a further consequence of Schwarz's inequality and (1.5), we obtain

\[
\left\{ \int_0^{2\pi} \frac{1 - h(\theta)f(\theta)}{f(\theta)^{1/2}} \left( f(\theta) \right)^{1/2} \left| \phi_{2n+1}(\theta; k) \right| d\theta \right\}^2 
\]

(3.4)

\[ \leq 2\pi b_0 \int_0^{2\pi} \frac{\left| 1 - h(\theta)f(\theta) \right|^2}{f(\theta)} d\theta. \]

We now choose \( h(\theta) \) so that

\[ J[h(\theta)] = \int_0^{2\pi} \frac{\left| 1 - h(\theta)f(\theta) \right|^2}{f(\theta)} d\theta \]

is small.

Let \( \epsilon_1 \) and \( \epsilon_2 \) be positive parameters and consider the following three sets of points (of the interval \([0, 2\pi]\)):

\[ E_1 = E(f(\theta) \leq \epsilon_1); \quad E_2 = E(\epsilon_1 < f(\theta) \leq \epsilon_1^{-1}); \quad E_3 = E(\epsilon_1^{-1} < f(\theta)). \]

Moreover, denote by \( F(\theta) \) a function which is equal to \([f(\theta)]^{-1}\) on \( E_2 \) and vanishes on both \( E_1 \) and \( E_3 \). Then

\[ 0 \leq F(\theta) < \epsilon_1^{-1}, \]

so that, given \( \epsilon(>0) \), there exists a trigonometric polynomial\(^4\) \( h(\theta) \):

\[ * \text{The Fejér-means of the Fourier series of } F(\theta) \text{ satisfy the conditions imposed on } h(\theta). \]

---
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\[ h(\theta) = \sum_{n=-1}^{+1} h_n e^{in\theta} \quad (h_n = \overline{h_n}), \]
such that
\begin{align*}
(3.5) & \quad \int_0^{2\pi} \{F(\theta) - h(\theta)\}^2 d\theta < \epsilon, \\
(3.6) & \quad 0 \leq h(\theta) \leq \epsilon_1^{-1}.
\end{align*}

Using (3.5), (3.6), the mean-value theorem, and the definitions of \(E_1, E_2,\) and \(E_3,\) we obtain
\begin{align*}
&\int_{E_2} \frac{\left\{1 - h(\theta)f(\theta)\right\}^2}{f(\theta)} d\theta = \int_{E_2} f(\theta) \left\{F(\theta) - h(\theta)\right\}^2 d\theta \leq \epsilon_2\epsilon,
&\int_{E_1} \frac{\left\{1 - h(\theta)f(\theta)\right\}^2}{f(\theta)} d\theta \leq \int_{E_1} \frac{d\theta}{f(\theta)} + \int_{E_1} h^2(\theta)f(\theta) d\theta \\
&\quad = \int_{E_1} \frac{d\theta}{f(\theta)} + \int_{E_1} \left\{F(\theta) - h(\theta)\right\}^2 f(\theta) d\theta \\
&\quad \leq \int_{E_1} \frac{d\theta}{f(\theta)} + \epsilon_1\epsilon,
&\int_{E_3} \frac{\left\{1 - h(\theta)f(\theta)\right\}^2}{f(\theta)} d\theta \leq \int_{E_3} \frac{d\theta}{f(\theta)} + \int_{E_3} h^2(\theta)f(\theta) d\theta \\
&\quad \leq 2\pi\epsilon_2 + \epsilon_1^2 \int_{E_3} f(\theta) d\theta.
\end{align*}

Taking
\[ \epsilon_2 = \epsilon^{1/2}; \quad \epsilon_1(\epsilon) = \left\{ \int_{E_2} f(\theta) d\theta \right\}^{1/4}, \]
the inequalities (3.7) yield
\[ J[h(\theta)] \leq (1 + 2\pi)\epsilon^{1/2} + \epsilon_1\epsilon + \int_{E_1} \frac{d\theta}{f(\theta)} + \left\{ \int_{E_3} f(\theta) d\theta \right\}^{1/2}. \]

Hence, given \(\delta(>0),\) it is always possible to determine a trigonometric polynomial \(h(\theta),\) of degree \(l(\delta),\) such that
\begin{equation}
(3.8) \quad J[h(\theta)] < \delta.
\end{equation}

In view of (1.2) and (1.3) the first term of the right-hand side of (3.2) vanishes as soon as
\[ n \geq l(\delta) + |k + \lambda|, \]
so that the relation (3.1) is an obvious consequence of (3.2), (3.3), (3.4), and (3.8).
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A NEUMANN SERIES FOR THE PRODUCT OF TWO WHITTAKER FUNCTIONS

PETER HENRICI

1. Introduction. Several series representations in terms of Bessel functions have been given recently for a single Whittaker function of the first kind (usually denoted by \(M_{\kappa,\mu}(z)\)) by various authors. None of these series is very easy to survey, because their coefficients are never given explicitly but only either by means of a generating function (as in [4]) or by recurrence formulae (as in [1] and [6]). In the present paper a generalized Neumann series for the product of two Whittaker functions of the first kind with common indices but different arguments is given, in which the coefficients are formed by certain terminating generalized hypergeometric series and by Gegenbauer polynomials. The expansion obtained includes also the case of a single Whittaker function, which is of special interest in connection with the theory of Coulomb waves. Our method of proof uses only the simplest properties of the function \(M_{\kappa,\mu}(z)\) and is especially much more elementary than the methods of [4]. All symbols used are those of Magnus-Oberhettinger [7], with exception of that for the generalized hypergeometric series, for which we use Bailey's [2] notation.

2. Theorem. For arbitrary complex values or \(r, \theta, k,\) and \(4\mu \neq -1, -2, \ldots\) the following expansion holds:
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