A SPECIAL CASE OF THE NORMAL DERIVATIVE PROBLEM
FOR A THIRD ORDER COMPOSITE PARTIAL
DIFFERENTIAL EQUATION

ROBERT B. DAVIS

Composite equations have been discussed in [2; 4; 7; 8] and in
[3, pp. 31–32]. The appearance of third order composite equations
in hydrodynamics is mentioned briefly in [2]. More important, in
[6, pp. 122–123] it is desired to study solutions of a fourth order equa-
tion of hydrodynamics [6, equation (3.5)] in the limiting case when
the coefficients of the fourth order terms become zero. One is thus
led to inquire into the relationship between solutions of this fourth
order equation, and those of the resulting equation of the third order
obtained by deleting the fourth order terms. This, in turn, suggests
the investigation of problems such as that of the present paper. (Dis-
cussion of problems of the “reduction of order” type, using separation
of variables and ordinary differential equations, is given in [6] and
in the works of Wasow [for example, 10]. More recent work along
these lines is found in [9] and in some unpublished results of R. C.
DiPrima and C. C. Lin.)

In the present paper, we prove an existence theorem for a certain
boundary value problem, for the differential equation

\[
\frac{\partial}{\partial x}(\Delta u) = \Delta \left( \frac{\partial u}{\partial x} \right) = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^3 u}{\partial y^2 \partial x} = 0.
\]

Note that equation (1) is composite, with the lines \( y = \text{constant} \) for
characteristics.

**Theorem.** Let \( y_2 \geq y_1 \geq 0 \), and let \( S_1 \) denote the segment of the \( y \)-axis
\(-y_1 \leq y \leq y_1 \), \( S_2 \) denoting the longer segment \(-y_2 \leq y \leq y_2 \). Let \( A \) be a
curve lying in the half-plane \( 0 \leq x \), extending from \( P_1(0, -y_1) \) to
\( P_2(0, y_1) \), and having continuous curvature. We suppose that at \( P_1 \) and
\( P_2 \) the first and second derivatives

\[
\frac{dy}{dx}, \frac{d^2 y}{dx^2},
\]

for the curve \( A \), are zero. However, we suppose that \( A \) intersects the lines

\[
\frac{\partial}{\partial x}(\Delta u) = \Delta \left( \frac{\partial u}{\partial x} \right) = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^3 u}{\partial y^2 \partial x} = 0.
\]
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\( y = \pm y_1 \) only in the two points \( P_i, \ i = 1, 2 \). Let \( R \) denote the finite region bounded by \( S_1 \) and \( A \).

We suppose that \( A \) is such that the region \( R \) is convex, with every characteristic of equation (1) in \( R \) intersecting \( A \) in exactly one point. Let

\[
g_1(x, y) = \sum_{n=1}^{\infty} a_n(x) y^n \quad \text{and} \quad g_2(y) = \sum_{n=1}^{\infty} a_n y^n,
\]

where we assume that, for \( |y| \leq y_2, \ |x| \leq y_2 \), we have \( g_1 \in C^2 \) in \( x \), with \( g_1, g_2 \), and all derivatives of \( g_1 \) up to the second order being analytic functions of \( y \). Let \( M \) be a constant such that

\[
|a_n| \leq \frac{M}{y_2^n}, \quad i = 1, 2,
\]

for \( |x| \leq y_2 \). Making \( M \) large enough, also, to dominate the coefficients in the series expansions of the other initial values given below in equation (7) (that is, for the functions \( y, \partial g_1/\partial y, h(y) - \partial^2 g_1/\partial y^2(0, y) \), etc.), in this same way, we require that the curve \( A \) be such that, for all \( (x, y) \in R \cup A \),

\[
|y + 11Mx| < y_2.
\]

We assume, finally, that the values prescribed for \( u_x \) at \( P_1 \) and \( P_2 \) are consistent, that is,

\[
\frac{\partial g_1}{\partial x} = g_2 \quad \text{at} \ P_1 \ \text{and also at} \ P_2.
\]

Conclusion: Then there exists a unique function of \( u \) such that:

(i) \( u \in C^2 \) in \( R \).

(ii) \( u \in C \) on \( R \cup S_1 \cup A : u_x \in C \) on \( R \cup S_1 \).

(iii) \( u \) satisfies equation (1) in \( R \).

(iv) \( u = g_1(x, y) \) on \( A \cup S_1 \).

(v) \( \frac{\partial u}{\partial x} = \frac{\partial u}{\partial n} = g_2(y) \) on \( S_1 \).

Remark. It is actually sufficient to hypothesize analytic boundary values on \( S_2 \) only, with twice-differentiable boundary values on \( A \). To do so, however, considerably complicates the notation and details of proof.

Proof of theorem. We begin by proving that the solvability of
the boundary value problem described by equations (3), which we refer to as Problem I, is equivalent to the solvability of the following boundary value problem:

**Problem II.**

(i) \( u^* \in C^3 \) in \( R \).

(ii) \( u^* \in C \) on \( R \cup S_1 \cup A \); \( u_{x^*} \in C \) on \( R \cup S_1 \).

(iii) \( \frac{\partial}{\partial x} (\Delta u^*) = 0 \).

(iv) \( u^* = g^* \) on \( A \) \((g^* \) is defined below, in equation (8)).

(v) \( u^* = 0 \) on \( S_i \).

(vi) \( u_{n^*} = 0 \) on \( S_i \).

(The more specialized boundary values of Problem II are essential to our subsequent use of symmetry.)

**Equivalence of Problems I and II:** We define \( h(y) \) as the linear function of \( y \) which takes, at \( P_1 \) and at \( P_2 \), the values

\[
h(\pm y_1) = \Delta g_1(0, \pm y_1).\]

We now solve an initial value problem, for the unknown function \( v(x, y) \), prescribed by equations (5):

**Problem III.**

(5-1) \( \Delta v_x = 0 \),

with the initial values, given on \( S_2 \):

\[
v(0, y) = g_1(0, y),
\]

\[
v_x(0, y) = g_2(y),
\]

(5-2) \( v_{xx}(0, y) = h(y) - \frac{\partial^2 g_1}{\partial y^2}(0, y) \).

The region \( R^* \) within which \( v(x, y) \) satisfies equation (5-1) will be described presently.

From [1, p. 35 ff.], we know that Problem III is equivalent to the following partial differential equation system, together with the initial values (7):

\[
\eta_x = 0, \quad v_x = p\eta_y, \quad q_x = q_y, \quad p_z = r\eta_y,
\]

(6) \( s_x = s_y, \quad t_x = s_y, \quad r_x = l\eta_y, \quad j_x = l_y, \quad k_x = j_y, \quad m_x = k_y, \quad l_x = -j_y \).
The following initial values are prescribed on $S_2$:

$$
\eta(0, y) = y, \quad \nu(0, y) = g_1(0, y), \quad q(0, y) = \frac{\partial g_1}{\partial y}(0, y), \quad \rho(0, y) = g_2(y),
$$

$$
r(0, y) = h(y) - \frac{\partial^2 g_1}{\partial y^2}(0, y), \quad s(0, y) = g_2'(y), \quad t(0, y) = \frac{\partial^2 g_1}{\partial y^2}(0, y), \quad (7)
$$

$$
j(0, y) = h'(y) - \frac{\partial^3 g_1}{\partial y^3}(0, y), \quad k(0, y) = g_2''(y),
$$

$$
m(0, y) = \frac{\partial^3 g_1}{\partial y^3}(0, y), \quad l(0, y) = -g_2'''(y).
$$

In this new formulation, Problem III becomes a Cauchy-Kowalewski problem [1, p. 39 ff.].

As a consequence of our hypotheses, Problem III is solvable for a region $R^*$ which contains $R \cup A$, since the dominating functions, $w$, of the Cauchy-Kowalewski method are:

$$
w(x, y) = \frac{y_2 M}{y_2 - y - 11M x}
$$

[cf. 1, p. 43], and the $w$ therefore provide suitable domination over the larger region $R^*$.

Having thus determined $v(x, y)$ as a solution of Problem III, we see that $u$ and $u^*$ are related by:

$$
u^* = u - v.
$$

The definition of $g^*$ (cf. equations (4)) is given as:

$$
g^*(x, y) = g_1(x, y) - v(x, y) \text{ on } A;
$$

if we regard $g^*(s) = g^*(x, y)$ as a function of arc-length along $A$, we find that

$$
g^*(s) \in C^2,
$$

and also, at $P_1$ and $P_2$,

$$
\frac{dg^*(s)}{ds} = \frac{\partial g^*(x, y)}{\partial x} \frac{dx}{ds} + \frac{\partial g^*(x, y)}{\partial y} \frac{dy}{ds} = 0 \frac{dx}{ds} + \frac{\partial g^*(x, y)}{\partial y} \cdot 0 = 0
$$
\[
\frac{d^2 g^*(s)}{ds^2} = g_{xx}^* \left( \frac{dx}{ds} \right)^2 + 2g_{xy}^* \frac{dx}{ds} \frac{dy}{ds} + g_{yy}^* \left( \frac{dy}{ds} \right)^2 + \frac{\partial^2 y}{\partial s^2}
\]

= 0.

These properties of \( g^*(s) \) are also essential to our subsequent use of symmetry.

**Reduction to Sjöstrand's problem.** We now reduce Problem II to a problem of the type considered by Sjöstrand [7; 8]. To do this we construct a symmetric region \( \bar{R} \), as follows. Let \( \bar{R} \) consist of the region \( R \), plus its mirror image in the \( y \)-axis, plus a certain segment of the \( y \)-axis; precisely, \( \bar{R} \) shall consist of all \((x, y)\) such that either \((x, y)\) \( \in R \), or else \((-x, y)\) \( \in R \), plus the segment of the \( y \)-axis: \(-y_1 < y < y_1\). We extend all functions by the symmetry rule that, for \( x < 0 \), \( \tilde{f}(x, y) = f(-x, y) \); these extended functions are denoted by a tilde, the same notational device being used also for arcs, regions, etc. Thus, \( g^*(s) \) is the extension to \( \bar{A} \) of the function \( g^*(s) \) defined on \( A \).

Notice that the boundary values for \( \tilde{u}^* \) are now prescribed around the entire boundary \( \bar{A} \) of the simply-connected region \( \bar{R} \), while values for \( \tilde{u}^* \) and \( \partial \tilde{u}^*/\partial x \) are prescribed along a curve lying within \( \bar{R} \) (namely, the segment of the \( y \)-axis contained in \( \bar{R} \)). We relax, temporarily, the prescription of \( \partial \tilde{u}^*/\partial x \) along \( S_1 \). The remaining boundary values, together with the equation

\[
\Delta(\tilde{u}^*_x) = 0,
\]

constitute precisely the form of boundary value problem considered by Sjöstrand. Moreover, Sjöstrand's hypothesis is satisfied, since \( \bar{A} \) has continuous curvature and \( \tilde{g}^*(s) \subseteq C^2 \) on \( \bar{A} \), including at the points \( P_i \).

We know, consequently, that \( \tilde{u}^* \) exists and is unique. From symmetry, moreover, one shows easily that \( \tilde{u}^* \) satisfies also the requirement that

\[
\partial \tilde{u}^*/\partial x = 0 \quad \text{on} \ S_1.
\]

The existence and uniqueness of \( u \) follows from that of \( \tilde{u}^* \). This, then, completes the proof of the theorem.
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