ON A CLASS OF RANDOM VARIABLES

FRANK SPITZER

1. Introduction. The purpose of this note is to point out a connection between the theory of probability and the mean value theorems of classical analysis. This connection will be exploited to study a class of random variables which give rise to interesting mean value theorems for analytic functions of a complex variable. As an illustration, consider the mean value theorem

\[ \frac{1}{2\pi} \int_0^{2\pi} f(re^{i\theta}) d\theta = f(0), \]

where \( f(re^{i\theta}) = f(z) \) is any analytic function regular in a circle of radius \( R > r \) about the origin. We can define a particular complex valued random variable \( Z \) in the following way: \( |Z| = r \) with probability one, and \( \arg Z \) is uniformly distributed on the interval \( [-\pi, \pi] \). We shall denote by \( E \) the linear operator which "takes the expected value" of \( Z \) and of measurable functions of \( Z \) with respect to the probability measure we have defined. Then \( E[Z] = 0 \), and the first member of (1.1) is clearly \( E[f(Z)] \), so that (1.1) may be written in the form

\[ E[f(Z)] = f[E(Z)]. \]

Equation (1.2) will be the point of departure for this discussion. We shall study complex valued random variables \( Z \) with the property that (1.2) holds for all suitably restricted analytic functions \( f(z) \).

2. Complex valued regular random variables. To anticipate difficulties arising from problems of measurability we shall restrict the classes of complex valued random variables\(^1\) \( Z \) and of analytic functions \( f(z) \) under consideration. \( f(z) \) will be a member of the class of polynomials in \( z \), while \( Z \) will be assumed to possess finite absolute moments of all orders. Then both members of equation (1.2) are seen to be finite, although not necessarily equal. We shall now use (1.2) to define a class of random variables.

**Definition.** A complex valued random variable \( Z \) is said to be a regular random variable (r.r.v.), if

---

\(^1\) A complex valued random variable \( Z \) is a pair of real valued random variables \( X \) and \( Y \), in the sense that \( Z \) takes the values \( X + iY \). \( X \) and \( Y \) are not assumed independent, so that every probability measure in the plane determines a complex valued random variable.
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\[
E[|Z|^n] < \infty, \quad n = 1, 2, \ldots,
\]

and if
\[
E[f(Z)] = f[E(Z)]
\]

for every polynomial \( f(z) \).

Regular random variables, as defined, have the following basic properties:

**Theorem 1.** (a) If \( Z \) is a r.r.v., and if \( f(z) \) is a polynomial, then \( f(Z) \) is again a r.r.v.

(b) If \( Z_1 \) and \( Z_2 \) are independent (in the sense of probability) r.r.v.'s, then \( Z_1 + Z_2 \) is again a r.r.v.

**Proof.** (a) Since \( E[|Z|^n] < \infty \) for all \( n \) and since \( f(z) \) is a polynomial, we have \( E[|f(Z)|^n] < \infty \) for all \( n \). It remains to show that for every polynomial we have \( E[g(f(Z))] = g(E[f(Z)]) \). Simplifying the notation, we have \( E(gf(Z)) = g(Ef(Z)) \) because \( gf \) is a polynomial, and \( gfE(Z) = gEf(Z) \) because \( Z \) is a r.r.v.

(b) \( E[|Z_1 + Z_2|^n] \leq E[(|Z_1| + |Z_2|)^n] < \infty \). Since \( Z_1 \) and \( Z_2 \) are independent r.r.v.'s with expectation operators \( E_1 \) and \( E_2 \), we have for an arbitrary polynomial \( f(z) \)

\[
Ef(Z_1 + Z_2) = E_2Ef(Z_1 + Z_2) = E_2[f(E_1(Z_1) + Z_2)] = f[E_1(Z_1) + E_2(Z_2)] = f[E(Z_1 + Z_2)].
\]

That completes the proof.

Next we consider the real and imaginary parts \( X \) and \( Y \) of a r.r.v. \( Z = X + iY \). Without loss of generality we may assume that \( E[Z] = 0 \), since by Theorem 1 the translate \( Z - E[Z] \) of a r.r.v. is again a r.r.v. Theorem 1(a) applied to the polynomial \( f(z) = z^2 \) at once yields the

**Corollary.** The real and imaginary parts \( X \) and \( Y \) of a r.r.v. with mean zero form a pair of real valued orthogonal random variables with the same variance, i.e.

\[
E(X) = E(Y) = E(XY) = E(X^2) = E(Y^2) = 0.
\]

It is clear from the example given in the introduction (1.1) that \( X \) and \( Y \), although orthogonal, will not in general be independent. Moreover, not every pair of orthogonal random variables can constitute the real and imaginary parts of a r.r.v. This motivates the

**Definition.** The couple of real valued random variables \( X \) and \( Y \) is called a couple of **conjugate random variables** if and only if \( Z = X + iY \) is a r.r.v.

A couple of conjugate random variables is therefore determined by
a probability measure in the plane, just as is a r.r.v. In order to further characterize such measures, let $\Phi(\alpha, \beta)$ denote the symbolic power series

\begin{equation}
\Phi(\alpha, \beta) = \sum_{n=0}^{\infty} \frac{(i)^n}{n!} E[(\alpha X + \beta Y)^n],
\end{equation}

where $X$ and $Y$ are conjugate random variables with mean zero. The variables $\alpha$ and $\beta$ are taken to be complex valued. We are not assuming that the bivariate characteristic function

$$\phi(\alpha, \beta) = E[e^{i\alpha X + i\beta Y}]$$

($\alpha, \beta$ real)

exists for complex values of $\alpha$ and $\beta$. Therefore $\Phi(\alpha, \beta)$ must, in what follows, be interpreted as a symbolic power series in $\alpha$ and $\beta$. Only if there exists a neighborhood $N$ of the origin in the complex plane such that the series $\Phi(\alpha, \beta)$ converges for all $\alpha$ and $\beta$ in $N$ can it be asserted that this series represents the characteristic function, i.e. that $\phi(\alpha, \beta) = \Phi(\alpha, \beta)$ for all $\alpha$ and $\beta$ in $N$. Given $\phi(\alpha, \beta)$ for real $\alpha$ and $\beta$, the coefficients of the power series $\Phi(\alpha, \beta)$ are, however, uniquely determined. They are known to equal the coefficients of the MacLaurin expansion of $\phi(\alpha, \beta)$, because the moments of $X$ and $Y$ are finite. On the other hand, given $\Phi(\alpha, \beta)$, $\phi(\alpha, \beta)$ need not be uniquely determined. The following theorem shows how r.r.v.'s can be characterized in terms of their $\Phi(\alpha, \beta)$.

**Theorem 2.** Let $Z = X + iY$ be a complex valued random variable with mean zero, all of whose absolute moments exist. Then $Z$ is a r.r.v. if and only if

\begin{equation}
\Phi(\alpha, i\alpha) = 1
\end{equation}

for all complex $\alpha$.

**Proof.** Because $E[|Z|^n] < \infty$ for all $n$, $\Phi(\alpha, \beta)$ is well defined by (2.1). Suppose that (2.2) holds. Then, after substituting $\beta = i\alpha$ into (2.1) the coefficients of $\alpha^n$ must vanish for $n \geq 1$, i.e. we have $E[(X + iY)^n] = 0$ for $n \geq 1$. If $f(z)$ is a polynomial, it follows that $Ef(Z) = f(0) = Ef(E(Z))$, so that $Z$ is a r.r.v. Conversely, if $Z$ is a r.r.v. with $E[Z] = 0$, then it satisfies (1.2) for $f(z) = z^n$. Hence we have $E[Z^n] = 0$ for $n \geq 1$, so that $\Phi(\alpha, i\alpha) = 1$, by (2.1).

It is well known that not only the random variable of (1.1), but all other radially symmetric complex valued random variables satisfy the mean value theorem (1.2). That this is so can be verified from Theorem 2. By radial symmetry about the origin we mean that the probability measure of $Z$ is invariant under all rotations about the
origin, i.e. that \( e^{i\theta}Z \) has the same probability measure as \( Z \) for all real values of \( \theta \). It is known [1] that a radially symmetric random variable \( Z \) has a characteristic function of the form

\[
(2.3) \quad \phi(\alpha, \beta) = E[e^{i\alpha X + i\beta Y}] = \int_0^{\infty} J_0(R(\alpha^2 + \beta^2)^{1/2})dF(R)
\]

for real \( \alpha \) and \( \beta \). \( J_0(x) \) is the Bessel function of order zero, and \( F(x) \) is a probability distribution on \([0, \infty)\). If, in addition, all the moments of \( F(x) \) exist, then (2.3) determines uniquely the coefficients of \( \Phi(\alpha, \beta) \) as defined in (2.1). It follows from (2.3) that \( \Phi(\alpha, i\alpha) = 1 \), i.e. that \( Z \) is a r.r.v.

A well-known radially symmetric complex valued random variable is \( Z = X + iY \), where \( X \) and \( Y \) are independent, normal, and have the same variance. Clearly \( Z \) is a r.r.v., in fact

\[
(2.4) \quad \frac{1}{2\pi\sigma^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x + iy) \exp \left[ -\frac{(x-a)^2}{2\sigma^2} \right] \cdot \exp \left[ -\frac{(y-b)^2}{2\sigma^2} \right] dx dy \equiv f(a + ib)
\]

for every entire function \( f(z) \) of order less than two. \( Z \), as defined here, is known to be the only radially symmetric complex valued random variable whose real and imaginary parts are independent random variables [2]. We shall now investigate whether it is the only r.r.v. with independent real and imaginary parts. Of course the two dimensional Dirac \( \delta \)-function is such a r.r.v. (a unit mass concentrated at a point), but we shall show that there are still other probability distributions \( F(x) \), such that

\[
(2.5) \quad \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x + iy) d_x F(x - a) d_y F(y - b) \equiv f(a + ib)
\]

for every polynomial \( f(z) \), i.e. that there are other r.r.v.'s with independent identically distributed real and imaginary parts. For an example, see equations (4.1) to (4.3). Equation (2.5) suggests that such r.r.v.'s may, in a very natural way, be regarded as a generalization of the Dirac \( \delta \)-function, and hence as a generalization of complex numbers.

3. Regular random variables with independent real and imaginary parts. We shall now formulate the main theorem concerning such r.r.v.'s. Let \( X \) and \( Y \) be independent real-valued random variables with finite moments. Let \( \Phi_x(\alpha) \) and \( \Phi_y(\beta) \) be the symbolic power series
\[ \Phi_x(\alpha) = \sum_{n=0}^{\infty} \frac{(i\alpha)^n}{n!} E(X^n), \quad \Phi_y(\beta) = \sum_{n=0}^{\infty} \frac{(i\beta)^n}{n!} E(Y^n), \]

for complex \( \alpha \) and \( \beta \).

**Theorem 3.** \( X \) and \( Y \) are conjugate, with mean zero, i.e. \( Z = X + iY \) is a r.r.v. with mean zero, if and only if

\[
(3.1) \quad \Phi_x(\alpha) \Phi_y(i\alpha) = 1.
\]

Further, (3.1) holds if and only if

\[
E[X^{2n+1}] = E[Y^{2n+1}] = \sum_{k=0}^{2n} (-1)^k \binom{2n}{2k} E[X^{2k}]E[Y^{2n-2k}] = 0,
\]

\[ n = 1, 2, \ldots. \]

**Proof.** Term by term multiplication of the power series in (3.1) yields

\[
\sum_{n=0}^{\infty} (i\alpha)^n \sum_{k=0}^{n} \frac{(i)^{n-k}}{(n-k)!k!} E(X^k)E(Y^{n-k}) = 1,
\]

or \( E[(X+iY)^n] = 0 \) for \( n \geq 1 \). This proves the first part of the theorem. Also (3.2) clearly implies that \( E[Z^n] = 0 \) for \( n \geq 1 \), i.e. that \( Z \) is a r.r.v. Finally, if we assume that \( E[Z^k] = 0 \) for \( k \geq 1 \), the second half of (3.2) follows by choosing \( k \) to be even. The first half of (3.2) follows from \( E[Z^k] = 0 \) by induction. For assume that \( E[X^{2k+1}] = E[Y^{2k+1}] = 0 \) for \( k = 0, 1, \ldots, n-1 \). Then \( E[(X+iY)^{2n+1}] = 0 \) implies that

\[
E[X^{2n+1}] + (i)^{2n+1}E[Y^{2n+1}] = 0.
\]

Hence all odd moments vanish, by induction. This completes the proof.

It remains to exhibit independent conjugate random variables which are neither normal, nor constants. It is easily verified that \( \phi_x(\lambda) = \cos \lambda \) and \( \phi_y(\lambda) = [\cosh \lambda]^{-1} \) are both characteristic functions of real-valued random variables, which we may call \( X \) and \( Y \). Since both characteristic functions are regular in \( \lambda \) for \( |\lambda| < \pi/2 \), we have for complex \( \lambda \)

\[
\Phi_x(\lambda) \Phi_y(i\lambda) = 1,
\]

and it follows from Theorem 3 that, if \( X \) and \( Y \) are taken to be independent, \( Z = X + iY \) is a r.r.v. Incidentally,

\[
Z = \tanh (\pi/4)W,
\]

where \( W \) is the r.r.v. which is defined by saying that \( |W| = 1 \) with
probability one, and that \( \arg W \) is uniformly distributed on \([−\pi, \pi]\).

We note that \( Z \) is unbounded in the \( y \)-direction. Indeed, there are no bounded r.r.v.'s with independent real and imaginary parts, if we except the trivial case of a point mass. For suppose \( Z = X + iY \) were a r.r.v., bounded with probability one. It is well-known that the characteristic functions \( \phi_x(\lambda) \) and \( \phi_y(\lambda) \) will then have to be entire functions of order one. But Theorem 3 implies that

\[
\phi_x(\lambda)\phi_y(i\lambda) = 1,
\]

if we assume that \( Z \) has been translated to have mean zero. Since \( \phi_y(\lambda) \) is entire, \( \phi_x(\lambda) \) has no zeros. An entire function of \( \lambda \) of order one which has no zeros is of the form \( \exp(A\lambda + B) \). Hence \( Z \) must be the unit mass at the origin, under the assumption of boundedness and mean zero.

4. Self-conjugate random variables. We shall briefly consider a class of real-valued random variables which arise in the following way.

**Definition.** A real-valued random variable is said to be *self-conjugate*, if \( Z = X + iY \) is a r.r.v. with mean zero when \( Y \) is independent of \( X \) and has the same distribution as \( X \).

First an example is constructed from the example in the previous section. We form

\[
\phi(\lambda) = \phi_x(\lambda)\phi_y(\lambda) = \cos \lambda / \cosh \lambda.
\]

It is easily verified that \( \phi(\lambda) \) is the characteristic function of a real-valued random variable \( X \) which has the probability density

\[
g(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\lambda x} \frac{\cos \lambda}{\cosh \lambda} d\lambda = \frac{1}{4} \left[ \frac{1}{\cosh(\pi(x - 1)/2)} + \frac{1}{\cosh(\pi(x + 1)/2)} \right].
\]

Since \( \phi(\lambda)\phi(i\lambda) = 1 \), \( X \) is a self-conjugate real-valued random variable. If \( Y \) is taken to be distributed as \( X \) and to be independent of \( X \), then \( Z = X + iY \) is a r.r.v. The mean value theorem for analytic functions corresponding to equation (1.2), when applied to the present r.r.v. \( Z \), becomes:

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x + iy)g(x - a)g(y - b)dxdy \equiv f(a + ib),
\]

with \( g(x) \) given by (4.2), and (4.3) holds for every polynomial, and in fact for every entire function \( f(z) \) of order less than one.
According to its definition and Theorem 3, a random variable $X$ is self-conjugate if and only if

$$(4.4) \quad \Phi(\alpha) \Phi(i\alpha) = 1, \quad \Phi(\alpha) = \Phi(-\alpha),$$

where $\Phi(\alpha)$ is the symbolic power series

$$\Phi(\alpha) = \sum_{n=0}^{\infty} \frac{(i\alpha)^n}{n!} E(X^n).$$

Regardless of whether $\Phi(\alpha)$ converges or not we may form the symbolic power series $\log \Phi(\alpha)$, which has the following definition:

$$\log \Phi(\alpha) = \log \left[ 1 + \sum_{n=1}^{\infty} \frac{(i\alpha)^n}{n!} E(X^n) \right],$$

where the right side is to be expanded in powers of $\alpha$ by using the power series for $\log (1+z)$. If $X$ is self-conjugate, it follows from (4.4) that

$$(4.5) \quad \log \Phi(\alpha) + \log \Phi(i\alpha) = 0, \quad \log \Phi(\alpha) = \log \Phi(-\alpha).$$

If a random variable $X$ has finite moments the coefficients $a_n$ in

$$(4.6) \quad \log \Phi(\alpha) = \sum_{n=1}^{\infty} a_n \alpha^n$$

are uniquely determined by the moments. The $a_n$, apart from normalizing constants, are known as the semi-invariants of $X$. The logarithm of the characteristic function $\phi(\lambda)$ of a random variable with finite moments has a MacLaurin expansion. Hence the coefficients of $\log \Phi(\alpha)$ are given by

$$(4.7) \quad a_n = \frac{1}{n!} \frac{d^n}{d\lambda^n} \log \phi(0).$$

Combining equations (4.5), (4.6), and (4.7), it is evident that we have proved

**Theorem 4.** Let $\phi(\lambda)$ be a characteristic function. Then it is the characteristic function of a self-conjugate random variable if and only if

$$(4.8) \quad (d^n/d\lambda^n) \log \phi(0) = 0,$$

when $n$ is odd or a multiple of four.

This theorem is far from final, in that it answers an easy question but raises a difficult one: which functions $\phi(\lambda)$, satisfying (4.8), are
characteristic functions? This is an open problem, but the following remarks have bearing on it.

**Remark 1.** If

\[
\phi(\lambda) = \prod_{r=1}^{\infty} \frac{1 - \lambda^2/\delta_r^2}{1 + \lambda^2/\delta_r^2} e^{-\delta_r^2}, \quad \sum_{r=1}^{\infty} \frac{1}{\delta_r^2} < \infty, \quad \delta_r^2 > 0,
\]

then \(\phi(\lambda)\) is the characteristic function of a self-conjugate random variable for large enough positive values of \(k\). (The proof is based on the fact that

\[
\frac{1 - \lambda^2}{1 + \lambda^2} \exp \left[ -\frac{A}{2} \lambda^2 \right]
\]

is a characteristic function for \(A \geq 1\). The above infinite product converges to a characteristic function which evidently satisfies (4.8).

**Remark 2.** The following fact is a consequence of Remark 1, and of the work of Pólya [3] on the zeros of entire functions. Let \(f(x)\) be positive, integrable and nondecreasing on the unit interval. Let

\[
\Psi(\lambda) = \int_0^1 f(x) \cos \lambda x \, dx.
\]

Then

\[
\phi(\lambda) = \Psi(\lambda)/\Psi(i\lambda)
\]

is the characteristic function of a self-conjugate random variable.

**Remark 3.** Theorem 4 suggests the question whether there exist characteristic functions all of whose semi-invariants vanish from a certain point on. The answer is negative, with the obvious exception of the normal random variables. In other words, it is known that, if a polynomial \(P(\lambda)\) is the logarithm of a characteristic function, then \(P(\lambda)\) is at most of degree two [4].

**Remark 4.** The self-conjugate laws enjoy the following type of group property which is an immediate consequence of Theorem 4. Let \(\phi_1(\lambda), \phi_2(\lambda),\) and \(\phi_3(\lambda)\) be characteristic functions, and suppose that \(\phi_1(\lambda)\phi_2(\lambda) = \phi_3(\lambda)\). If one assumes that any two of these are self-conjugate, then it follows that the third one is also self-conjugate.

It is known that this group property is not shared by the class of infinitely divisible laws. The normal random variables are evidently both infinitely divisible and self-conjugate. However, they are the only ones with this property. This is easily verified by applying (4.8) to the Lévy-Khintchine representation for the logarithm of an infinitely divisible characteristic function.
5. A generalization to \( n \) dimensions. We shall now define regular random variables in \( n \) dimensions. The defining relation (1.2) for the case of two dimensions could have been written
\[
E[u(X_1, X_2)] = u[E(X_1), E(X_2)],
\]
where the couple \( \{X_1, X_2\} \) is a two-dimensional vector random variable, and where \( u(x_1, x_2) \) is a harmonic function of the real variables \( x_1, x_2 \). In \( n \) dimensions we shall accordingly deal with vector random variables \( X = \{X_1, X_2, \ldots, X_n\} \), having as their components \( n \) real-valued random variables which may or may not be independent. \( u(x) = u(x_1, x_2, \ldots, x_n) \) will be restricted to be a harmonic polynomial, i.e. a polynomial in \( x_1, x_2, \ldots, x_n \), which satisfies Laplace's equation in \( n \) dimensions. The coefficients of \( u(x) \) may be complex. We shall write \( u[E(X)] \) for \( u[E(X_1), \ldots, E(X_n)] \).

**Definition.** \( X \) is said to be an \( n \)-dimensional regular random variable, if all the moments of its components exist, and if
\[
(5.1) \quad E[u(X)] = u[E(X)]
\]
for every harmonic polynomial \( u(x) \).

Our previous definition of a r.r.v. in two dimensions is clearly in agreement with the above definition. In the case of one dimension \( X \) reduces to an ordinary real-valued random variable. \( u(x) \) reduces to a linear function \( ax + b \). Since \( E \) is a linear operator, every real-valued random variable with finite moments is a one dimensional r.r.v.

To see that there exist r.r.v.'s in three and higher dimensions, we turn again to the radially symmetric case. Suppose that \( E(X) = 0 \) and that the probability measure of \( X \) is left invariant by rotations about the origin, and that in addition the moments of \( X \), and hence of \( (X_1^2 + \cdots + X_n^2)^{1/2} \), are finite. The probability measure of \( X \) may be written \( dF d\mu \), where the radial part \( F \) is a probability distribution on the positive real numbers with finite moments, and where \( \mu \) is the uniform distribution over an \((n-1)\)-sphere \( S \) about the origin. Since \( u(x) \) is measurable with regard to \( dF d\mu \) we have
\[
E[u(X)] = \lim_{R \to \infty} \int_0^R dF(\rho) \int_S u(\rho, \theta_1, \ldots, \theta_{n-1}) d\mu(\theta_1, \ldots, \theta_{n-1}).
\]

By the mean value theorem for harmonic functions
\[
\int_S u d\mu = u(0)
\]
for every value of \( \rho \), so that \( E[u(X)] = u(0) = u[E(X)] \).
The above discussion proves that \( X \) is a r.r.v. if its components \( X_i \) \((i=1, 2, \cdots, n)\) are mutually independent normal random variables with the same variance. The following theorem will show that in three and higher dimensions there are no other r.r.v.'s with independent components.

**Theorem 5.** Let \( X \) be a regular random variable in \( n \) dimensions \((n \geq 3)\), whose components are independent. Then the components of \( X \) are all normally distributed with the same variance.

**Proof.** It will suffice to prove the theorem for the case \( n=3 \). For suppose that \( X_\alpha, X_\beta, X_\gamma \) are three arbitrary components of an \( n \)-dimensional r.r.v. \( X \). The definition of \( X \) requires (5.1) to hold for any harmonic polynomial in \( X_\alpha, X_\beta, X_\gamma \), which were arbitrarily selected. Hence all the components of \( X \) will have been shown to be normal if we prove the theorem for \( n=3 \).

There is obviously no loss of generality in assuming that \( E(X) = 0 \). We further note that the components of \( X = \{X_1, X_2, X_3\} \) must have the same variance since \( X_1+iX_2 \) and \( X_1+iX_3 \) have to be two-dimensional r.r.v.'s. For the same reason the odd moments of the \( X_i \) must vanish.

Now assume the theorem to be false. Then we may define the three-dimensional random variables \( X^{(1)} = \{X_1, X_2, X_3\} \), \( X^{(2)} = \{X_2, X_3, X_1\} \), and \( X^{(3)} = \{X_3, X_1, X_2\} \). We may assume (the theorem being assumed false), that \( X^{(1)} \) is a r.r.v. with independent components, and that at least one of these components is not normally distributed. It follows that \( X^{(2)} \) and \( X^{(3)} \) are also r.r.v.'s. Now \( X^{(1)}, X^{(2)}, X^{(3)} \) are taken to be independent, and we form \( Y = X^{(1)} + X^{(2)} - X^{(3)} \). The argument used to prove Theorem 1 shows that \( Y \) is a r.r.v. It follows from the definition of \( Y \) that its components are independent and identically distributed. Each component \( Y_i = X_1 + X_2 + X_3 \) \((i=1, 2, 3)\) is the sum of three independent random variables which are not all normal. By a well-known theorem due to Cramér [5] the distribution of the \( Y_i \) \((i=1, 2, 3)\) can therefore not be normal.

So far it has been shown that, if the theorem is false, then there exists a r.r.v. \( Y \) with independent identically distributed, non-normal components. The proof will now be completed by assuming that \( X = \{X_1, X_2, X_3\} \) is a r.r.v. with independent, identically distributed components, and by showing that the \( X_i \) must be normal. As mentioned, we shall also assume that \( E(X_i) = 0 \) and we may even postulate that \( X \) has been normalized so that \( E(X_i^2) = 1 \). Let

\[
u_n(x) = \left[ \frac{x_1}{2^{1/2}} + \frac{x_2}{2^{1/2}} + ix_3 \right]^n.
\]
It can be checked that the \( u_n(x) \) are harmonic polynomials. By equation (5.1) we have

\[
(5.2) \quad E[u_n(X)] = 0, \quad n = 1, 2, 3, \ldots .
\]

It is easily verified that (5.2) holds for \( n = 2 \) and for all odd \( n \) (since odd moments of the \( X_i \) are zero). The second moment of the \( X_i \), having been fixed in advance, we shall now show that equation (5.2) uniquely determines the other moments \( E[X_i^{2k}] \). For assume that 
\[
E[X_i^{2k}] \] has been uniquely determined by our assumptions for \( k = 1, 2, \ldots , 2p - 1 \). Then (5.2) for the case \( n = 2p \) can be written in the form

\[
(5.3) \quad A_p + E[2^{-p}X_1^{2p} + 2^{-p}X_2^{2p} + (-1)^pX_3^{2p}] = 0,
\]

where \( A_p \) is a function of the known moments of order up to and including \( 2p - 1 \). Equation (5.3) now determines \( E[X_i^{2p}] \) uniquely, and the next moment, being an odd moment, is zero. By induction it follows that all the moments of the \( X_i \) (\( i = 1, 2, 3 \)) are uniquely determined by our assumptions.

Not all random variables are uniquely determined by their moments, but the normal ones are. We have seen that, because of its radial symmetry, \( X = \{X_1, X_2, X_3\} \) is a r.r.v. which satisfies our assumption if each \( X_i \) is normal with mean zero and variance one. Hence its moments are those determined recursively by equation (5.3), and the proof is complete.

Recapitulating, Theorem 5 states that if

\[
(5.4) \quad \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} u(x_1, x_2, \ldots , x_n) \prod_{i=1}^{n} d_{x_i}F_i(x_i - a_i)
\]

\[= u(a_1, a_2, \ldots , a_n), \quad n \geq 3,
\]

for a class of harmonic functions \( u(x) \) containing the harmonic polynomials, then the distribution functions \( F_i(x) \) are all of the form

\[
(5.5) \quad F_i(x) = \frac{1}{(2\pi)^{1/2}} \int_{-\infty}^{x_i^{1/2}} \exp \left[ -\frac{1}{2} s^2 \right] ds, \quad i = 1, 2, \ldots , n,
\]

where \( t > 0 \) is their common variance. We shall now show that the converse is also true, indeed for \( n \geq 1 \), in the following sense: If (5.4) holds, with the \( F_i(x) \) given by (5.5) for a function \( u(x) \), then \( u(x) \) must be a harmonic function. This is reexpressed in

**Theorem 6.** Let \( X = \{X_1, \ldots , X_n\} \) be the vector random variable whose components are mutually independent and normal with mean zero and variance one. Let \( u(x) \) be a complex valued function of \( x = \{x_1, \ldots ,
\]
such that

\begin{align}
E[|u(t^{1/2}X + a)|] < \infty \quad &\text{for all } t \geq 0, \text{ and all } a = \{a_1, \ldots, a_n\}, \\
E[u(t^{1/2}X + a)] = u(a) \quad &\text{for all } t \geq 0, \text{ and all } a = \{a_1, \ldots, a_n\}.
\end{align}

Then \( u(x) \) is an entire harmonic function.

**Proof.** The assumption (5.7) of the theorem is equivalent to (5.4), with \( F_i(x) \) \((i = 1, 2, \ldots, n)\) given by (5.5). Let \( \nabla_a^2 \) be the Laplacian operator

\[ \nabla_a^2 = \frac{\partial^2}{\partial a_1^2} + \cdots + \frac{\partial^2}{\partial a_n^2}. \]

By assumption (5.6) of the theorem we may apply \( \nabla_a^2 \) to the left side of (5.4) and justify an interchange of the order of differentiation and integration. We obtain

\[ \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} u(x) \nabla_a^2 \prod_{i=1}^{n} dz_i F_i(x - a_i) = \nabla_a^2 u(a). \]

But by (5.5)

\[ \nabla_a^2 \prod_{i=1}^{n} F_i(x - a_i) = 2 \frac{\partial}{\partial t} \prod_{i=1}^{n} F_i(x - a_i). \]

Hence

\[ 2 \frac{\partial}{\partial t} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} u(x) \prod_{i=1}^{n} dz_i F_i(x - a_i) = \nabla_a^2 u(a). \]

The left-hand side vanishes by our assumption (5.7), so that

\[ \nabla_a^2 u(a) = 0 \quad \text{for all } a = \{a_1, \ldots, a_n\}. \]

This completes the proof.
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