LOGARITHMIC SEQUENCES
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Introduction. M. Augustin-Louis Cauchy in his famous Cours
d'Analyse de l'école Royale Polytechnique (Part I, Analyse Algèbrique,
Chapter 5, page 109), published in 1821, gives a beautiful proof that
the only continuous solution of the functional equation \( f(x) + f(y) = f(xy) \),
where \( f(x) \) is defined for all real numbers \( x \), is the function
\( f(x) = a \ln x \). Cauchy's proof reduces the equation to the Cauchy
equation \( f(x) + f(y) = f(x+y) \). In 1905 G. Hamel in the Mathematische
Annalen proved that the discontinuous solutions of Cauchy's
equation are totally discontinuous. In 1919 in the Transactions of the
American Mathematical Society B. Blumberg proved that the only
measurable function satisfying Cauchy's equation is the function \( Ax \),
hence the only measurable solution of \( f(x) + f(y) = f(xy) \) is \( a \ln x \). In
the past thirty-five years there have been a number of papers on
these functional equations where the domain of the independent vari-
able has usually been the real number system. In 1946 P. Erdos
proved by analytic number theory techniques that if \( f(m) \) is additive
and \( f(m+1) \geq f(m) \) then \( f(m) = c \ln m \) (Ann. of Math. vol. 47 (1946)).
This implies "If \( f(m+1) > f(m) \) and \( f(m) + f(n) = f(mn) \) hold for all
positive integers \( m \) and \( n \), then \( f(m) = c \ln m \)," a result for which the
author obtained a more elementary proof in 1950 (Proc. Amer. Math.
Soc. vol. 1, no. 4). In a problem of designing a computing mechan-
ism the author considered the monotone solutions of \( f(x) + f(y) = f(xy) \)
where the domain of the independent variable is the finite set
of integers \( 1, 2, \ldots, n \). This led him to the notion of logarithmic
sequences, the subject of this paper.

Definition. Logarithmic Sequence. A logarithmic sequence is a
set of \( n \) real numbers \( a_i, i = 1, 2, \ldots, n \) such that

1. \( 0 \leq a_i \leq 1 \),
2. \( a_k + a_r < a_r + a_s \) if \( kl < rs \),
3. \( a_k + a_r = a_r + a_s \) if \( kl = rs \),

\( n \) is called the order of the logarithmic sequence.

Notation. \( p_i \): For \( r \leq n \) and \( s \leq n \) form all the different products
\( rs \). The sequence \( p_1, p_2, p_3, \ldots, p_t \) is the sequence of all these distinct
products arranged in increasing order of magnitude.

\( s_i \): Corresponding to the logarithmic sequence \( a_j, j = 1, 2, \ldots, n \)
and \( p_i = rs, i = 1, 2, \ldots, t \) we define \( s_i = a_r + a_s \).
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The \( s_i \) are monotonically increasing.

\[
\Delta_i = s_{i+1} - s_i > 0 \quad \text{for } i = 1, 2, \ldots, t - 1.
\]

Min\( \Delta(a) \) denotes the smallest \( \Delta_i \) for a given logarithmic sequence \( a_i \).

**Definition. Maximizing Sequence.** \( m_1, m_2, \ldots, m_n \) is a maximizing sequence if it is a logarithmic sequence and \( \min \Delta(m) \geq \min \Delta(a) \) for all logarithmic sequences \( a_1, a_2, \ldots, a_n \).

**Properties of logarithmic sequences of order \( n \).**

1. \( a_1 < a_2 < a_3 < \cdots < a_n \) for \( p_i = i \) when \( i = 1, 2, \ldots, n \) and \( s_i = a_i + a_i \) by definition \( a_1 + a_1 < a_1 + a_2 < \cdots < a_1 + a_n \).
2. \( \min \Delta(a) \leq (2 - s_1) / (t - 1) \) for \( s_i > s_1 \) for \( i = 1, 2, \ldots, t - 1 \),

\[
s_t = a_n + a_n \leq 1 + 1 = 2,
\]

\[
s_i > s_1 = a_1 + a_1 \geq 0 \quad \text{for } i > 1,
\]

\[
2 \geq s_t = s_1 + \Delta_1 + \Delta_2 + \cdots + \Delta_{t-1},
\]

\[
2 - s_1 \geq \Delta_1 + \Delta_2 + \cdots + \Delta_{t-1}.
\]

3. \( \min \Delta(a) \leq (s_p - s_q) / (p - q) \).

4. If \( a_1, a_2, \ldots, a_k, \ldots, a_n \) is a logarithmic sequence of order \( n \) then \( a_1, a_2, \ldots, a_k \) is a logarithmic sequence of order \( k \).

5. \( \Delta_1 > \Delta_2 > \Delta_3 > \cdots > \Delta_{n-1} \).

**Proof.** For \( k < n \) there is an \( r \) such that \( 2a_k = s_r \) and

\[
a_{k+1} + a_{k-1} = s_{r-1},
\]

\[
2a_k > a_{k+1} + a_{k-1},
\]

\[
\Delta_{k-1} > \Delta_k.
\]

6. If \( p_i p_k = p_r p_j \) then \( s_i - s_j = s_r - s_k = \Delta_j + \Delta_{j+1} + \cdots + \Delta_{t-1} \).

7. If \( n \) is a prime \( t(n) = t(n-1) + n \).

8. \( \Delta_{t-1} = \Delta_{t-2} = \Delta_{n-1} \) for \( s_t = 2a_n, s_{t-1} = a_n + a_{n-1} \) and \( s_{t-2} = 2a_{n-1} \).

9. In the system of linear inequalities \( \Delta_i > 0 \) for \( i = 1, 2, \ldots, t - 1 \), the inequalities \( i = 1, 2, \ldots, n - 1 \) are superfluous.

**Proof.** If \( i < n \) let \( p_k = 2i \) and \( p_i = 2(i+1) \) then \( s_k = a_2 + a_i \) and

\[
s_t = a_2 + a_{i+1}, \quad s_t - s_k = a_{i+1} - a_i = \Delta_i = \Delta_k + \Delta_{k+1} + \cdots + \Delta_{l-1}.
\]

Hence if

\[
n/2 \leq i < n, \quad \Delta_i = \Delta_k + \Delta_{k+1} + \cdots + \Delta_{l-1}, \quad k \geq n
\]

if

\[
n/4 \leq i < n/2, \quad \Delta_i = \Delta_k + \Delta_{k+1} + \cdots + \Delta_{l-1}, \quad k \geq n/2
\]
if
\[ n/2^n \leq i < n/2^{n-1}, \quad \Delta_i = \Delta_k + \Delta_{k+1} + \cdots + \Delta_{t-1}, \quad k \geq n/2^{n-1}. \]

10. Let the logarithmic sequence \( a_1, a_2, \ldots, a_n \) be represented by the position vector \( a = (a_1, \ldots, a_n) \) in \( n \)-dimensional Euclidean space. If \( a \) and \( b \) represent logarithmic sequences then \( ka = (ka_1, ka_2, \ldots, ka_n) \) for \( 0 < k < 1 \) and \( (ma + nb)/(m+n) \) for all \( m > 0 \) and \( n > 0 \) represent logarithmic sequences. The set of points \( L \) representing logarithmic sequences is convex, connected and dense in itself.

11. If \( p_1, p_2, p_3, \ldots, p_k \) are all the primes less than or equal to \( n \), then \( a_1, a_{p_1}, a_{p_2}, \ldots, a_{p_k} \) determine the logarithmic sequence \( a_1, a_2, a_3, \ldots, a_n. \)

12. If
\[
a = \begin{pmatrix} a_2 \\ a_3 \\ \vdots \\ a_n \\ \end{pmatrix}, \quad \Delta = \begin{pmatrix} \Delta_1 \\ \Delta_2 \\ \vdots \\ \Delta_{n-1} \\ \end{pmatrix}, \quad a_1 = 0
\]
and
\[
A = \begin{pmatrix} 1 & 0 & 0 & \cdots & 0 \\ 1 & 1 & 0 & \cdots & 0 \\ 1 & 1 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & 1 & \cdots & 1 \\ 1 & 1 & 1 & \cdots & 1 \\ \end{pmatrix},
\]
then in matrix notation \( a = A\Delta \) and \( \Delta = A^{-1}a \).

13. If \( p_1, p_2, \ldots, p_k \) are the primes \( \leq n \), \( a_1 = 0 \) and \( s_i = r_1a_{p_1} + r_2a_{p_2} + \cdots + r_ka_{p_k} \) for \( i = 1, 2, \ldots, t-1 \) then the rank of the matrix
\[
R = \begin{pmatrix} r_{11} & r_{21} & \cdots & r_{k1} \\ r_{12} & r_{22} & \cdots & r_{k2} \\ \vdots & \vdots & \ddots & \vdots \\ \vdots & \vdots & \cdots & \cdots \\ r_{1(t-1)} & \cdots & \cdots & r_{k(t-1)} \end{pmatrix}
\]
is \( k \) and

\[
\Delta = \begin{vmatrix}
\Delta_1 \\
\Delta_2 \\
\vdots \\
\Delta_{t-1}
\end{vmatrix} = A^{-1}R
\begin{vmatrix}
ap_1 \\
ap_2 \\
\vdots \\
ap_k
\end{vmatrix}
\]

where \( A^{-1}R \) has rank \( k \).

**Properties of maximizing sequences** \( m_1, m_2, \ldots, m_n \).

1. \( m_1 = 0 \) and \( m_n = 1 \).

**Proof.** Assume \( m_n < 1 \) and let \( \lambda = 1/m_n > 1 \).

The sequence \( \lambda m \) is a logarithmic sequence.

\[
s_i(\lambda m) = \lambda s_i(m),
\]

\[
\Delta_i(\lambda m) = \lambda \Delta_i(m) \quad \text{for} \quad i = 1, 2, \ldots, t - 1,
\]

\[
\min \Delta(\lambda m) = \lambda \min \Delta(m) > \min \Delta(m)
\]

contrary to the assumption that \( m \) was a maximizing sequence. Hence \( m_n = 1 \).

\[
0 \leq m_i - m_1 \leq 1,
\]

\[
(m_k - m_1) + (m_i - m_1) < (m_r - m_1) + (m_s - m_1) \quad \text{when} \quad kl < rs,
\]

\[
(m_k - m_1) + (m_i - m_1) = (m_r - m_1) + (m_s - m_1) \quad \text{when} \quad kl = rs.
\]

Therefore \( m_i - m_1 \) is a logarithmic sequence.

\[
s_i(m - m_1) = s_i(m) - 2m_1,
\]

\[
\Delta s_i(m - m_1) = \Delta s_i(m),
\]

\[
\min \Delta(m - m_1) = \min \Delta(m) \quad \text{or} \quad m - m_1
\]

is a maximizing sequence and \( m_n - m_1 = 1 = m_n \). Hence \( m_1 = 0 \).

2. \( \Delta_1 = \Delta_2 + \Delta_3 \) for \( \Delta_1 = s_2 \) and \( s_4 = 2s_2 \).

3. \( \sum_{i=1}^{t-1} \Delta_i = 2, \sum_{i=1}^{m-1} \Delta_i = 1 \) and hence \( \sum_{i=1}^{t-1} \Delta_i = 1 \).

4. \( \min \Delta(m) \) of a maximizing sequence of order \( n \leq \min \Delta(m) \) of a maximizing sequence of order \( k \) if \( n > k \). This is a consequence of property 4 of logarithmic sequences.

5. If \( a_1, a_2, \ldots, a_n \) and \( b_1, b_2, \ldots, b_n \) are maximizing sequences and \( \Delta_k(a) = \min \Delta(a) \), then \( \Delta_k(a) = \Delta_k(b) \) for at least one \( k \) for which \( \Delta_k(a) = \min \Delta(a) \).

**Proof.** \( \Delta_i(a + b)/2 = (\Delta_i(a) + \Delta_i(b))/2 > \Delta_k(a) \) for all \( i \) except those for which \( \Delta_i(a) = \Delta_i(b) = \Delta_k(a) \). The inequality cannot hold for all \( i \) since \( a \) is a maximizing sequence. Hence there must be a \( k \) such that

\[
\Delta_k(a) = \Delta_k(b) = \min \Delta(a) = \min \Delta(b).
\]
Theorem I. A maximizing sequence of order \( n \) exists for every natural number \( n \).

Proof. Let \( L \) be the set of points \( a = (a_1, a_2, \ldots, a_n) \) in \( n \) dimensional Euclidean space for which \( a \) is a logarithmic sequence. The set \( L \) is bounded since it lies inside the rectangle \( 0 \leq x_i \leq 1 \). Let \( \overline{L} \) be the closure of \( L \). If \( x = (x_1, x_2, \ldots, x_n) \) is in \( \overline{L} \) then \( s_i(x) = x_i + a_i \) (when \( p_i = r_i \)) is a continuous function of \( x \) in \( \overline{L} \) for \( i = 1, 2, \ldots, t \). \( \Delta_i(x) = s_{i+1}(x) - s_i(x) \) is a continuous function of \( x \) in \( \overline{L} \) for \( i = 1, 2, \ldots, t - 1 \). Let \( \min \Delta(x) \) be the minimum of \( \Delta_i(x) \) for fixed \( x \) and variable \( i \). \( \min \Delta(x) \) is a continuous function of \( x \) on \( \overline{L} \), a closed bounded set. Hence there is a point \( m \) in \( \overline{L} \) at which \( \min \Delta(x) \) is a maximum. We will show that \( m \) is in \( L \) and hence is a maximizing sequence.

\( m \) is a limit point of logarithmic sequences. There exists a sequence of points, belonging to \( L \), \( \{l_1, l_2, \ldots, l_n\} \) with \( m \) as a limit.

\[
0 \leq l_1 < l_2 < \cdots < l_n \leq 1 \quad \text{for} \quad i = 1, 2, 3, \ldots,
\]
\[
0 \leq m_1 \leq m_2 \leq \cdots \leq m_n \leq 1.
\]

Suppose \( m_r = m_{r+1} \) then \( s_r(m) = m_r + m_1 \) and \( s_{r+1}(m) = m_{r+1} + m_1 \). \( \Delta_r(m) = 0 \) and hence \( \min \Delta(m) \leq 0 \) contrary to \( m \) being a maximum point for \( \min \Delta(m) \) since \( \log n, i = 1, 2, \ldots, n \) is a logarithmic sequence with \( \min \Delta > 0 \). Therefore

\[
0 \leq m_1 < m_2 < m_3 < \cdots < m_n.
\]

Hence \( m_k + m_1 \leq m_r + m_s \) if \( kl < rs \) or \( s_1(m) \leq s_2(m) \leq s_3(m) \leq m_1 \leq \cdots \). Suppose \( s_j(m) = s_{j+1}(m) \) then \( \Delta_j(m) = 0 \) and \( \min \Delta(m) \leq 0 \) which is impossible. Therefore \( m_k + m_1 < m_r + m_s \) if \( kl < rs \). Finally \( l_k l_i = l_{i+1} + l_i \) if \( kl = rs \) implies \( m_k + m_1 = m_r + m_s \) if \( kl = rs \) and hence \( m \) is a logarithmic sequence and therefore a maximizing sequence.

Lemma. A maximum minimum point of a finite set of hyperplanes can be determined in a finite number of operations, if the set of hyperplanes has a maximum minimum point. Furthermore the maximum minimum point lies in a level intersection of a subset of the hyperplanes.

Proof. Let \( L_i = \sum_{j=1}^{p} a_i^j x_j + c_i \), \( i = 1, 2, \ldots, n \) be \( n \) linear functions of the \( p \) variables \( x_1, x_2, \ldots, x_p \) or the point \( X = (x_1, x_2, \ldots, x_p) \) in \( p \)-dimensional Euclidean space. \( \text{Min} L_i(X) \) denotes the function of \( X \) whose value is the smallest number of the set \( L_1(X), L_2(X), \ldots, L_n(X) \). We wish to determine a point \( X \) for which \( \text{Min} L_i(X) \) is a maximum. Geometrically this is the problem of having given \( n \) opaque hyperplanes \( L = L_i(X) \) in \( p+1 \) dimensional space and considering
the $L$ axis as the up and down axis, to find the highest point an 
observer below all these hyperplanes can see i.e. the highest point in 
the closed convex region bounded by $L = \text{Min } L_i(X)$. To find this 
point we will start at an arbitrary point of $\text{Min } L_i(X)$ and determine 
a path, consisting of a finite number of line segments which are al-
gways going up and lead us to our destination.\textsuperscript{1}

Select any point $X^1 = (x^1_1, x^1_2, \cdots, x^1_p)$ in $p$ dimensional 
Euclidean space. Let our linear forms be labelled so that $L_1(X^1) = \text{Min } L_i(X^1)$. 
Any ray $l$ starting at $X^1$ may be expressed in the normal form: 
$x_j = x^1_j + b_j s$ with $\sum_j b_j^2 = 1$, $s \geq 0$. Along $l$ we have $L_1(X) = \sum_j a^1_j x^1_j + a^1_i b_i s + c_1$ and $dL_1/ds = \sum_j a^1_j b_j$. By the Cauchy-Schwarz inequality 
$dL_1/ds$ is a maximum when $b_j = a^1_i / (\sum (a^1_i)^2)^{1/2}$. Let $l_1$ denote the ray 
$x_j = x^1_j + a^1_i s / (\sum (a^1_i)^2)^{1/2}$. If $a^1_j = 0$ for $j = 1, 2, \cdots, p$, i.e. $L_1 = c_1$ then 
$X^1$ is a maximum point (there may be a $p - 1$ dimensional manifold 
of such points). If $a^1_j \neq 0$ for some $j$ and the ray $l_1$ does not contain 
any points for which $L_1(X) = L_i(X)$, $i \neq 1$, then $L_i(X) > L_1(X)$ at all 
points on $l_1$ and there is no point for which $\text{Min } L_i(X)$ is a maximum.

If the ray $l_1$ does have points for which $L_1(X) = L_i(X)$, $i \neq 1$, let $X^2$ 
be the point on $l_1$ corresponding to the smallest value of $s$ for which 
this condition is satisfied. Denote by $L_2(X)$ the (or one of the linear 
functions) $L_i(X)$ for which $L_1(X^2) = L_2(X^2) \leq L_i(X^2)$ for $i > 2$. $X^2$ lies in the $p - 1$ dimensional manifold $\pi_1$, on which $L_1(X) = L_2(X)$, determined by the equations

$$x_i = s_i \quad i = 1, 2, \cdots, p - 1,$$

$$x_p = \left( \sum_{i=1}^{p-1} (a^1_j - a^2_j) s_j + c_1 - c_2 \right) / (a^2_p - a^1_p).$$

In this manifold

$$L_1 = L_2 = \frac{a^p_p \sum_{i=1}^{p-1} a^1_i s_j - a^p_p \sum_{j=1}^{p-1} a^p_j s_j + c_1 a^2_p - c_2 a^1_p}{a^p_p - a^1_p}.$$

Any ray $l$ in $\pi_1$ starting at $X^2$ may be written in the normal form: 
$s_j = x^2_j + b_j s$, $\sum b_j^2 = 1$, $s \geq 0$, $j = 1, 2, \cdots, p - 1$. Along $l$,

$$\frac{dL_1}{ds} = \sum_{j=1}^{p-1} c_j b_j \text{ where } c_j = \frac{a^p_j a^1_2 - a^1_j a^p_2}{a^p_p - a^1_p}.$$

By the Cauchy-Schwarz inequality $dL_1/ds$ is a maximum for $b_j = c_j / (\sum c_j^2)^{1/2}$. We denote by $l_2$ the ray $s_j = x^2_j + c_j s / (\sum c_j^2)^{1/2}$. If $c_j = 0$

\textsuperscript{1} Suggested by Professor J. F. Paydon, U. S. Naval Academy.
for \( j = 1, 2, \ldots, p - 1 \) or \( \pi_1 \) is the level intersection of \( L = L_1(X) \) and \( L = L_2(X) \), we investigate the question; “Is there any ray starting at \( X^2 \), along which \( L_1 \) and all other \( L_i \) for which \( L_1(X^2) = L_i(X^2) \), labelled as \( L_2, L_3, \ldots, L_k \) are increasing functions?” If the answer is in the negative \( X^2 \) is a point for which \( \min L_i(X) \) is a maximum. Let \( x_i = x_i^2 + b_i \) be any ray emanating from \( X^2 \) then along this ray \( dL_i/dt = \sum_{j=1}^{k} a_i^j b_j, \ i = 1, 2, \ldots, k \). A question equivalent to the above is, “Are the inequalities

\[
\sum_{j=1}^{p} a_i^j b_j > 0, \ i = 1, 2, \ldots, k \text{ consistent?}
\]

The consistency of such a set of inequalities may be determined by applying the existence theorems of Dines or Carver (L. L. Dines, Linear inequalities, Bull. Amer. Math. Soc. (1930) p. 393). If the system (1) is consistent a set of \( b_i \) satisfying (1) may be found by the method of Dines (L. L. Dines, Systems of linear inequalities, Ann. of Math. vol. 20 (1919) pp. 191–198). Using the \( b_i \) that satisfy (1) we can find a point \( P \neq X^2 \) on the ray \( x_i = x_i^2 + b_i \) such that \( L_i(P) \leq L_3(P) \) for \( i = 1, 2, \ldots, k \) and \( j > k \). \( L_i(P) > \min L_i(X_2) \). We now repeat the above procedure starting at \( P \) as we did starting at \( X^1 \).

If \( c_j \neq 0 \) for some \( j \), then there is a gradient ray \( l_3 \). If there is no point \( X^3 \) on \( l_3 \) for which \( L_1(X^3) = L_2(X^3) = L_3(X^3) \) for some \( i > 2 \) then there is no maximum value of \( \min L_i(X) \). If there is such an \( X^3 \) let it be the one corresponding to the smallest value of \( s \) on \( l_3 \). We call \( L_3(X) \) the (or a) linear function for which \( L_1(X^3) = L_2(X^3) = L_3(X^3) \leq L_i(X^3) \) for \( i > 3 \). Proceed as above in the manifold \( \pi_2 \) in which \( L_1(X) = L_2(X) = L_3(X) \) and determine \( l_3 \), etc.

Continuing in this way if \( X^r \) exists, the manifold \( \pi_{r-1} \) in which \( L_1(X) = L_2(X) = \cdots = L_r(X) \) (assuming these \( r - 1 \) equations are independent, if not we take a smaller \( r \)) is determined by \( x_i = s_i \), \( i = 1, 2, 3, \ldots, p - r + 1 \) and the \( x_j, j = p - r + 2, p - r + 3, \ldots, p \) obtained by substituting \( x_i = s_i \), \( i = 1, 2, \ldots, p - r + 1 \) in the \( r - 1 \) equations \( L_1(X) = L_2(X) = \cdots = L_r(X) \) and solving for \( x_j \). Any ray in \( \pi_{r-1} \) emanating from \( X^r \) has the form

\[
(2) \quad s_j = x_j^r + b_j s \quad = 1, 2, \ldots, p - r + 1, s \geq 0, \sum b_j^2 = 1.
\]

Let

\[
D = \begin{vmatrix}
p - r + 2 & p - r + 3 & \cdots & p & 1 \\
p - r + 2 & p - r + 3 & \cdots & p & 1 \\
p - r + 2 & p - r + 3 & \cdots & p & 1 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
p - r + 2 & p - r + 3 & \cdots & p & 1 \\
p - r + 2 & p - r + 3 & \cdots & p & 1 \\
p - r + 2 & p - r + 3 & \cdots & p & 1 \\
p - r + 2 & p - r + 3 & \cdots & p & 1 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
p - r + 2 & p - r + 3 & \cdots & p & 1 \\
p - r + 2 & p - r + 3 & \cdots & p & 1 \\
p - r + 2 & p - r + 3 & \cdots & p & 1 \\
p - r + 2 & p - r + 3 & \cdots & p & 1 \\
p - r + 2 & p - r + 3 & \cdots & p & 1 \\
\end{vmatrix} = \sum A_i
\]
where $A_i$ is the cofactor of the $i$th element in the last column of $D$. Along the ray (2),

$$
\frac{dL_1}{ds} = \sum_{i=1}^{p-r+1} c_i b_j \quad \text{where} \quad c_j = \sum_{i=1}^{r} \frac{A^j_i a_i}{D},
$$

$$
\frac{dL_1}{ds} \text{ is a maximum for } b_j = c_j / \left( \sum c_j \right)^{1/2}
$$

for $j = 1, 2, \cdots, p-r+1$. We denote by $l_r$ the ray

$$
s_j = x_j + c_j s / \left( \sum c_j \right)^{1/2}
$$

and proceed as we did for $l_2$ above.

Since only a finite number of linear functions $L_i$ are given, there exist a finite number of level intersections of a subset of the hyperplanes $L = L_i$. Hence if $\text{Max} L_i(X)$ exists, its maximum points will lie in a level intersection which will be reached in a finite number of operations as indicated above.

**Corollary. If the inequalities (1) are replaced by**

(1')

$$
\sum_{j=1}^{p} a_i b_j \geq 0 \quad \text{ for } i = 1, 2, \cdots, k
$$

**and there exist no solutions** $(b_1, b_2, \cdots, b_p)$ **of (1') other than the trivial solution** $b_j = 0$, **then** $X^2$ **or more generally** $X^r$ **is the only point which makes min** $L_i(X)$ **a maximum. For this implies that there is no direction we can go from** $X^r$ **without some** $L_i(X)$ **decreasing for** $i = 1, 2, 3, \cdots, r-1$.

The following theorem due to Carver is useful in showing that (1') has no nontrivial solutions: “A necessary and sufficient condition that the system $\sum_{i=1}^{m} a_i x_j \geq 0$, $i = 1, 2, \cdots, m$ admit a solution $(x_1, x_2, \cdots, x_n)$ which does not annul all the left members is that the adjoint system of linear equations $\sum_{i=1}^{m} a_i y_j = 0$, $j = 1, 2, \cdots, n$ admit no solution $(y_1, y_2, \cdots, y_m)$ with all the $y_i > 0$. (Dines, Convex extensions and linear inequalities, Bull. Amer. Math. Soc. vol. 42 (1936) p. 353).

**Theorem II.** A maximizing sequence of order $n$ can be obtained in a finite number of operations.

**Proof.** Express $p_i$, $i = 1, 2, \cdots, t$ as a product of the $k$ primes $\pi_1, \cdots, \pi_k$. If $p_i = \pi_1^{\alpha_1} \cdots \pi_k^{\alpha_k}$ then $s_i = r a_{\pi_1} + s a_{\pi_2} + \cdots + \lambda a_{\pi_k}$.

Choosing $a_1 = 0$ we can determine $\Delta_i = d_{\pi_1}^1 a_{\pi_1} + d_{\pi_2}^1 a_{\pi_2} + \cdots + d_{\pi_k}^1 a_{\pi_k}$.

By setting the expression for $a_i$ in terms of $a_{\pi_1}, \cdots, a_{\pi_k}$ equal to one,
we can eliminate one of the \( a_{x_i} \) from the \( \Delta_i \) and obtain \( \Delta_i \) as a linear combination of \( k - 1 \) of the \( a_{x_i} \). Consider the system of linear inequalities \( \Delta_i > 0 \) in terms of the \( k - 1 \) variables \( a_{x_i} \). By Theorem I and the Lemma we can determine a solution of this set of \( (t - 1) \) inequalities for which \( \min \Delta_i \) is a maximum.

**Corollary.** For every \( n \) there exists a maximizing sequence of order \( n \) all of whose elements are rational numbers.

**Maximizing sequences of order 2, 3, 4, 5, 6, and 7.**

\( n = 2, t = 3, m_1 = 0 \) and \( m_2 = 1 \) by property 1, \( \min \Delta = 1 \).
\( n = 3, t = 6, m_1 = 0, m_2 = 2/3 \) and \( m_3 = 1, \min \Delta = 1/3 \).

**Proof.** \( m_1 = 0, m_3 = 1, t = 6 \). Let \( m_2 = x \) then

\[
\begin{align*}
s_1 & = 0 & \Delta_1 & = x \\
s_2 & = x & \Delta_2 & = 1 - x \\
s_3 & = 1 & \Delta_3 & = 2x - 1 \\
s_4 & = 2x & \Delta_4 & = 1 - x \\
s_5 & = x + 1 & \Delta_5 & = 1 - x \\
s_6 & = 2 & \Delta_6 & = \text{for } x = 2/3. \text{ If } x > 2/3, \Delta_4 < 1/3. \text{ If } x < 2/3, \Delta_3 < 1/3. \text{ Therefore } x = 2/3 \text{ yields the only maximizing sequence for } n = 3.
\end{align*}
\]

\( n = 4, t = 9, m_1 = 0, m_2 = 1/2, m_3 = 5/6, m_4 = 1; \min \Delta = 1/6 \).

**Proof.** \( m_1 = 0, m_4 = 1 = 2m_2 \). Let \( m_3 = y \)

\[
\begin{align*}
s_1 & = 0 & \Delta_1 & = 1/2 \\
s_2 & = 1/2 & \Delta_2 & = y - 1/2 \\
s_3 & = y & \Delta_3 & = 1 - y \\
s_4 & = 1 & \Delta_4 & = y - 1/2 \\
s_5 & = y + 1/2 & \Delta_5 & = 1 - y \\
s_6 & = 3/2 & \Delta_6 & = 2y - 3/2 \\
s_7 & = 2y & \Delta_7 & = 1 - y \\
s_8 & = y + 1 & \Delta_8 & = 1 - y \\
s_9 & = 2 & \Delta_9 & = \text{when } y = 5/6 \text{ yields the unique maximizing sequence for if } y > 5/6, \Delta_7 < 1/6 \text{ and if } y < 5/6, \Delta_6 < 1/6. \end{align*}
\]
\[ n = 5, \, t = 14, \, \text{min } \Delta = 1/16. \]
\[ m_1 = 0, \, m_2 = 7/16, \, m_3 = 11/16, \, m_4 = 7/8, \, m_5 = 1. \]

**Proof.** \( m_1 = 0, \, m_5 = 1, \) let \( m_2 = x, \, m_4 = 2x, \, m_3 = y. \)

\[
\begin{align*}
    s_1 &= 0 & \Delta_1 &= x = \Delta_2 + \Delta_3 \\
    s_2 &= x & \Delta_2 &= y - x = \Delta_5 + \Delta_4, \, y > x \\
    s_3 &= y & \Delta_3 &= 2x - y = \Delta_4 + \Delta_{11}, \, y < 2x \\
    s_4 &= 2x & \Delta_4 &= 1 - 2x = \Delta_7 + \Delta_8, \, x < 1/2 \\
    s_5 &= 1 & \Delta_5 &= x + y - 1, \, y > 1/2 \\
    s_6 &= x + y & \Delta_6 &= 2x - y = \Delta_3 \\
    s_7 &= 3x & \Delta_7 &= 2y - 3x \\
    s_8 &= 2y & \Delta_8 &= x - 2y + 1 \\
    s_9 &= 1 + x & \Delta_9 &= x + y - 1 \\
    s_{10} &= 2x + y & \Delta_{10} &= 1 - 2x = \Delta_7 + \Delta_8 \\
    s_{11} &= 1 + y & \Delta_{11} &= 4x - y - 1, \, x > 3/8 \\
    s_{12} &= 4x & \Delta_{12} &= 1 - 2x = \Delta_7 + \Delta_8 \\
    s_{13} &= 1 + 2x & \Delta_{13} &= 1 - 2x = \Delta_7 + \Delta_8 \\
    s_{14} &= 2
\end{align*}
\]

Let \( L_1 = x + y - 1, \, L_2 = x - 2y + 1, \, L_3 = 4x - y - 1 \) and \( L_4 = 2y - 3x. \)

\( L_2 = L_3 = L_4 \) when \( x = 7/16, \, y = 11/16. \) Applying the corollary to Lemma we consider

\[(1^1) \quad x_1 - 2x_2 \geq 0, \quad 4x_1 - x_2 \geq 0, \quad -3x_1 + 2x_2 \geq 0.
\]

\[
\begin{vmatrix}
1 & -2 \\
4 & -1 \\
-3 & 2
\end{vmatrix}
\]

has rank 2.

The equations \( y_1 + 4y_2 - 3y_3 = 0 \) and \( -2y_1 - y_2 + 2y_3 = 0 \) are equivalent to \( y_2 = 4/7y_3 \) and \( y_1 = 5/7y_3 \) which obviously has a definite solution. Hence by Carver's theorem \((1^1)\) has no nontrivial solution and \( x = 7/16, \, y = 11/16 \) determine the unique maximizing sequence.

Similarly we can show that for

\[ n = 6, \, t = 18, \, \text{min } \Delta = 1/23. \]
\[ m_1 = 0, \, m_2 = 9/23, \, m_3 = 14/23, \, m_4 = 18/23, \, m_5 = 21/23, \, m_6 = 1. \]

And for
\[ n = 7, \ t = 25, \ \min \Delta = 1/42. \]
\[ m_1 = 0, \ m_2 = 5/14, \ m_3 = 4/7, \ m_4 = 5/7, \ m_5 = 5/6, \ m_6 = 13/14, \ m_7 = 1. \]

These examples suggest the conjectures: For every \( n \) there is a unique maximizing sequence. The \( \min \Delta \) of a maximizing sequence is the reciprocal of an integer.
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