ASYMPTOTIC PROPERTIES OF SUBHARMONIC FUNCTIONS
OF ORDER LESS THAN ONE

JUN-ITI ITÔ

1. Introduction. Let $u(z)$ be a subharmonic function in the finite
plane, $M(r)$ the maximum of $u(z)$ for $|z| = r > 0$, and $m(r) = \text{g.l.b.}_{|z|=r} u(z)$. Recently M. Heins has proved the following theo-
rem [4] as a precision of the classical Wiman theorem [8].

Theorem 1. Let $u(z)$ be not identically constant and for all non-
negative $r$, $m(r) \leq A < \infty$. Suppose that $\lim \inf_{r \to \infty} r^{-1/2} M(r) < \infty$. Then

$$\lim_{r \to \infty} r^{-1/2} M(r)$$

exists (a positive finite limit).

The purpose of this paper is to study how much the condition that
$m(r) \leq A < \infty$ for all $r > 0$ in the above theorem can be weakened
without destroying the existence of the limit (1.1). The principal
theorem is as follows:

Theorem 2. Let $u(z)$ be a subharmonic function. Suppose that
1

(a) $\int_{r_1}^{r_2} r^{-3/2} m(r) dr < \epsilon$

for all $r_2 > r_1 > N$ if $N$ is selected sufficiently large for an arbitrary posi-
tive $\epsilon$ and

(b) $\limsup_{r \to \infty} r^{-1/2} M(r) < \infty$.

Then (1.1) exists (a non-negative finite limit).

We remark that each of the conditions

(c) $\int_{1}^{\infty} r^{-3/2} m(r) dr$ exists

and

(d) $\int_{1}^{\infty} (m^+(r)/(1 + r)r^{1/2}) dr < \infty$

implies the condition (a). Therefore the hypothesis (a) of Theorem 2
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1 Throughout this paper, integral means $L$-integral.
can be replaced by the condition (c) or (d).

If \( \lim \sup_{r \to \infty} r^{-\rho} M(r) < \infty \) for some positive \( \rho < 1 \), \( u(z) \) is said to be of order less than one. Let \( u(z) \) be of order less than one and harmonic at \( z = 0 \). Then Heins [4] has proved the following representation theorem. "There exists a generalized positive mass distribution \( \mu(e) \) defined for Borel set \( e \) in the finite plane such that

\[
(1.2) \quad u(z) = u(0) + \int \log \left| 1 - \frac{z}{\xi} \right| d\mu(\xi)
\]

for all finite \( z \)."

Let \( \mu^*(t) = \mu[|z| < t] \) for \( t > 0 \). Then Theorem 2 is also generalized as follows:

**Theorem 3.** Let for some positive \( 0 < \rho < 1 \),

\[
(e) \quad \int_{r_1}^{r_2} r^{-1-\rho} \left\{ m(r) \sin \rho \pi - \pi \mu^*(r) \cos \rho \pi \right\} dr < \epsilon
\]

for all \( r_2 > r_1 > N \)

if \( N \) is selected sufficiently large for an arbitrary positive \( \epsilon \) and

\[
(f) \quad \alpha = \limsup_{r \to \infty} r^{-\rho} M(r) < \infty.
\]

Then

\[
\lim_{r \to \infty} r^{-\rho} M(r)
\]

exists (a non-negative finite limit).

Clearly Theorem 3 implies Theorem 2. Moreover

**Theorem 4.** Let for some positive \( 0 < \rho < 1 \),

\[
(g) \quad \int_{1}^{\infty} t^{-1-\rho} \left\{ m(t) - t^\rho \cos \rho \pi \right\} dt < \infty.
\]

If either (1) \( 1 > \rho > 1/2 \), \( \limsup_{r \to \infty} r^{-1} M(r) \leq 0 \) and

\[
(h) \quad \int_{1}^{\infty} t^{-1-\rho} \left\{ \pi \mu^*(t) - t^\rho \sin \rho \pi \right\} dt < \infty
\]

or (2) \( 1/2 > \rho > 0 \), \( \limsup_{r \to \infty} r^{-1/2} M(r) \leq 0 \) and

\[
(i) \quad \int_{1}^{\infty} t^{-1-\rho} \left\{ -\pi \mu^*(t) + t^\rho \sin \rho \pi \right\} dt < \infty,
\]

then
The Heins' theorem \cite[Theorem E]{4}, which is related to Variron's theorem, is generalized as follows:

**Theorem 5.** If a function \( u(z) \) satisfying the hypotheses of Theorem 3 satisfies \( \alpha > 0 \),

\[
\mu^*(r) \sim \frac{\alpha}{\pi} r^\alpha \sin \rho \pi.
\]

**Theorem 6.** For a function satisfying the hypotheses of Theorem 4,

\[
\mu^*(r) \sim \frac{1}{\pi} r^\alpha \sin \rho \pi.
\]

2. **Proof of Theorem 3.** If \( u(z) \) is a subharmonic function and satisfies the condition (i),

\[
\mu^*(r) = O(r^\alpha).
\]

Without loss of generality we may assume that \( u(z) \) is actually harmonic at \( z = 0 \) and \( u(0) = 0 \). Let \( w(z) \) and \( S(z) \) be defined respectively, with \( \arg w(z) = 0 \) on the positive real axis, by

\[
w(z) = u_1(z) + iv_1(z) = \int_0^\infty \log \left(1 + \frac{z}{t}\right) d\mu^*(t),
\]

\[
S(z) = U(z) + iV(z) = z^{1/2-\rho}w(z)
\]

where \( u_1(z) \), \( v_1(z) \), \( U(z) \) and \( V(z) \) denote real functions of \( z \) respectively. Then \( w(z) \) and \( S(z) \) are regular in \( |\arg z| < \pi \) and

\[
U(z) = \left|z\right|^{1/2-\rho}\left\{u_1(z) \cos (\rho - 1/2)\theta + v_1(z) \sin (\rho - 1/2)\theta \right\}.
\]

Therefore

\[
\int_{-\pi}^{+\pi} \left|U(re^{i\theta})\right| d\theta = O(r^{1/2}).
\]

\( u_1(z) \) is an upper semi-continuous function on the negative real axis and \( v_1(z) \) is continuous except for at most a countable set on the negative real axis. If we define

\[
v_1(-r) = \pi \mu^*(r)
\]

at the points at which \( v_1(z) \) is discontinuous,

\[
U(-r) = r^{1/2-\rho}\left\{u_1(-r) \sin \rho \pi - \pi \mu^*(r) \cos \rho \pi \right\}
\]
and \( U(-r) \) is \( L \)-integrable in the finite interval of \( r \geq 0 \). Using (1.2) and (2.2)

(2.7) \[ U(-r) \leq r^{1/2-\rho} \left\{ m(r) \sin \rho \pi - \pi \mu_\rho(r) \cos \rho \pi \right\} \]

(2.8) \[ U(r) = r^{1/2-\rho} u_1(r) \geq r^{1/2-\rho} M(r) \]

On the other hand, by virtue of F. and R. Nevanlinna's representation formula for a semi-circle [5], we easily obtain the following representation of \( U(z) \) such that for \( z = re^{i\theta} \) in the semi-circle

(2.9) \[
\begin{align*}
U_2(z) &= \frac{1}{\pi} \int_{-\pi}^{+\pi} \frac{U(Re^{i\phi})R^{1/2}r^{1/2}(R - r) \cos \frac{\theta}{2} \cos \frac{\phi}{2}}{(R + r - 2R^{1/2}r^{1/2} \cos \frac{\phi - \theta}{2})(R + r + 2R^{1/2}r^{1/2} \cos \frac{\phi + \theta}{2})} d\phi \\
&= \frac{1}{\pi} \int_{-\pi}^{+\pi} U(Re^{i\phi})K_z(Re^{i\phi}, re^{i\phi}) d\phi, \\
U_3(z) &= \frac{1}{\pi} \int_{0}^{R} U(-t) t^{-1/2}r^{1/2} \cos \frac{\theta}{2} \left\{ \frac{1}{t + r - 2R^{1/2}r^{1/2} \sin \frac{\theta}{2}} \right\} dt \\
&= \frac{1}{\pi} \int_{0}^{R} U(-t) K_z(-t, z) dt, \\
(2.10) \]

(2.11) \[ U(z) = U_2(z) + U_3(z) \]

Let

(2.12) \[
N(\rho) = \frac{1}{2\pi} \int_{-\pi}^{+\pi} U(\rho e^{i\phi}) \cos \frac{\phi}{2} d\phi, \\
from (2.9)
\]

(2.12) \[
\begin{align*}
\frac{1}{2\pi \rho^{1/2}} \int_{-\pi}^{+\pi} U_2(\rho e^{i\phi}) \cos \frac{\theta}{2} d\theta &= \frac{1}{2\pi^2 \rho^{1/2}} \int_{-\pi}^{+\pi} \int_{-\pi}^{+\pi} U(Re^{i\phi}) K_z(Re^{i\phi}, \rho_1 e^{i\phi}) \cos \frac{\theta}{2} d\theta d\phi \\
&= \frac{1}{2\pi^2} \int_{-\pi}^{+\pi} U(Re^{i\phi}) \int_{-\pi}^{+\pi} \frac{\cos \theta/2}{\rho_1^{1/2}} K_z(Re^{i\phi}, \rho_1 e^{i\phi}) d\theta d\phi \\
&= \frac{1}{2\pi R^{1/2}} \int_{-\pi}^{+\pi} U(Re^{i\phi}) \cos \frac{\phi}{2} d\phi = \frac{N(R)}{R^{1/2}}. \\
As \ U(re^{i\theta}) \ is \ L\text{-integrable on intervals } [-\pi \leq \theta \leq \pi] \ and \ [0 \leq r \leq R, \ \theta = \pi], \ for \ \epsilon > 0
\]
\[
\lim_{\epsilon \to 0} \frac{1}{2\pi \rho_1^{1/2}} \int_{-\pi + \epsilon}^{\pi - \epsilon} u_3(\rho_1 e^{i\theta}) \cos \frac{\theta}{2} d\theta
\]

(2.13) \[
= \lim_{\epsilon \to \infty} \frac{1}{2\pi^2 \rho_1^{1/2}} \int_0^R U(-t) \int_{-\pi + \epsilon}^{\pi - \epsilon} K_2(-t, \rho_1 e^{i\theta}) \cos \frac{\theta}{2} d\theta dt
\]

\[
= \frac{1}{2\pi} \left\{ \frac{1}{\rho_1} \int_0^{\pi_1} \frac{U(-t)}{t^{1/2}} dt + \int_{\rho_1}^R \frac{U(-t)}{t^{3/2}} dt - \int_0^R \frac{U(-t)}{R t^{1/2}} dt \right\}.
\]

Thus we have

(2.14) \[
\frac{N(\rho_1)}{\rho_1^{1/2}} = \frac{1}{2\pi} \left\{ \int_0^{\pi_1} \frac{U(-t)}{\rho_1 t^{1/2}} dt + \int_{\rho_1}^R \frac{U(-t)}{t^{3/2}} dt - \int_0^R \frac{U(-t)}{R t^{1/2}} dt \right\}
\]

\[
+ \frac{N(R)}{R^{1/2}}.
\]

If we assume (e), from (2.7)

(2.15) \[
\int_{\sigma_1}^{\sigma_2} \frac{U(-t)}{t^{3/2}} dt < \epsilon
\]

for all \(\sigma_2 > \sigma_1 > N\) if \(N\) is selected sufficiently large for an arbitrary positive \(\epsilon\). Next, an application of the second mean value theorem shows that for \(\rho_1 < R' < R\) and \(0 < M < M' < \rho_1\)

(2.16) \[
\tau(\rho_1, R) = \int_0^{\pi_1} \frac{U(-t)}{t^{1/2}} \left( \frac{1}{\rho_1} - \frac{1}{R} \right) dt + \int_{\rho_1}^R \frac{U(-t)}{t^{1/2}} \left( \frac{1}{t} - \frac{1}{R} \right) dt
\]

\[
+ \frac{R - \rho_1}{R} \int_{\rho_1}^{R'} \frac{U(-t)}{t^{3/2}} dt.
\]

Thus from (2.15) and (2.16), we get

(2.17) \[
\tau(\rho_1) = \limsup_{R \to \infty} \tau(\rho_1, R) < \infty,
\]

\[
\limsup_{\rho_1 \to \infty} \tau(\rho_1) \leq 0.
\]

Hence, if \(\liminf_{R \to \infty} R^{-1/2} N(R) = \mu\), from (2.5), \(|\mu| < \infty\) and we can select a sequence \(\{R_n\}\) of \(R\) such that \(R_n \to \infty\) as \(n \to \infty\) and get \(\lim_{n \to \infty} R_n^{-1/2} N(R_n) = \mu\). If for such a sequence \(\{R_n\}\), we write \(\nu(\rho_1) = \lim_{n \to \infty} \tau(\rho_1, R_n)\), then \(\nu(\rho_1) \leq \tau(\rho_1)\). So that
(2.18) \[ \limsup_{\rho_1 \to \infty} \nu(\rho_1) \leq \limsup_{\rho_1 \to \infty} \tau(\rho_1). \]

From (2.14), (2.17) and (2.18), \( \limsup_{\rho_1 \to \infty} \rho_1^{-1/2} N(\rho_1) \leq \mu. \) Hence

(2.19) \[ \mu = \lim_{R \to \infty} R^{-1/2} N(R) \]

exists (a finite limit). So that from (2.14) and (2.19)

(2.20) \[ \lim_{R \to \infty} \int_1^R \frac{U(-l)}{l^{1/2}} \left( \frac{1}{l} - \frac{1}{R} \right) dl \]

exists. Select \( N \) sufficiently large for an arbitrary \( \epsilon > 0 \), then for \( r_2 > r_1 > N \)

\[ \left| \int_1^{r_2} \frac{U(-l)}{l^{1/2}} \left( \frac{1}{l} - \frac{1}{r_2} \right) dl - \int_1^{r_1} \frac{U(-l)}{l^{1/2}} \left( \frac{1}{l} - \frac{1}{r_1} \right) dl \right| < \epsilon. \]

Thus for \( M < r_1' < r_1 \) and \( r_1 < r_2' < r_2 \)

\( - \epsilon - \int_1^M \frac{U(-l)}{l^{1/2}} \left( \frac{1}{r_1} - \frac{1}{r_2} \right) dl - \frac{r_2 - r_1}{r_2} \int_{r_1'}^{r_1} \frac{U(-l)}{l^{3/2}} dl \)

(2.21)

\[ \leq \int_{r_1}^{r_2} \frac{U(-l)}{l^{3/2}} dl \leq \epsilon + \int_{r_2'}^{r_2} \frac{U(-l)}{l^{3/2}} dl. \]

If we select \( N \) sufficiently large for an arbitrary \( \epsilon > 0 \), then from (2.15) and (2.21), for \( r_2 > r_1 > N \)

\[ \left| \int_{r_1}^{r_2} \frac{U(-l)}{l^{3/2}} dl \right| < \epsilon. \]

Hence

(2.22) \[ \lim_{R \to \infty} \int_1^R \frac{U(-l)}{l^{3/2}} dl \]

exists. By (2.5), (2.9) and (2.19) we have

(2.23) \[ u_2(z) = 2\pi r^{1/2} \cos \frac{\theta}{2}. \]

And from (2.10) and (2.22) we get for \( |\arg z| < \pi - \delta, \pi > \delta > 0 \), uniformly \( \lim_{z \to \infty} u_2(z)/Rz^{1/2} = 0 \) [1]. Thus from (2.11), for \( |\arg z| < \pi - \delta, \pi > \delta > 0 \), uniformly \( \lim_{z \to \infty} U(z)/Rz^{1/2} = 2\mu. \) So that from (2.4)

(2.24) \[ \lim_{r \to \infty} r^{-\rho} u_1(r) = 2\mu. \]
Thus from (2.2), \( \mu \geq 0 \). If we write

\[(2.25) \quad T(r) = m(r) - u_1(-r),\]

then \( T(r) \geq 0 \). Therefore \( \int_1^R (T(r)/r^{1+p}) dr \) is a monotonously increasing function of \( R \). So that by (e) and (2.22), \( \int_1^\infty (T(r)/r^{1+p}) dr \) exists (a finite limit). Thus selecting a monotone decreasing sequence \( \{ \epsilon_k \} \) such that \( \epsilon_k \to 0 \) as \( k \to \infty \) and taking a suitable large \( r_k \) for each \( \epsilon_k \), we have

\[\int_{r_k}^{\infty} \frac{T(r)}{r^{1+p}} \, dr < \frac{\epsilon_k}{2^k}.\]

Accordingly if \( E(r_k) \) denotes an open set of \( r \) such that \( T(r) > r^p \epsilon_k \) for \( r \geq r_k \)

\[\int_{E(r_k)} d \log r < \frac{1}{2^k}.\]

The logarithmic length of \( U_{k>N}(r_k) \) is less than \( 2^{1-N} \). Thus

\[(2.26) \quad \lim_{r \to \infty} \frac{T(r)}{r^p} = 0\]

except for an open set \( E \) of \( r \) of finite logarithmic length. On the other hand, from the definition of \( u_1(z) \) in (2.2) and the equality of (1.2)

\[(2.27) \quad u(z) + u(-z) \geq u_1(\mid z \mid) + u_1(-\mid z \mid), \]

\[M(r) \geq u_1(r) + u_1(-r) - m(r).\]

By (2.26) and (2.27), we get

\[\liminf_{r \to \infty} \frac{M(r)}{r^p} \geq \lim_{r \to \infty} \frac{u_1(r)}{r^p}\]

except for the open set \( E \). Since \( M(r) \) is a monotone increasing function of \( r \) and \( \lim_{r \to \infty} r^{-\rho} u_1(r) = 2\mu \) by (2.24), we obtain

\[\liminf_{r \to \infty} \frac{M(r)}{r^\rho} \geq 2\mu.\]

On the other hand, from (2.2), \( u_1(r) \geq M(r) \). Hence

\[(2.28) \quad \lim_{r \to \infty} \frac{M(r)}{r^\rho} = 2\mu.\]

3. Proof of Theorem 4. Let \( u(Z) \) be a subharmonic function and \( \limsup_{r \to \infty} r^{-1/2} M(r) \leq 0 \). Then the following result is known [2]: \( w(z) \) in (2.2), with \( \arg w(z) = 0 \) on the positive real axis, can be written again in the form
(3.1) \[ w(z) = u_1(z) + iv_1(z) = \frac{1}{\pi} \int_0^\infty \frac{z^{1/2}u_1(-t)}{t^{1/2}(t+z)} \, dt. \]

Hence for \( 0 < \rho < 1/2 \)

(3.2) \[ u_1(r) - r^\rho = \frac{1}{\pi} \int_0^\infty \frac{r^{1/2}(u_1(-t) - t^\rho \cos \rho \pi)}{t^{1/2}(t+r)} \, dt. \]

By the condition (g) and \( m(r) \geq \mu_1(-r) \),

(3.3) \[ \int_0^\infty \frac{(u_1(r) - r^\rho)^+}{r^{1+\rho}} \, dr \leq \frac{1}{\pi} \int_0^\infty \int_0^\infty \frac{r^{-1/2-\rho}(u_1(-t) - t^\rho \cos \rho \pi)^+}{t^{1/2}(t+r)} \, dt \, dr \leq \frac{1}{\cos \rho \pi} \int_0^\infty \frac{(u_1(-t) - t^\rho \cos \rho \pi)^+}{t^{1+\rho}} \, dt < \infty. \]

So that \( \limsup_{r \to \infty} u_1(r)/r^\rho \leq 1 \) except for the open set of \( r \) of finite logarithmic length. Hence for every \( r \)

(3.4) \[ \limsup_{r \to \infty} u_1(r)/r^\rho \leq 1. \]

On the other hand, from (2.2)

(3.5) \[ -u_1(r) + r^\rho = \int_0^\infty \frac{r(-\pi \mu_1^*(t) + t^\rho \sin \rho \pi)}{\pi t(t+r)} \, dt. \]

Using the above method, by the condition (i) we find

(3.6) \[ \liminf_{r \to \infty} u_1(r)/r^\rho \geq 1. \]

Hence from (3.4) and (3.6)

(3.7) \[ \lim_{r \to \infty} u_1(r)/r^\rho = 1. \]

From (3.3) and (3.5)

(3.8) \[ \int_0^\infty \frac{u_1(r) - r^\rho}{r^{1+\rho}} \, dr \]

exists (a finite limit). Therefore from (3.2), (3.3) and (3.8),

(3.9) \[ \int_0^\infty \int_0^\infty \frac{r^{-1/2-\rho}}{t^{1/2}(t+r)} (-u_1(-t) + t^\rho \cos \rho \pi)^+ \, dt \, dr < \infty. \]
By the condition (g) and (3.2),
\[ \int_0^\infty \frac{(-u_1(-t) + t^\rho \cos \rho \pi)^+}{t^{3/2}} \, dt < \infty. \]
Hence by changing the sequence of double integral in (3.9) we have
\[ (3.10) \int_0^\infty \frac{(-u_1(-t) + t^\rho \cos \rho \pi)^+}{t^{1+\rho}} \, dt \text{ exists (a finite limit)}. \]

Thus from (3.7) and (3.10), using the same method as the proof of Theorem 2, we get (1.1) for 0 < \rho < 1/2. For 1/2 < \rho < 1 the proof is given analogously by the use of the following representation of w(z) in (2.2):
\[ w(z) = \frac{-1}{\pi} \int_0^\infty \frac{z^{3/2}u_1(-t)}{t^{3/2}(t + z)} \, dt \]
with \( \arg w(z) = 0 \) on the positive real axis [2]. Thus the proof of this theorem is completed.

4. Proof of Theorems 5 and 6. We consider \( u_1(z) \) of (2.2) under the hypothesis of (2.24). \( u_1(z) \) is the real part of the following function
\[ (4.1) W(z) = z \int_0^\infty \frac{\mu^*(t)}{t(t + z)} \, dt \]
which is regular in the domain \( |\arg z| < \pi \). Therefore by virtue of the study of Heins [4], for \( \mu > 0 \),
\[ (4.2) \lim_{r \to \infty} \frac{\mu^*(r)}{r^\rho} = \frac{2\mu}{\pi} \sin \rho \pi. \]
From (2.28) and (4.2) we get the proof of Theorem 5.

With the same method, we find the proof of Theorem 6 by the use of the equality (3.7).

References
5. F. and R. Nevanlinna, Über die Eigenschaften analytischer Funktionen in der
CONVERGENCE OF SEQUENCES OF COMPLEX TERMS DEFINED BY ITERATION

A. G. AZPEITIA

In a paper by J. Aczel [1], the following result is established: Let \( m(x_1, x_2, \ldots, x_p) \) be a continuous real function of the real variables \( x_i \) (\( i = 1, 2, \ldots, p \), \( -\infty < a < x_i < b < +\infty \)) such that: (a) \( m(x, x, \ldots, x) = x \) for any \( x \) in \((a, b)\), and (b) \( m(x_1, x_2, \ldots, x_p) \) is strictly increasing with respect to all \( x_i \). Then the sequence \( a_n = m(a_{n-p}, a_{n-p-1}, \ldots, a_{n-1}) \) with the initial terms \( a_1, a_2, \ldots, a_p \) arbitrarily chosen in \((a, b)\) is convergent.

As corollaries of this theorem, the author proves the theorem of Eneström and Kakeya,\(^1\) and some well known elementary results.\(^2\) In fact, the theorem of Eneström and Kakeya is proved to be equivalent to the Aczel result if the function \( m \) is of the form

\[
m(x_1, x_2, \ldots, x_p) = \left( \sum_{i=1}^{p} c_i x_i \right) / \left( \sum_{i=1}^{p} c_i \right),
\]

\[ (c_i > 0). \]

In the present paper, we prove the following more general theorem for the case of complex variables. The nature of the proof is necessarily new because of the impossibility of establishing any relations of inequality for the complex numbers similar to the ones used by Aczel in his proof. The concept of convexity is used to overcome this difficulty and no assumption of analyticity is required.

\(^1\) The simplest statement of this theorem is: Let \( z \) be any root of \( \sum_{i=0}^{n} b_i z^i = 0 \) with \( b_n, b_{n-1}, \ldots, b_0 \) decreasing positive real numbers. Then, \( z \) is of an absolute value less than 1. (See \([2; 3; 4]\).)

\(^2\) For example, the existence of the limit in the case \( m(x_1, x_2) = (x_1 + x_2)/2 \) (see \([5]\)) and consequently in the case of quasi-arithmetic means defined by \( m(x_1, x_2) = \frac{1}{f^{-1}\left[ f(x_1) + f(x_2) \right]/2} \), \([1, I. 4]\).

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use