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Suppose that \( \{S_n\} \) is a real sequence and \( x \) a real number in the interval \( 0 < x \leq 1 \). Representing \( x \) by a nonterminating binary decimal expansion, we shall denote by \( \{S_n(x)\} \) the subsequence obtained from \( \{S_n\} \) by omitting \( S_k \) if and only if there is a 0 in the \( k \)th decimal place in the expansion of \( x \). With this correspondence, it is then possible to speak of a "set of subsequences of the first category" an everywhere dense set of subsequences and so on.

For \((C, 1)\) summability, Buck and Pollard \([1]\) have proved

**Theorem 1.** If \( \{S_n\} \) is \((C, 1)\) summable to \( S \), and \( \sum_{k=1}^{\infty} S_k/k^2 \) converges, then almost all subsequences are \((C, 1)\) summable to \( S \).

If \( \{S_n\} \) is divergent, and \( A = (a_{mn}) \) a regular matrix, a theorem of Keogh and Petersen \([3]\) states the set of \( A \)-summable subsequences is of the first category. There are also results of a different nature due to Hill \([2]\).

We now turn to the method of almost convergence which has been investigated by Lorentz. A bounded sequence \( \{s_n\} \) is almost convergent if and only if

\[
\lim_{p \to \infty} \frac{1}{p} \sum_{n=1}^{n+p} s_k = s
\]

uniformly in \( n \). We prove

**Theorem 2.** There exist divergent sequences \( \{s_1\} \) and \( \{s_2\} \) such that

\( \{s_1\} \) and almost all of its subsequences are almost convergent and \( \{s_2\} \)

is almost convergent but almost all of its subsequences are not almost convergent.

**Proof.** For \( \{s_2\} \) consider the sequence \( 1, 0, 1, 0, 1, 0, \ldots \). Let \( x \) be a normal number of base 2; for definition and theorems on normal numbers see Niven \([6]\). Given \( x \), for every \( p \) there exists a subsequence of the integers \( \{n_\nu\}, \nu = 1, 2, 3, \ldots \) (the terms of \( \{n_\nu\} \) will depend on the choice of \( p \)) such that if \( x = .x_1x_2x_3 \ldots \)

\[
x_k = 1, \quad n_\nu \leq k \leq n_\nu + 2p.
\]
Thus, the number $x$ has arbitrarily large blocks of 1's in its binary expansion and $\{s^2_n(x)\}$ has, correspondingly, large blocks of terms identical with large blocks of terms of $s^2_n$. In general the first term of such a block will correspond to different subscripts in the sequences $\{s^2_n(x)\}$ and $\{s^2_n\}$. More explicitly, for each $\nu=1,2,3,\cdots$ there is an $r_\nu$, $r_\nu=r_\nu(x)$ where $s^2_{r_\nu}(x)=s^2_{r_\nu}$ and

$$\frac{1}{2p} \sum_{r_{p+1}}^{r_{p+2}} s_k(x) = \frac{1}{2}, \quad \nu = 1, 2, 3, \cdots.$$

Given $x$, for every $p$ there exists a subsequence of the integers $\{n_\mu\}$, $\mu=1,2,3,\cdots$ (again the terms of $\{n_\mu\}$ will depend on the choice of $p$) such that

$$x_k = 1, \quad k = n_\mu, n_\mu + 2, \cdots, n_\mu + 4p,$$

$$x_k = 0, \quad k = n_\mu + 1, \cdots, n_\mu + 4p + 1.$$

Hence for each $\mu=1,2,3,\cdots$ there is an $r_\mu$, $r_\mu=r_\mu(x)$ where $s^2_\mu(x)=s^2_{n_\mu}$ and either

$$\frac{1}{2p} \sum_{r_{p+1}}^{r_{p+2}} s_k(x) = 0 \quad \text{or} \quad \frac{1}{2p} \sum_{r_{p+1}}^{r_{p+2}} s_k(x) = 1.$$

In any case

$$\sup_n \frac{1}{2p} \sum_{n+1}^{n+2p} s_k(x) - \inf_n \frac{1}{2p} \sum_{n+1}^{n+2p} s_k(x) \geq \frac{1}{2}.$$

As the sequences $\{n_\nu\}$ and $\{n_\mu\}$ can be found for each $2p$, it is clear

$$\lim_{\nu \to \infty} \frac{1}{p} \sum_{n+1}^{n+p} s_k(x)$$

does not exist uniformly in $n$ and the sequence is not almost convergent. Since almost all $x$ are normal, almost all subsequences are not almost convergent.

For $\{s^1_n\}$, let $s^1_n = 0$, $n \neq \nu^5$, and $s^1_{\nu^5} = 1$. Let $\{n_k\}$ be such a sequence that

$$\lim_{k \to \infty} \frac{n_k - n_{k+1}}{n_k} = 0.$$

We define $x$ by $x_k = 1, \ k = n_1, n_2, \cdots, x_k = 0$ otherwise, then $\{s^1_n(x)\}$ has at least $n^5$ zeros between its $n$th and its $(n+1)$th one. Such a sequence is almost convergent to zero, see Lorentz [4, p. 171]. Hence, almost all subsequences of $\{s^1_n\}$ are almost convergent to zero as is $\{s^1_n\}$ itself—see [8].
2. In this section we suppose that $A = (a_{mn})$ is a strongly regular matrix, a matrix that sums every almost convergent sequence. A necessary and sufficient condition that a regular matrix be strongly regular is that

$$\lim_{m \to \infty} \sum_{n} |a_{mn} - a_{mn+1}| = 0,$$

see Lorentz [4, p. 176]. The intersection of the summability fields for all strongly regular matrices is the set of almost convergent sequences [7]. On the other hand the intersection of any finite or countably infinite set of summability fields of strongly regular matrices contains a sequence that is not almost convergent, [4, p. 187].

For each $m, n = 1, 2, \cdots$ let

$$t_n^{(m)} = \frac{1}{m} (s_{n+1} + \cdots + s_{n+m}).$$

Then almost convergence of $\{s_n\}$ means the uniform convergence in $n$ of the transforms: i.e. $|t_n^{(m)} - s| < \epsilon$ for $m \geq M$ and all $n = 1, 2, 3, \cdots$. We can arrange these transforms in an array, the $m$th row of the array consisting of the transforms $t_n^{(m)}$, $n = 1, 2, 3, \cdots$. Let $\alpha$ be the family of matrices that can be developed by selecting transforms from the array for rows of the matrix. No more than a finite number of transforms are to be taken from each row of the array. The family $\alpha$, for example, contains the $(C, 1)$ method—selecting for each row of the matrix the first transform in each row of the array. It is also clear that each member of $\alpha$ is strongly regular. If a matrix $A = (a_{mn})$ sums all bounded sequences that are summed by $B = (b_{mn})$, $A$ is said to be $b$-stronger than $B$. By the iteration of $A$ with $B$, we mean the matrix $C = (c_{mn})$, where

$$c_{mn} = \sum a_{mi} b_{in},$$

$A$, $B$, and $C$, being row finite.

**Theorem 3.** If $B$ is strongly regular, there is a matrix $A$, $A \subseteq \alpha$ such that $B$ is $b$-stronger than $A$.

**Proof.** The matrix $B$ is strongly regular, if and only if there exists a function $\Omega(n)$ strictly increasing to infinity such that

$$\lim_{m \to \infty} \sum_{n} \Omega(n) |b_{mn} - b_{mn+1}| = 0.$$

The function $\Omega(n)$ is called a summability function for $B$, [5]. We
further construct the increasing integer valued functions \( \lambda(m) \) and \( \mu(m) \) and the sequence \( \{m_k\} \) so that

\[
\sum_1^{\lambda(m)} |b_{mn}| < \epsilon_m, \quad \sum_{\mu(m)+1}^{\infty} |b_{mn}| < \epsilon_m
\]

and \( \lim_{m \to \infty} \epsilon_m = 0 \), \( \lambda(m_k) = \mu(m_k-1) \). In order to have \( \{m_k\} \) well defined, we shall assume \( \lambda(m) \leq \lambda(m-1) + 1 \), for all \( m = 2, 3, \ldots \). The matrix \( B' = (b'_{mn}) \), \( b'_{mn} = b_{mn} \), \( \lambda(m) \leq n \leq \mu(m) \), \( b'_{mn} = 0 \) elsewhere is \( b \)-equivalent to \( B \). Suppose

\[
\tau_k = \frac{1}{r_s} (s_{k+1} + \cdots + s_{k+r_s}),
\]

for all \( \lambda(m_s) < k \leq \lambda(m_{s+1}) \), where \( r_s \) shall be defined presently. Now if we iterate \( B' \) with \( A \), \( A \) being the matrix defined by the transforms \( \tau_k \), \( B' \cdot A = C \), then if \( \lambda(m_s) + r + 1 \leq n \leq \lambda(m_{s+1}) + 1 \)

\[
c_{mn} = \sum_{n-r_s}^{n-1} b_{mt} \frac{1}{r_s}.
\]

If we let

\[
d_{mn} = \sum_{n-r_p-1}^{\lambda(m_s)} b_{mi} \frac{1}{r_p-1} \quad \text{and} \quad d'_{mn} = \sum_{\lambda(m)+1}^{n} b_{mi} \frac{1}{r_p},
\]

then for \( \lambda(m_s) + 1 \leq n \leq \lambda(m_s) + r \), we have \( c_{mn} = d_{mn} + d'_{mn} \) if \( n - r_{p-1} \leq \lambda(m_s) \) and \( c_{mn} = d'_{mn} \) if \( n - r_{p-1} > \lambda(m_s) \). If \( \lambda(m_s) + r + 1 \leq n \leq \mu(m) \) and \( m_{p-1} \leq m \leq m_s \), then

\[
|b'_{mn} - c_{mn}| = |b'_{mn} - \frac{1}{r_s} \sum_{n-r_p}^{n-1} b_{mi}| \leq \frac{1}{r_s} \sum_{n-r_p}^{n-1} |b_{mn} - b_{mi}|
\]

\[
\leq \frac{1}{r_s} \sum_{n-r_p}^{n-1} \sum_{j=i}^{n-1} |b_{mj} - b_{m,j+1}|
\]

\[
\leq \frac{1}{r_s} \sum_{n-r_p}^{n-1} r_p |b_{mi} - b_{m,i+1}| = \sum_{n-r_p}^{n-1} |b_{mi} - b_{m,i+1}|.
\]

Similar calculations for \( \lambda(m_s) + 1 \leq n \leq \max \{\lambda(m_s) + r, \mu(m)\} \), \( m_{p-1} \leq m \leq m_s \), yield

\[
|b'_{mn} - c_{mn}| \leq 2 \sum_{n-r_p}^{n-1} |b_{mi} - b_{m,i+1}|
\]

providing \( r_s \geq r_{p-1} \). If \( |s_n| \leq M \) and \( m_{p-1} \leq m \leq m_s \)
\[ \sum_{1}^{\infty} (b'_{mn} - c_{mn})s_n \]
\[ \leq 2M \left[ \sum_{\lambda(m)}^{\mu(m+1)} \sum_{n-r_{\lambda(m+1)}}^{n-1} \left| b_{mi} - b_{mi+1} \right| + \sum_{\lambda(m+1)}^{\mu(m+1)} \sum_{n-r_{\lambda(m+1)}}^{n-1} \left| b_{mi} - b_{mi+1} \right| \right] \]
\[ \leq 2M \left[ \sum_{\lambda(m)}^{\mu(m+1)} r_{\lambda(m+1)} \left| b_{mn} - b_{mn+1} \right| + \sum_{\lambda(m+1)}^{\mu(m+1)} r_{\lambda(m+1)} \left| b_{mn} - b_{mn+1} \right| \right]. \]

Let \( f(n) = r_{\lambda(m+1)}, \lambda(m+1) \leq n \leq \mu(m+1) \). If \( \Omega(n) \) is a summability function of \( B \), we can have \( r_{\lambda} \) increase slowly enough with \( \nu \) that \( f(n) \leq \Omega(n) \) for all \( n \). It then follows that
\[ \lim_{n \to \infty} \sum_{1}^{\infty} f(n) \left| b_{mn} - b_{mn+1} \right| = 0. \]

From our previous considerations we have for \( |s_n| \leq M \):
\[ \left| \sum_{1}^{\infty} (b'_{mn} - c_{mn})s_n \right| \leq 2M \sum_{1}^{\infty} f(n) \left| b_{mn} - b_{mn+1} \right|, \]
so that
\[ \lim_{n \to \infty} \left| \sum_{1}^{\infty} (b'_{mn} - c_{mn})s_n \right| = 0. \]

This means that \( B' \) and \( B' \cdot A \) are \( b \)-equivalent and since \( B' \cdot A \) is \( b \)-stronger than \( A \), \( B' \) is \( b \)-stronger than \( A \). This completes our proof.

3. A regular matrix \( A = (a_{mn}) \) is one which transforms convergent sequences into sequences convergent to the same sum. We shall call the matrix \( L \)-regular if it is regular and transforms almost convergent sequences into sequences that are almost convergent to the same sum. The strongly regular matrices are \( L \)-regular, for example, as they transform the sequences that are almost convergent to a sum \( s \) into sequences that converge to \( s \). It is also clear that if \( A \) and \( B \) are \( L \)-regular, then \( A \cdot B \) is \( L \)-regular. If \( A \) is not \( L \)-regular, then it must transform an almost convergent sequence into one that is almost convergent to a different sum or one that is not almost convergent.

** Lemma 1.** If \( B \) is a regular matrix, then \( B \) is \( L \)-regular if and only if \( A \cdot B \) is strongly regular for every \( A \) in \( \alpha \).

** Proof.** Every \( A \) in \( \alpha \) is strongly regular and hence sums every almost convergent sequence to its almost convergent sum. Hence, if \( B \) is \( L \)-regular, it is clear that \( A \cdot B \) will be strongly regular, see [4, p. 169]. On the other hand if \( B \) transforms a sequence \( \{ s_n \} \) almost convergent to \( s \) into a sequence \( \{ s'_n \} \) almost convergent to \( s' \), then
A \cdot B \text{ sums } \{s_n\} \text{ to } s' \text{ and } A \cdot B \text{ is inconsistent with almost convergence. Hence, see [4, p. 176], } A \cdot B \text{ cannot be strongly regular. If } \{s_n\} \text{ is an almost convergent sequence and its transform } \{s'_n\} \text{ is not almost convergent, then a matrix of } \mathcal{A} \text{ can be found that sums } \{s'_n\} \text{ to any value between }

\begin{align*}
\inf_{k \to \infty} \limsup_{p \to \infty} \frac{1}{p} \sum_{k=1}^{k+p} s_n \quad \text{and} \quad \sup_{k \to \infty} \liminf_{p \to \infty} \frac{1}{p} \sum_{k=1}^{k+p} s_n.
\end{align*}

Clearly not all } A \cdot B \text{ will sum } \{s_n\} \text{ to the proper sum. Hence not all } A \cdot B \text{ will be strongly regular. This completes our proof. }

The quantity } k - \text{Var}(A_m) \text{ will be defined by }

\begin{align*}
k - \text{Var}(A_m) &= \sum_{n=1}^{\infty} \left| a_{mn} + \cdots + a_{m+k-1,n} \right| - (a_{m,n+1} + \cdots + a_{m+k-1,n+k})
\end{align*}

and } V(k) \text{ is defined by }

\begin{align*}
V(k) &= \sup_m k - \text{Var}(A_m).
\end{align*}

The } 1 - \text{Var}(A_m) \text{, for example, is given by }

\begin{align*}
1 - \text{Var}(A_m) &= \sum_{n=1}^{\infty} \left| a_{mn} - a_{m,n+1} \right|.
\end{align*}

Let } S \text{ be the set of transforms }

\begin{align*}
v_n^{(m)} &= \sum_{k=1}^{\infty} a_{mk} s_k,
\end{align*}

then } S \text{ can be arranged in an array of transforms, the } m \text{th row of the array consisting of the transforms } v_n^{(m)} \text{, } n = 1, 2, 3, \cdots \text{. Let } S \text{ be the family of matrices that can be developed by selecting transforms from the array for rows of the matrix. No more than a finite number of transforms are to be taken from each row of the array. The array is said to sum a sequence } \{s_n\} \text{ to } s \text{ if for all } \varepsilon > 0,

\begin{align*}
| v_n^{(m)} - s | < \varepsilon \quad \text{for } m \geq m(\varepsilon) \text{ and all } n = 1, 2, \cdots.
\end{align*}

An array is called regular if it sums every convergent sequence to the sum it converges to, and strongly regular if it sums every almost convergent sequence to the sum it is almost convergent to. It can be shown, [7], that an array is regular if and only if every member of } S \text{ is regular and it is strongly regular if and only if every member of } S \text{ is strongly regular. Hereafter, we shall mean by } S \text{ the set of trans-
forms arranged in the array described above. If the array is strongly regular or regular, we shall speak of $S$ as being strongly regular or regular.

**Lemma 2.** The array $S$ is strongly regular if and only if for all $\epsilon > 0$,
\[
\sum_{k=1}^{\infty} \left| a_{mk}^{(n)} - a_{m,k+1}^{(n)} \right| < \epsilon \quad \text{for } m \geq m(\epsilon) \text{ and all } n = 1, 2, \ldots.
\]

**Proof.** An array $S$ is strongly regular if and only if every matrix of $S$ is strongly regular—see [7]. If the condition of the lemma is not satisfied, there is an infinite sequence $\{m_\mu\}$ and a corresponding $\{n(m_\mu)\}$ such that
\[
\sum_{n} \left| a_{m_\mu k}^{(n_\mu)} - a_{m_\mu,k+1}^{(n_\mu)} \right| > \epsilon
\]
for some $\epsilon$. A matrix made up from the rows $\{v_{n(m_\mu)}^{(m_\mu)}\}$ is not therefore strongly regular. If the condition of the lemma is satisfied, it is plain that all the matrices of $S$ are strongly regular. This proves our assertion.

**Theorem 4.** A regular matrix $B = (b_{mn})$ is $L$-regular if and only if $V(k) = o(k)$.

Suppose $\tau_m = \sum b_{mn} s_n$, then the condition of Lemma 1 is equivalent to the statement that every matrix belonging to the family $S$ corresponding to the set $T$ of transforms $t_n^{(m)}$ be strongly regular, where
\[
t_n^{(m)} = \frac{1}{m} \sum_{n}^{n+m-1} \tau_k.
\]
From Lemma 2 this will be the case if and only if
\[
\sum_{n} \left| a_{mk}^{(n)} - a_{m,k+1}^{(n)} \right| < \epsilon, \quad \text{for } m \geq m(\epsilon) \text{ and } n = 1, 2, \ldots,
\]
where $t_n^{(m)} = \sum a_{mk}^{(n)} s_k$. However
\[
a_{mk}^{(n)} = \frac{1}{m} \sum_{n}^{n+m-1} b_{ik},
\]
and
\[
\sum \left| a_{mk}^{(m)} - a_{m,k+1}^{(m)} \right| = \frac{1}{m} m - \text{Var}(B_n) \leq \frac{1}{m} V(m),
\]
and so our theorem is proved.
4. We now shall give some examples of $L$-regular matrices. First, however, we shall prove a theorem concerning the matrices $C = (c_{mn})$ where $c_{mn} = 1/k$, $m \leq n \leq m + k$, $c_{mn} = 0$ elsewhere, $u_m = \sum c_{mn} s_n$. The reader can easily check that these matrices are all $L$-regular.

**Theorem 5.** Almost convergence is $b$-stronger than any one of the matrices just defined.

**Proof.** Consider the array $W$ where

$$w_n^{(m)} = \frac{1}{m} \sum_{n+1}^{n+m} u_r,$$

since $C$ is $L$-regular, it follows as in Theorem 4 that the method defined by the array $W$ is strongly regular. Moreover for

$$m > 2k \frac{1}{m} (s_{n+1} + \cdots + s_{n+m}) - \frac{1}{m} \sum_{n+1}^{n+m} u_r$$

$$\leq \frac{1}{m} \left[ \sum_{n+1}^{n+k} |s_r| + \sum_{n+1}^{n+m-k} |s_r| \right],$$

so that the difference converges to zero independently of $n$ if $|s_r| \leq M$ and the method described by the array $W$ is $b$-equivalent to almost convergence. However, it is clear that this array sums any sequence for which $\{u_m\}$ converges. Hence almost convergence is $b$-stronger than the matrix $C$.

The matrices of Theorem 5 provide examples of $L$-regular matrices, not all nonstrongly regular $L$-regular matrices have their bounded convergence field contained by almost convergence, however. For example, consider the identity matrix $D = (d_{mn})$, $d_{mm} = 1$; $d_{mn} = 0$, $m \neq n$. Form the submatrix $D'$ by retaining the rows

$k = 1, 2, \cdots, \nu^4 - 1, \nu^4 + \nu + 1, \cdots, (\nu + 1)^4 - 1, (\nu + 1)^4 + \nu + 2, \cdots.$

This matrix is $L$-regular, but it sums the sequence $\{s_n\}$, where $s_n = 1, \nu^4 \leq n \leq \nu^4 + \nu, s_n = 0$ elsewhere, and this sequence is not almost convergent.

Finally we remark that the matrices of Theorem 5, cannot, after Theorem 2, have the Buck-Pollard property.
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