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In a recent announcement in the Bulletin (cf. [1]), the authors outlined a proof that a differentiable function of a complex variable in a region $R$ has a power series expansion in some neighborhood of each point of $R$ (Theorem 3, [1]). The proof involved no integration, but failed to yield the full radius of convergence and required that it first be shown that all of the derivatives exist. In the last paragraph of [1], it was mentioned that a variation of an algorithm of J. Schur develops constructively the Taylor series for $f$, yields the full radius of convergence, and gives the existence of all the derivatives of $f$ as a corollary. This procedure is developed in this paper.

The letter $R$ will denote a bounded region in the complex plane.

**Lemma 1** (cf. [4, p. 77]). If $f$ from $R$ into $E_2$ is continuous on $R$, differentiable on $R$, and nonconstant, then

$$|f(z)| < \max_{t \in R-P} |f(t)| \quad \text{for all } z \in R.$$

**Lemma 2** (Theorem 1, [1]). If $p \in R$ and $f$ is differentiable and bounded on $R-p$, then $f$ may be defined at $p$ so that it will be continuous and differentiable at $p$.

**Lemma 3.** If the polynomial, $P(z) = a_0 + a_1z + \cdots + a_nz^n$, satisfies $|P(z)| \leq 1$ for $|z| \leq 1$, then $|a_i| \leq 1$, $i = 0, 1, \ldots, n$.

**Proof.** The conclusion holds for all polynomials of degree zero. Suppose it holds for all polynomials of degree $\leq k$ and $P(z) = a_0$
+ a_{2k} + \cdots + a_{k+1}z^{k+1} \text{ with } |P(z)| \leq 1 \text{ for } |z| \leq 1. \text{ If } Q(z) = 2^{-1}[P(z) - P(e^{i\theta}z)], \text{ then } |Q(z)| \leq 1 \text{ for } |z| \leq 1. \text{ Now } Q(z) \text{ has no constant term and, consequently, } z^{-1}Q(z) \text{ is a polynomial of degree } \leq k. \text{ Note that } |z^{-1}Q(z)| \leq 1 \text{ for } |z| = 1 \text{ and by Lemma 1 is } 1 \text{ for } |z| \leq 1. \text{ By the inductive hypothesis, the coefficients of } z^{-1}Q(z) \text{ are } 1 \text{ in modulus. By letting } \theta = \pi n^{-1} \text{ we get } |a_n| \leq 1 \text{ for } n = 1, 2, \ldots, k+1. \text{ Finally, } |a_0| = |P(0)| \leq 1.

Lemma 4. If \( \sum_{p=0}^{\infty} a_p z^p \) converges for \( |z| < 1 \) and \( \sum_{p=0}^{\infty} a_p z^p \leq 1 \), for \( |z| < 1 \), then \( |a_p| \leq 1 \) for \( p = 0, 1, \ldots \).

Proof. Let \( 0 < r < 1 \) and \( \epsilon > 0 \). There exists \( N > 0 \) such that if \( n > N, \sum_{p=0}^{n} a_p z^p \leq 1 + \epsilon \) for \( |z| \leq 1 \). By Lemma 3, \( |1 + \epsilon^{-1} a_p z^p| \leq 1 \) for \( p = 0, 1, \ldots, n \). Thus \( |a_p| = 1 \) for all \( p \).

Lemma 5. Let \( f(z) \) be differentiable and \( |f(z)| < 1 \) for \( |z| < 1 \). Let \( f_0(z) = f(z) \) and \( f_{p+1}(z) = [e_p - f_p(z)](z[1 - e_p f_p(z)])^{-1} \) where \( e_p = f_p(0) \). Then either

1. \(|e_p| < 1 \) for all \( p \) and \( f_p \) will be defined and differentiable for \( |z| < 1 \) with \( |f_p(z)| < 1 \) for \( p = 0, 1, \ldots \), or
2. \(|e_p| < 1 \) for \( p = 0, 1, \ldots, (k-1) \) with \(|e_k| = 1 \) and \( f_p \) will be defined and differentiable for \( |z| < 1 \) and \( p = 0, 1, \ldots, k \) with \( |f_p(z)| < 1 \) for \( |z| < 1 \) and \( p \leq k-1 \) and \( f_k(z) \) is constant of modulus one.

Proof. If \( h \) is a differentiable function with \( |h(z)| < 1 \) for \( |z| < 1 \) and \( e = h(0) \), then \(|[e - h(z)][1 - \hat{h}(z)]^{-1}| < 1 \) for \( |z| < 1 \) as is well known. Now, if \( g(z) = [e - h(z)][z[1 - \hat{h}(z)]^{-1} \), with \( g(0) \) defined to be \(-h'(0)(1 - |e|^2)^{-1} \), then \( g \) is continuous at \( z = 0 \) and by Lemma 2 is also differentiable there. Note that \(|g(z)| \leq |z|^{-1} \text{ for } 0 < |z| < 1 \) and thus by Lemma 1, \(|g(z)| \leq 1 \) for \(|z| < 1 \). If \(|g(z)| < 1 \text{ for } |z| < 1 \), then \( h \) may be replaced by \( g \) and the process continued. If there exists \( z_0 \) with \(|z_0| < 1 \) and \(|g(z_0)| = 1 \), then by Lemma 1, \( g \) is a constant of modulus one. This establishes Lemma 5.

Lemma 6. Suppose that, under the hypothesis of Lemma 5, the first case holds and let, for \( |z| < 1 \) and \( |t_p| \leq 1 \) where \( t_p \) is arbitrarily chosen for \( p = 0, 1, \ldots \), \( s_p(z, t_p) = [e_p - z t_p][1 - \hat{e}_p z t_p]^{-1} = e_p + (1 - |e_p|^2)z[\hat{e}_p z - t_p]^{-1} \text{ and } s_0(z, t_0) = s_p(z, t_p) = s_{p-1}(z, s_p(z, t_p)), \phi = 1, 2, \ldots, \text{ and } s_p(z, t_0) = s_0(z, t_0) \). Then \(|s_p(z, t_p)| < 1 \text{ and } s_p(z, f_{p+1}) = f_0(z) \) for \( p = 0, 1, \ldots \).
Proof. Since $|e_p| < 1$ and $|s_p(z, t_p)| < 1$, the first conclusion is immediate. For the second conclusion, note that $s_p(z, f_{p+1}(z)) = f_p(z)$ for $p = 0, 1, \ldots$. Thus

$$S_p(z, f_{p+1}(z)) = S_{p-1}(z, s_p[z, f_{p+1}(z)]) = S_{p-1}(z, f_p(z)) \cdots = S_0(z, f_1(z)) = s_0(z, f_1(z)) = f_0(z).$$

**Lemma 7.** Under the hypotheses of Lemmas 5 and 6 we have, for $p = 0, 1, \ldots$, that $S_p(z, t_p) = \sum_{m=0}^\infty a_m(p, t_p) z^m$ with the series converging to $S_p(z, t_p)$ for $|z| < 1$ and, moreover, the coefficients $a_m(p, t_p)$ are independent of $p$ and $t_p$ when $p \geq m$ and, finally, $|a_m(p, t_p)| \leq 1$ for all $p$ and $m$.

Proof. The functions $S_p(z, t_p)$ are rational functions of $z$ with a nonzero denominator provided $|z| < 1$ and, consequently have a power series expansion for $|z| < 1$. Now $a_0(p, t_p) = S_p(0, t_p) = f(0)$. Hence, suppose first that the coefficients are independent of $t_p$ for $m \leq p$ and $p \leq n$. (Suppose, in fact, that this is true regardless of what function $f$ is used originally.) By definition, $S_{n+1}(z, t_{n+1}) = S_n(z, s_{n+1}(z, t_{n+1})) = \cdots = s_0(z, s_1(z, s_2(z, s_3(z, \cdots, s_{n+1}(z, t_{n+1})))) \cdots)$ and this is $e_0 + (1 - |e|^2)z[e_0 - K^{-1}(z, t_{n+1})]^{-1}$ where $K(z, t_{n+1}) = s_1(z, s_2(z, s_3(z, \cdots, s_{n+1}(z, t_{n+1})))) \cdots$. By the inductive hypothesis (with $f$ replaced by $f_1$) the first $n$ terms of the power series of $K(z, t_{n+1})$ are independent of $t_{n+1}$. Thus the first $n+1$ terms of the power series expansion of $e_0 + (1 - |e|^2)z[e_0 - K^{-1}(z, t_{n+1})]$ are independent of $t_{n+1}$.

Now to show that $a_m(p, t_p)$ is independent of $p$ for $p \geq m$, simply note that, since $S_{p+1}(z, t_{p+1}) = S_p(z, s_{p+1}(z, t_{p+1}))$, $a_m(p+1, t_{p+1}) = a_m(p, s_{p+1}(z, t_{p+1}))$ for all $m$ and $p$. But for $p \geq m$, these are independent of $t_{p+1}$, so that $a_m(p+1) = a_m(p)$ for $p \geq m$. Finally, $|S_p(z, t_p)| < 1$ by Lemma 6 so that $|a_m(p, t_p)| \leq 1$ by Lemma 4.

This completes the proof of Lemma 7.

Let us now define, in view of Lemma 7,

$$a_m = a_m(p, t_p)$$

for $m = 0, 1, \cdots, p$ and $p = 0, 1, \cdots$.

**Theorem.** If $f$ is differentiable for $|z| < 1$ and $|f(z)| < 1$ for $|z| < 1$, then

$$f(z) = \sum_{m=0}^\infty a_m z^m$$

for $|z| < 1$ and $|a_m| \leq 1$ for all $m$. 
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Proof. Let us suppose that case 1 of Lemma 5 holds. The coefficients \(a_m\) are defined as above so that by Lemma 7, \(|a_m| \leq 1\). Now when \(p < q\),
\[
|S_q(z, t_q) - S_p(z, t_p)| = \left| \sum_{m=p+1}^{\infty} a_m(q, t_q)z^m - \sum_{m=p+1}^{\infty} a_m(p, t_p)z^m \right| \\
\leq 2r^{p+1}(1 - r)^{-1}
\]
whenever \(|z| \leq r < 1\). Thus \(\lim_p S_p(z, t_p)\) exists uniformly on compact subsets of \(|z| < 1\) and is independent of the choice of \(t_p\). By Lemma 6, \(S_p(z, f_p(z)) = f_0(z) = f(z)\), thus \(\lim_p S_p(z, t_p) = f(z)\). Now since
\[
\left| \sum_{m=0}^{\infty} a_mz^m - \sum_{m=0}^{\infty} a_m(p, t_p)z^m \right| = \left| \sum_{m=p+1}^{\infty} a_mz^m - \sum_{m=p+1}^{\infty} a_m(p, t_p)z^m \right| \\
\leq 2r^{p+1}(1 - r)^{-1},
\]
it follows that \(f(z) = \sum_{m=0}^{\infty} a_mz^m\).

Let us now suppose that case 2 of Lemma 5 holds so that \(f_p(z)\) is defined only for \(p = 0, 1, \ldots, k\) with \(f_k(z) = e^{i\alpha}\). Also, \(s_p\) and \(S_p\) will be defined only for \(p = 0, 1, \ldots, k\). Simply notice, as before, that \(f(z) = S_{k-1}(z, f_k(z)) = S_{k-1}(z, e^{i\alpha}) = \sum_{m=0}^{\infty} a_m(k-1, e^{i\alpha})z^m\). Thus, in this case, the coefficients are constants and \(a_m\) is defined to be \(a_m(k-1, e^{i\alpha})\) and \(f(z) = \sum_{m=0}^{\infty} a_mz^m\) as before.

Corollary. If \(f\) is differentiable in a region \(R\), then \(f'\) is continuous and differentiable in \(R\).
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