COMPARISON THEOREMS FOR ELLIPTIC DIFFERENTIAL EQUATIONS

COLIN CLARK AND C. A. SWANSON

In recent years the classical Sturm-Picone comparison theorem for a pair of second order ordinary differential equations has been generalized in two directions. First, Hartman and Wintner [3] have extended the theorem to self-adjoint elliptic equations in $n$ dimensions. On the other hand, Leighton [5] has shown in the case $n=1$ that the usual pointwise inequalities for the coefficients can be replaced by a more general inequality. Our main purpose in this note is to extend Leighton's result to self-adjoint elliptic equations. The Hartman-Wintner result is a corollary of our main theorem. We also give an example to show that our result is actually stronger. An interesting feature is the simplicity of our proof as compared to that of Hartman and Wintner or the recent proof of Kreith [4].

Our result, like Leighton's, is an easy consequence of a theorem from the calculus of variations. A simple proof of the latter theorem in the form required is outlined below; it depends only on Green's formula and an elementary identity.

Let $\Omega$ be a bounded, open set in $n$-dimensional Euclidean space $E^n$, with boundary $\partial \Omega$ having a piecewise continuous unit normal. A typical point of $E^n$ will be denoted by $x = (x^1, x^2, \cdots, x^n)$. Partial differentiation with respect to $x^i$ will be denoted by $D_i (i = 1, 2, \cdots, n)$. The linear, elliptic self-adjoint partial differential operator $L$ defined by

$$L u = \sum_{i,j=1}^n D_j (a_{ij} D_i u) + b u, \quad a_{ij} = a_{ji},$$

will be considered on $\Omega$. We assume that the $a_{ij}$ and $b$ are real and continuous on $\overline{\Omega}$ and that the symmetric matrix $(a_{ij})$ is positive definite on $\Omega$. A "solution" $u$ of $Lu = 0$ is supposed to be continuous on $\overline{\Omega}$ and have uniformly continuous first partial derivatives in $\Omega$, and all derivatives involved in (1) are supposed to exist, be continuous, and satisfy $Lu = 0$ at every point of $\Omega$.

The operator $L$ is the Euler-Jacobi operator associated with the quadratic functional
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(2) \[ J[u] = \int_\Omega \left( \sum_{i,j} a_{ij} D_i u D_j u - bu^2 \right) dx. \]

The domain \( \Omega \) of \( J \) is defined to be the set of all real-valued continuous functions on \( \overline{\Omega} \) which vanish on \( B \) and have uniformly continuous first partial derivatives on \( \Omega \).

The following lemma is similar to a theorem from the calculus of variations (cf. [2, p. 681]). (The referee has pointed out that a special case was proved by H. A. Schwarz [6, p. 157].)

**Lemma.** If there exists \( u \in \Omega \) not identically zero such that \( J[u] \leq 0 \), then every solution \( v \) of \( Lv = 0 \) vanishes at some point of \( \overline{\Omega} \).

**Proof.** Suppose to the contrary that there exists a solution \( v \neq 0 \) on \( \overline{\Omega} \). For \( u \in \Omega \), define

\[
X^i = v D_i (u/v); \\
Y^i = v^{-1} \sum_j a_{ij} D_j v, \quad i = 1, 2, \ldots, n; \\
E[u, v] = \sum_{i,j} a_{ij} X^i X^j + \sum_i D_i (u^2 Y^i).
\]

A routine calculation gives the identity

\[
E[u, v] = \Omega[u] + u^2 v^{-1} Lv,
\]

where

\[
\Omega[u] = \sum_{i,j} a_{ij} D_i u D_j u - bu^2.
\]

Hence

\[
J[u] = \int_\Omega \left[ \sum_{i,j} a_{ij} X^i X^j + \sum_i D_i (u^2 Y^i) \right] dx.
\]

Since \( u \) vanishes on \( B \), the integral of the second sum is zero by Green's formula. Since \( (a_{ij}) \) is positive definite, it follows that \( J[u] \geq 0 \), equality holding if and only if \( X^i \) is identically zero for each \( i = 1, 2, \ldots, n \), i.e. \( u \) is a constant multiple of \( v \). The latter cannot occur since \( u = 0 \) on \( B \) and \( v \neq 0 \) on \( B \), and hence \( J[u] > 0 \). This contradiction establishes the lemma.

Consider now, in addition to (1), a second differential operator \( L^* \) of the same form,

(3) \[ L^* u = \sum_{i,j=1}^n D_j (a_{ij}^* D_i u) + b^* u, \]
where \( a^*_i \) and \( b^* \) satisfy the same conditions as \( a_{ij} \) and \( b \). The associated quadratic functional \( J^*[u] \) is the analogue of (2).

**Theorem 1.** If there exists a nontrivial solution \( u \) of \( L^*u = 0 \) in \( R \) such that \( u = 0 \) on \( B \) and

\[
\int_R \left[ \sum (a^*_i - a_{ij}) D_i u D_j u + (b - b^*) u^2 \right] dx \geq 0,
\]

then every solution of \( Lv = 0 \) vanishes at some point of \( \overline{R} \).

**Proof.** Since \( u = 0 \) on \( B \), it follows from Green’s formula that

\[
J^*[u] = - \int_R u L^* u dx = 0.
\]

Since the hypothesis (4) is equivalent to \( J[u] \leq J^*[u] \), the condition \( J[u] \leq 0 \) of the lemma is fulfilled. Hence \( v \) vanishes at some point of \( \overline{R} \).

Theorem 1 clearly generalizes the following result stated by Kreith [4], which is somewhat stronger than the theorem of Hartman and Wintner [3].

**Corollary.** Suppose that \( (a^*_i - a_{ij}) \) is non-negative definite and \( b \geq b^* \) on \( \overline{R} \). If there exists a nontrivial solution \( u \) of \( L^*u = 0 \) in \( R \) such that \( u = 0 \) on \( B \), then every solution of \( Lv = 0 \) vanishes at some point of \( \overline{R} \).

**Remarks.** Hartman and Wintner assume that \( L \) is a “strict Sturmian majorant” of \( L^* \). This means in addition to the above non-negative conditions either that \( b \neq b^* \) at some point or (if \( b \equiv b^* \)) that \( (a^*_i - a_{ij}) \) is positive definite and \( b \neq 0 \) at some point. We remark that Kreith has apparently disregarded the exceptional cases in his proof by failing to consider the possibility of equality in some variational principles for eigenvalues.

The Hartman-Wintner theorem can be obtained by our method even if \( (a_{ij}) \) is only non-negative definite. In this event we assert that the conclusion of the above corollary is valid provided \( L \) is a strict Sturmian majorant of \( L^* \) and \( u \) does not vanish in any open set contained in \( R \). For under these assumptions the integral in (4) is strictly positive, and the lemma remains valid for non-negative definite \( (a_{ij}) \) provided the hypothesis \( J[u] \leq 0 \) is replaced by \( J[u] < 0 \). Note also that the hypothesis that \( u \) does not vanish in any open set of \( R \) can be deleted if all the coefficients \( a_{ij} \) are of class \( C^{2,1} \) (i.e. all second derivatives exist and are Lipschitzian); for under this assumption, Aronszajn’s theorem [1] guarantees that every solution of \( L^*u = 0 \) which vanishes on an open subset of the (connected) open set \( R \) vanishes on \( R \).
Example. The following example, similar to one given by Leighton for \( n = 1 \), illustrates that our theorem is a proper generalization of the earlier results already discussed. Let \( n = 2 \) and take \( R \) to be the square \( 0 < x_1, x_2 < \pi \). Let \( \Delta = D_1^2 + D_2^2 \) be the Laplacian operator and consider

\[
L^*u = \Delta u + 2u, \\
Lv = \Delta v + pv,
\]

where

\[
p(x_1, x_2) = f(x_1)f(x_2) + 2, \quad \text{with} \quad f \in C[0, \pi].
\]

The function \( u = \sin x_1 \sin x_2 \) is zero on \( B \) and satisfies \( L^*u = 0 \). Thus every solution of \( Lv = 0 \) must vanish at some point of \( \overline{R} \) since (4) is fulfilled:

\[
\int_0^\pi \int_0^\pi f(x_1)f(x_2) \sin^2 x_1 \sin^2 x_2 \, dx_1 dx_2 \geq 0.
\]

Unless \( f(x) \) has constant sign, this cannot be concluded from the earlier results.

The same technique can be employed to generalize another result of Leighton [5, p. 607] to \( n \) dimensions if the differential operators have the forms

\[
Lv = \sum D_i(a_i D_i u) + bv, \\
L^*u = \sum D_i(a^*_i D_i u) + b^* u,
\]

where the coefficients satisfy the same conditions as in Theorem 1.

Theorem 2. If there exists a nontrivial solution \( u \) of \( L^*u = 0 \) in \( R \) such that \( u = 0 \) on \( B \) and

\[
\int_{R} \left[ \left( b - \frac{a}{a^*} b^* \right) u^2 + a^* u \nabla u \cdot \nabla \left( \frac{a}{a^*} \right) \right] \, dx \geq 0,
\]

then every solution of \( Lv = 0 \) vanishes at some point of \( \overline{R} \).

Proof. By straightforward calculation the left side of (5) equals \( \int_{R} Lu \, dx = - J[u] \geq 0 \) by hypothesis.
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**LOCAL TRAJECTORY EQUIVALENCE OF DIFFERENTIAL SYSTEMS**

COURTNEY COLEMAN

1. Consider the two differential systems

   (1) \[ \frac{dx}{dt} = f(x) \]

   and

   (2) \[ \frac{dx}{dt} = g(x), \]

   where \( x \) is an \( n \)-vector, (1) and (2) each possess an asymptotically stable critical point which is taken without loss of generality to be the origin in each case, and \( f \) and \( g \) satisfy conditions sufficient to guarantee existence and uniqueness of solutions in some neighborhood of the origin. In any event, it is assumed that \( f \) and \( g \) are continuous near the origin. In general, systems (1) and (2) are said to be *locally trajectory equivalent* with respect to the regions \( R \) and \( S \) if there is a homeomorphism of \( R \) onto \( S \) mapping arcs of trajectories of (1) in \( R \) onto arcs of trajectories of (2) in \( S \). In this note the following theorem is proved.

**Theorem.** *Under the conditions on \( f \) and \( g \) given above, there is a pair of neighborhoods of the origin with respect to which systems (1) and (2) are locally trajectory equivalent.*
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