DUAL GENERALIZED BASES IN LINEAR TOPOLOGICAL SPACES
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1. Introduction. Arsove and Edwards in [2] studied generalized bases in linear topological spaces. In this paper, we study a concept which is, in a sense, dual to that of the generalized basis.

Let $X$ be a linear topological space, and let $\{x_\alpha\}$ be a family of elements of that space. Suppose there is a total family of linear functionals, $\{\varphi_\alpha\} \subset X^*$, such that $\varphi_\alpha(x_\beta) = \delta_{\alpha\beta}$, the Kronecker delta. Then $\{x_\alpha\}$ is called a generalized basis for $X$. If we do not ask that $\{\varphi_\alpha\}$ be a total family, but demand that $\{x_\alpha\}$ be total (i.e. fundamental) in $X$, the resulting biorthogonal system is to be called a dual generalized basis system.

We shall see (example 2) that dual generalized bases do arise rather naturally. Furthermore every locally convex, separable Hausdorff space contains a dual generalized basis. This second result is due to Klee [8]. Arsove and Edwards [2] derived an isomorphism theorem for spaces containing generalized bases which we use to derive a corresponding result for spaces containing dual generalized bases. We also use the Arsove-Edwards theorem to derive isomorphism theorems for quotient spaces of spaces admitting maximal biorthogonal systems.
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2. Classification of maximal biorthogonal systems. Let $X$ be a linear topological space with conjugate space $X^*$, and suppose $\{x_\alpha\} \subset X$, $\{\varphi_\alpha\} \subset X^*$ such that $\varphi_\alpha(x_\beta) = \delta_{\alpha\beta}$. The system $\{x_\alpha; \varphi_\alpha\}$ is called a biorthogonal system. A second biorthogonal system $\{x_\alpha'; \varphi_\alpha'\}$ is an extension of the first if $\{x_\alpha; \varphi_\alpha\} \subset \{x_\alpha'; \varphi_\alpha'\}$. The system $\{x_\alpha; \varphi_\alpha\}$ is maximal if it has no proper extension. We denote the linear span of the family $\{x_\alpha\}$ by $\text{sp}\{x_\alpha\}$, and the closure of this span by $[x_\alpha]$. (This closure is always to be understood in the topology under consideration.) The coefficient map, $\Phi(\cdot)$, takes $X$ into the space $A$ of all generalized sequences $\{a_\alpha\}$, and is defined by $\Phi(x) = \{\varphi_\alpha(x)\}$.

Dieudonné [3] gives the following criterion for the maximality of a biorthogonal system $\{x_\alpha; \varphi_\alpha\}$: The system is maximal if and only if (a) $[x_\alpha] \subset [\varphi_\alpha]$, or (b) $\cap_\alpha \Pi(\varphi_\alpha) \subset [x_\alpha]$. ($\Pi(\varphi_\alpha)$ denotes the null space of $\varphi_\alpha$).

Julia [5] constructed a maximal biorthogonal system in a Hilbert space with the property that both $\Pi(\Phi)$ and $X \sim [x_\alpha]$ are both infinite.
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dimensional. It seems reasonable, however, that the more interesting systems should have at least one of the families, \( \{x_\alpha\} \) or \( \{\varphi_\alpha\} \), total. A biorthogonal system \( \{x_\alpha; \varphi_\alpha\} \) will be called a total system if either \( [x_\alpha] = X \) or \( \mathcal{H}(\Phi) = \{0\} \). This gives three types of total biorthogonal systems:

1. \( \{x_\alpha; \varphi_\alpha\} \) has both \( [x_\alpha] = X \) and \( \mathcal{H}(\Phi) = \{0\} \). (Markushevich basis system, or complete biorthogonal system, see [2].)
2. \( \{x_\alpha; \varphi_\alpha\} \) has at least \( [x_\alpha] = X \).
3. \( \{x_\alpha; \varphi_\alpha\} \) has at least \( \mathcal{H}(\Phi) = \{0\} \). (Generalized basis system, see [2].)

Since the second type appears to be dual to the third in terms of the pairing \((X, X^*)\), it is called a dual generalized basis system. This duality is more than merely formal, and will be used in deriving the isomorphism theorem in §4.

To see that dual generalized bases do occur rather naturally, consider a biorthogonal system \( \{p_n(x); w_n(x)\} \) in \( L_2(-1, 1) \), where \( \{p_n(x)\} \) is a simple sequence of polynomials (that is, the degree of \( p_n(x) \) is precisely \( n \)). If the sequence \( \{w_n(x)\} \) is not total, the system is indeed of type (2), since \( [p_n(x)] = L_2(-1, 1) \) by the Stone-Weierstrass theorem. To construct such an example in \( L_2(-1, 1) \), one may start with the Legendre polynomials, and proceed as in the example of [2, p. 100].

3. Minimality and biorthogonality. In a finite dimensional space, a necessary condition that a set of vectors form a basis is linear independence. A natural extension of this condition is also necessary for a family \( \{x_\alpha\} \) in an infinite dimensional linear topological space to be a basis. This condition, discussed by Kaczmarz and Steinhaus [6], is called minimality, and is defined as follows: A family \( \{x_\alpha\} \) is minimal if no \( x_\alpha \) is in the closure of the span of the remaining elements of the family. That is, \( \{x_\alpha\} \) is minimal if \( x_\alpha \notin [x_\beta]_{\beta \neq \alpha} \) for each \( \alpha \). Minimal sequences in Banach spaces were studied by Frink [4]. A result of his which is generally true for linear topological spaces is:

**Lemma.** If \( \{x_\alpha\} \) is minimal, for any \( \alpha \) and any \( x \in [x_\alpha] \) there is a unique scalar \( a_\alpha \) such that \( x - a_\alpha x_\alpha \in [x_\beta]_{\beta \neq \alpha} \).

If \( X \) is a Banach space, Frink showed that \( \{x_\alpha\} \) is minimal if and only if there exists a family \( \{\varphi_\alpha\} \subset X^* \) such that the system \( \{x_\alpha; \varphi_\alpha\} \) is biorthogonal. This result extends readily to more general linear topological spaces, see, for example [9, p. 10]: Let \( X \) be a locally convex, Hausdorff linear topological space. A family \( \{x_\alpha\} \) in \( X \) is minimal if and only if there exists a family of continuous linear functionals \( \{\varphi_\alpha\} \) such that the system \( \{x_\alpha; \varphi_\alpha\} \) is biorthogonal.
Any biorthogonal system for a locally convex Hausdorff space may be extended to a maximal biorthogonal system. The proof of this assertion amounts to a simple application of Zorn's lemma. It is not true, however, that any minimal family extends to a total family. This amounts to saying just that there is a generalized basis \( \{x_\alpha\} \) in some space which is a subset of no total generalized basis for that space. An example of such a generalized basis is the unit vector "basis" for the space \((m)\) of bounded sequences.

If \( \{x_\alpha\} \) is a nontotal generalized basis for the locally convex Hausdorff space \( X \), the following process may be used to increase the family one element at a time. Let \( y \in X \sim [x_\alpha] \). Then, the Hahn-Banach theorem yields a continuous linear functional \( y^* \) such that \( y^*(y) = 1 \) and \( y^*([x_\alpha]) = 0 \). Let \( \{\varphi_\alpha\} \) be the total family of functionals originally associated with \( \{x_\alpha\} \). The family \( \{x_\alpha, y\} \) is a generalized basis with the family of coefficient functionals \( \{\varphi'_\alpha, y^*\} \) defined by \( \varphi'_\alpha = \varphi_\alpha - (\varphi_\alpha(y))y^* \). The biorthogonality of \( \{x_\alpha, y; \varphi'_\alpha, y^*\} \) is clear. We must merely show that the family \( \{\varphi'_\alpha, y^*\} \) is total. Let \( x \in \mathfrak{M}(\Phi') \), where \( \Phi' \) is the new coefficient mapping. Then \( y^*(x) = 0 \) and \( \varphi_\alpha(x) = 0 \) for each \( \alpha \). Since \( \{x_\alpha; \varphi_\alpha\} \) is a generalized basis system, this last equality implies that \( x = 0 \), so that the family \( \{\varphi'_\alpha, y^*\} \) is total. We have, then, this proposition:

**Proposition.** If \( \{x_\alpha\} \) is a nontotal generalized basis for a locally convex, Hausdorff space \( X \), there is a generalized basis \( \{u_\alpha\} \) for \( X \) such that \( \{x_\alpha\} \subset \{u_\alpha\} \), but \( \{x_\alpha\} \neq \{u_\alpha\} \).

Every separable, locally convex Hausdorff space contains a dual generalized basis [8]. In fact, every separable Banach space contains a Markushevich basis [10].

4. **Isomorphism theorems.** A useful concept in the comparison of bases and biorthogonal systems is that of similarity. Arsove [1] calls two bases similar if the same families of expansion coefficients yield convergent expansions in terms of both bases. From this definition he shows that Fréchet spaces having similar bases are themselves isomorphic.

In [2], the definition of similarity is extended as follows: Let \( \{x_\alpha; \varphi_\alpha\} \) be a biorthogonal system with \( \{x_\alpha\} \subset X \), and \( \{y_\alpha; \psi_\alpha\} \) a biorthogonal system with \( \{y_\alpha\} \subset Y \). Let \( \Phi \) and \( \Psi \) be the corresponding coefficient mappings. Then, \( \{x_\alpha; \varphi_\alpha\} \) and \( \{y_\alpha; \psi_\alpha\} \) are similar if \( \Phi(X) = \Psi(Y) \). From this they deduce the important isomorphism theorem which we shall need in the following.
Theorem (Arsove-Edwards). Let $X$ and $Y$ be complete metric linear spaces containing similar generalized bases $\{x_\alpha\}$ and $\{y_\alpha\}$ respectively. Then, there is an isomorphism $T$ of $X$ onto $Y$ such that $T(x_\alpha) = y_\alpha$.

The known converse of this theorem is true in the more general form: Let $X$ and $Y$ be linear topological spaces isomorphic under the map $T$. If $\{x_\alpha\} \subset X$ is a Schauder basis (Markushevich basis, generalized basis, dual generalized basis), then the family $\{y_\alpha\}$ defined by $Tx_\alpha = y_\alpha$ is also a Schauder basis (etc.) for $Y$.

Using the isomorphism theorem, we get an isomorphism for certain quotient spaces of complete metric linear spaces, which contain similar maximal biorthogonal systems. First we need the lemma:

Lemma 2. Let $\{x_\alpha; \phi_\alpha\}$ be a biorthogonal system for the linear topological space $X$. Let $Q$ denote the quotient map from $X$ to $X/\mathfrak{H}(\Phi)$.

(i) $\{Q(x_\alpha); \phi_\alpha\}$ is a generalized basis for $X/\mathfrak{H}(\Phi)$, where $\phi_\alpha$ is defined by $\phi_\alpha(Q(x)) = \phi_\alpha(x)$.

(ii) If $\{x_\alpha; \phi_\alpha\}$ is a dual generalized basis, then $\{Q(x_\alpha); \phi_\alpha\}$ is a Markushevich basis.

(iii) If $\{x_\alpha; \phi_\alpha\}$ is a maximal biorthogonal system for a locally convex, Hausdorff space $X$, then $\{Q(x_\alpha); \phi_\alpha\}$ is a Markushevich basis for $X/\mathfrak{H}(\Phi)$ if and only if $\{x_\alpha; \phi_\alpha\}$ is a dual generalized basis system for $X$.

Proof. Let $A$ denote the range of $\Phi$. Define the map $\Phi: X/\mathfrak{H}(\Phi) \rightarrow A$ by $\Phi \circ Q = \Phi$. Then, topologize $A$ with the topology induced from $X/\mathfrak{H}(\Phi)$ by $\Phi$. With this topology, $\Phi$ must be continuous. Further $\Phi$ is the coefficient map associated with the continuous linear functionals, $\{\phi_\alpha\}$. It is clear that $\mathfrak{H}(\Phi) = \{0\}$, proving (i). If $\{x_\alpha\}$ is total, then so is $\{Q(x_\alpha)\}$, so we have (ii). For (iii), assume that $\{Q(x_\alpha)\}$ is total. From the maximality of the system $\{x_\alpha; \phi_\alpha\}$, we have $\mathfrak{H}(\Phi) \subset [x_\alpha]$, so if $f \in [x_\alpha]^\perp$, then $f \in (\mathfrak{H}(\Phi))^\perp$. Therefore, $f$ induces a map $f: X/\mathfrak{H}(\Phi) \rightarrow A$ defined by $f = \Phi \circ Q$. Therefore, $\bar{f}(Q(x_\alpha)) = f(x_\alpha) = 0$, and the totality of $\{Q(x_\alpha)\}$ gives us $\bar{f} = 0$. Therefore, $f = 0$ and $\{x_\alpha\}$ is indeed a total family.

Theorem 1. Let $X$ and $Y$ be complete metric linear spaces. Let $\{x_\alpha; \varphi_\alpha\}$ and $\{y_\alpha; \psi_\alpha\}$ be similar biorthogonal systems for $X$ and $Y$ respectively. Then, there is an isomorphism $T: X/\mathfrak{H}(\Phi) \rightarrow Y/\mathfrak{H}(\Psi)$ such that $T(Qx_\alpha) = Q'y_\alpha$, ($Q$ and $Q'$ are the quotient maps involved.)

The proof follows from the lemma and the Arsove-Edwards isomorphism theorem.

Lemma 3. Let $\{x_\alpha; \phi_\alpha\}$ be a biorthogonal system for a space $X$. Let
χ: X→X** be the canonical map. If the biorthogonal system is a dual generalized basis system for X, then \{φα; χ(xα)\} is a generalized basis for X*.

Note. The dual form of this lemma does not hold: Let \{eα\} be the "unit vector basis" for the spaces (l) and (m). Let χ₁: (l)→(m*) and χₘ: (m)→(m**) be the canonical embeddings. Then \{eₙ; χ₁(eₙ)\} is a generalized basis for (m), but \{χ₁(eₙ); χₘ(eₙ)\} is not even a maximal system.

Proof. Let \{xα; φα\} be a dual generalized basis system. Let \(f \in \prod_α X(xα)\). Then, \(f(xα) = 0\) for all α, so \(f(u) = 0\) for each \(u \in X\). That is, \(f = 0\), so \{φα; xα\} is a generalized basis system for X*.

We now define the dual form of similarity: Let X and Y be linear topological spaces. Let \{xα; φα\} and \{yα; ψα\} be biorthogonal systems for X and Y, respectively. If X and Y are the coefficient maps associated with the families \{xα\} and \{yα\}, the systems \{xα; φα\} and \{yα; ψα\} are said to be *-similar if \(X(X*) = Y(Y*)\). Using this definition, the following lemma is a corollary of the Arsove-Edwards theorem.

Lemma 4. Let X and Y be linear topological spaces with metric topologies on X* and Y* making them complete. If \{xα; φα\} and \{yα; ψα\} are *-similar dual generalized bases, then there is an isomorphism \(3\) of X* onto Y* such that \(3(φα) = ψα\).

With this lemma, we have the machinery to prove the isomorphism theorem.

Theorem 2. Let X and Y be Banach spaces, and let \{xα; φα\}, \{yα; ψα\} be *-similar dual generalized basis for X and Y respectively. Then, X and Y are isomorphic under a map \(T\) satisfying \(T(xα) = yα\).

Proof. By Lemma 4, there is an isomorphism \(S: Y*\rightarrow X*\) with \(S(ψα) = φα\). We let \{xα\} and \{yα\} denote the canonical images of \{xα\} and \{yα\} in the second conjugates X** and Y**. For any \(ψ \in Y*\), we have \((S*(xα) - yα)ψ = xα(S(ψ)) - yα(ψ) = 0\) from the definition of the isomorphism \(S\) (see [2; p. 100]). Thus, \(S*(xα) = yα\), and we must have \(U[xα] = [yα]\) under the restriction, U, of \(S*\) to \([xα]\). Therefore, if \(Xx\) and \(Yy\) are the canonical embeddings, the desired isomorphism is given by \(T = y^{-1} \circ U \circ Xx\).

The property of Banach spaces that makes this theorem valid is the fact that the canonical maps are isomorphisms.

5. Related results. If \{xα; φα\} is a generalized basis system for a locally convex space X, the family \{φα\} is uniquely determined if
Theorem 3. Let \( \{x_\alpha; \varphi_\alpha\} \) be a dual generalized basis system for the linear topological space \( X \). The family \( \{x_\alpha\} \) is uniquely determined if and only if \( \{\varphi_\alpha\} \) is total.

Proof. Suppose \( \{\varphi_\alpha\} \) is not total, and let \( u \in \mathfrak{H}(\Phi) \) such that \( u \neq 0 \). Let \( x'_\alpha = x_\alpha + e_\alpha u \), where \( e_\alpha \) vanishes except for a finite number of indices, \( \alpha_j \), and then \( e_\alpha = 1 \). Let \( A' \) be the index set for \( \{x_\alpha\} \) with the \( \alpha_j \)'s removed. The family \( \{x'_\alpha\} \) is clearly total if the element \( u \) is in \( [x_\alpha]_{\alpha \in A'} \). By the lemma of Frink's mentioned in §3, the element \( u - \sum_{j=1}^n \varphi_{\alpha_j}(u)x_{\alpha_j} \) is in \( [x_\alpha]_{\alpha \in A'} \). The sum involved vanishes since \( u \in \mathfrak{H}(\Phi) \). Thus, \( u \in [x_\alpha]_{\alpha \in A'} \), so \( \{x'_\alpha\} \) is total. This proves that \( \{x'_\alpha; \varphi_\alpha\} \) is a dual generalized basis. The converse is immediate.

If the spaces \( X \) and \( Y \) are "nice" enough (for example, Banach spaces) a generalized basis for \( X \) which is not total cannot be simultaneously similar and \(^*\)-similar to a noncomplete dual generalized basis in \( Y \).

Proposition 3. Let \( X \) and \( Y \) be Banach spaces. Let \( \{x_\alpha; \varphi_\alpha\} \) be a generalized basis system for \( X \) which is simultaneously similar and \(^*\)-similar to the dual generalized basis system \( \{y_\alpha; \psi_\alpha\} \) for \( Y \). Then \( X \) and \( Y \) are isomorphic under \( T \) with \( Tx_\alpha = y_\alpha \) and both systems are Markushhevich basis systems.

Proof. According to similarity, Lemma 2 and Theorem 1, there is an isomorphism \( \tilde{T} \) from \( X = X/\mathfrak{H}(\Phi) \) to \( Y/\mathfrak{H}(\Psi) \). By Lemma 2, if \( Q': Y \to Y/\mathfrak{H}(\Psi) \), the family \( \{Q'(y_\alpha)\} \) is a Markushevich basis for \( Y/\mathfrak{H}(\Psi) \). Since \( \tilde{T} \) is an isomorphism, and since \( \tilde{T}^{-1}(Q'(y_\alpha)) = x_\alpha \), the family \( \{x_\alpha\} \) is a Markushevich basis for \( X \). Using the \(^*\)-similarity and Theorem 2, there is an isomorphism \( T: X \to Y \), such that \( \{Tx_\alpha = y_\alpha\} \) is a Markushevich basis for \( Y \).
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