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The classical Silverman-Toeplitz theorem states that a matrix $A = (a_{pq})$ sums every convergent sequence if and only if

1. $\left\{ a_{pq} \right\}_{p=1}^{\infty}$ converges, $q = 1, 2, 3, \ldots$,
2. $\left\{ \sum_{q=1}^{\infty} a_{pq} \right\}_{p=1}^{\infty}$ converges, and
3. there exists a number $k$ such that $\sum_{q=1}^{\infty} |a_{pq}| < k$, $p = 1, 2, 3, \ldots$.

Hahn [2] showed that $A$ sums every sequence of bounded variation, i.e. every absolutely convergent sequence, if and only if (1), (2), and (3)' there exists a number $k$ such that $| \sum_{q=1}^{n} a_{pq} | < k$, $p, n = 1, 2, 3, \ldots$.

In this paper we obtain three conditions which are necessary and sufficient for a matrix to sum every convergent convex sequence. The first two conditions are (1) and (2) above, while the third condition is a weakened version of (3)'. Matrices considered here have complex elements even though convex sequences are necessarily real sequences.

The following lemma embodies well-known properties of convex sequences which we will need.

**Lemma.** If $\{\mu_p\}$ is a bounded convex sequence, then

1. $\{\mu_p\}$ is nonincreasing and convergent,
2. $n\Delta \mu_n \rightarrow 0$ as $n \rightarrow \infty$, where $\Delta \mu_n = \mu_n - \mu_{n+1}$,
3. $\sum_{p=1}^{\infty} p\Delta^2 \mu_p = \mu_1 - \lim \mu_n$, where $\Delta^2 \mu_p = \Delta \mu_p - \Delta \mu_{p+1}$.

The lemma not only shows that the set of all convergent convex sequences is a subset of the set $S_{BV}$ of all sequences of bounded variation, but it can be used in the following way to show that the finite linear completion (using complex coefficients) of the set of all convergent convex sequences is a proper subset of $S_{BV}$. It is trivial to construct a nonincreasing null sequence (hence a sequence in $S_{BV}$) $\{\mu_p\}$ such that $\lim p\Delta \mu_p \neq 0$. Hence, according to the lemma, such a sequence cannot be a finite linear combination of convergent convex sequences. Therefore the conditions (1), (2), and (3)' of Hahn, while sufficient for a matrix to sum every sequence in $S_{BV}$, may not be necessary for a matrix to sum every convergent convex sequence, and indeed they are not necessary, as shown by our theorem which follows.

**Theorem.** In order for a matrix $A = (a_{pq})$ to sum every convergent
convex sequence, it is necessary and sufficient that the following conditions hold:

(i) \( \{a_{pq}\}_{p=1}^{\infty} \) converges, \( q = 1, 2, 3, \ldots \),

(ii) \( \sum_{q=1}^{\infty} a_{pq} \) converges, and

(iii) there exists a number \( k \) such that

\[
\sum_{j=1}^{n} \sum_{q=1}^{j} a_{pq} < nk, \quad p, n = 1, 2, 3, \ldots.
\]

**Proof.** We will show first that (i), (ii), and (iii) are sufficient. From (ii) we see that \( A \) sums every constant term sequence. Hence we need only show that \( A \) sums every convex sequence which converges to zero. Let \( x = \{x_p\} \) be a convex null sequence. Then from (1) of the lemma, \( x \) is a nonincreasing sequence. Let \( j \) be a positive integer. Then from a theorem of Hadamard [1] we see that \( \sum_{p=1}^{\infty} a_{jp}x_p \) is convergent since \( \sum_{p=1}^{\infty} a_{jp} \) converges and \( x \) is of bounded variation. Thus \( Ax \) is a sequence. If \( n \) is a positive integer, then, using summation by parts, we have

\[
\sum_{p=1}^{n} a_{jp}x_p = a_{j1}x_1 + (a_{j1} + a_{j2}) \Delta x_2 + \cdots + \left( \sum_{p=1}^{n-1} a_{jp} \right) \Delta x_{n-1} + \left( \sum_{p=1}^{n} a_{jp} \right) x_n.
\]

(\*)

Let \( t_{jp} = a_{j1} + a_{j2} + \cdots + a_{jp}, \ p = 1, 2, 3, \ldots \). From (ii) there exists a number \( k \) such that \( |t_{jp}| < k, \ p = 1, 2, 3, \ldots \). Hence from (\*) we have

\[
\sum_{p=1}^{\infty} t_{jp} \Delta x_p = \sum_{p=1}^{\infty} t_{jp} \Delta x_p, \text{ since } |t_{jn}x_n| \leq k_jx_n \rightarrow 0 \text{ as } n \rightarrow \infty.
\]

Thus \( Ax = Uy \). We wish to show now that \( Uy \) is convergent. From (iii) we have \( |u_{pq}| < k, \ p, q = 1, 2, 3, \ldots \). We note from (3) of the lemma that \( \sum_{p=1}^{\infty} a_{jp}x_p = \sum_{p=1}^{\infty} s_{jp} \Delta^2 x_p \) is convergent. We note from (i) that \( U \) has convergent columns. Let \( u_{pq} = \lim_{q} u_{qp}, \ p = 1, 2, 3, \ldots \). Then \( |u_{pq}| \leq k, \ p = 1, 2, 3, \ldots \). Clearly \( \sum_{p=1}^{\infty} y_p \) is convergent. Let \( \epsilon > 0 \). Let \( M \) be a positive integer such that \( k \sum_{p=M+1}^{\infty} y_p < \epsilon/3 \). Let \( Q \)
Let \( N \) be a positive integer such that if \( n > N \) and \( 1 \leq p \leq M \), then \( |u_{np} - u_p| < \epsilon/(3Q) \). Then if \( n > N \), we have

\[
\left| \sum_{p=1}^{\infty} u_{np} y_p - \sum_{p=1}^{\infty} u_p y_p \right| \leq \left| \sum_{p=1}^{M} (u_{np} - u_p) y_p \right| + \left| \sum_{p=M+1}^{\infty} u_{np} y_p \right| + \left| \sum_{p=M+1}^{\infty} u_p y_p \right| < \epsilon.
\]

Thus \( Uy \) is convergent, and so \( Ax \) is convergent. Hence the fact that (i), (ii), and (iii) are sufficient for \( A \) to sum every convergent convex sequence has been established.

We now consider the converse. Clearly if \( A \) sums every convergent convex sequence, then (ii) holds since \( \{1, 1, 1, \cdots\} \) is such a sequence.

If \( A \) sums every convergent convex sequence, then the first column of \( A \) converges, since \( \{1, 0, 0, 0, \cdots\} \) is a convergent convex sequence. Thus the second column of \( A \) is convergent, since \( \{2, 1, 0, 0, 0, \cdots\} \) is a convergent convex sequence. Hence a simple induction argument can be used to show that \( A \) has convergent columns, i.e. (i) holds.

Suppose \( A \) sums every convergent convex sequence. We wish to show that (iii) holds. Since (ii) holds, there exists a number \( R \) such that \( \left| \sum_{q=1}^{\infty} a_{pq} \right| < R \), \( p = 1, 2, 3, \cdots \). Using the notation introduced in the proof of the sufficiency, we note that \( \lim_{q} u_{pq} = \sum_{j=1}^{\infty} a_{pj} \), \( p = 1, 2, 3, \cdots \). Assume that (iii) does not hold. There exists an element \( u_{p_1q_1} \) of the matrix \( U \) such that

\[
|u_{p_1q_1}| > 4^2(1 + R).
\]

Let \( N_1 \) be a positive integer such that if \( q > N_1 \), then \( |u_{p_1q}| < R \). There exists a positive integer \( M_1 \) such that if \( p > M_1 \), then \( |u_{p_1q} - u_{q_1}| < 1 \). Let \( Q_1 = 1 + |u_{q_1}| \), and let \( q_0 = 0 \). Since \( U \) has convergent columns and (iii) does not hold, there exists an element \( u_{p_2q_2} \) of \( U \) such that \( p_2 > M_1, q_2 > N_1, q_2 - q_1 > q_1 - q_0 \), and

\[
|u_{p_2q_2}| > 4^3(1 + R + Q_1).
\]

Let \( N_2 \) be a positive integer such that if \( q > N_2 \), then \( |u_{p_2q}| < R \). There exists an integer \( M_2 > M_1 \) such that if \( p > M_2 \), then \( |u_{p_2q} - u_{q_2}| < 1 \). Let \( Q_2 = 1 + |u_{q_2}| \). There exists an element \( u_{p_3q_3} \) of \( U \) such that \( p_3 > M_2, q_3 > N_2, q_3 - q_2 > q_2 - q_1 \), and

\[
|u_{p_3q_3}| > 4^4(1 + R + Q_1 + Q_2).
\]

Continue the process.
If \( n \) is a positive integer, let \( L_n \) be the line which contains the points \((q_{n-1}+1, 1/2^{n-1})\) and \((q_n+1, 1/2^n)\). We define a sequence \( x = \{x_p\} \) as follows. If \( n \) is a positive integer and \( q_{n-1}+1 \leq t < q_n+1 \), then \( x_t \) is the ordinate of the point on line \( L_n \) with abscissa \( t \). Let \( m \) be a positive integer. Then

\[
\text{slope of } L_m = -\left(\frac{1/2^m}{q_m - q_{m-1}}\right),
\]
\[
\text{slope of } L_{m+1} = -\left(\frac{1/2^{m+1}}{q_{m+1} - q_m}\right),
\]

and so

\[
\Delta^2 x_{q_m} = \frac{1/2^m}{q_m - q_{m-1}} - \frac{1/2^{m+1}}{q_{m+1} - q_m} > \frac{1/2^m}{q_m - q_{m-1}} - \frac{1/2^{m+1}}{q_{m+1} - q_m} = \frac{1}{2^{m+1}}(q_m - q_{m-1}).
\]

We note that \( \Delta^2 x_p = 0 \) if there is no \( j \) such that \( p = q_j \). Thus \( x \) is a convex null sequence, and

\[
q_p \Delta^2 x_{q_p} > 1/2^{p+1}, \quad p = 1, 2, 3, \ldots.
\]

Let \( n \) be an integer greater than 1. Then

\[
\left| \sum_{j=1}^{\infty} u_{p_n\theta_j} \Delta^2 x_j \right| \geq \left| \sum_{j=1}^{n-1} u_{p_n\theta_j} q_n \Delta^2 x_{q_n} - \sum_{j=n+1}^{\infty} u_{p_n\theta_j} q_j \Delta^2 x_{q_j} \right| \geq \left| \sum_{j=n+1}^{\infty} u_{p_n\theta_j} q_j \Delta^2 x_{q_j} \right| - \left| \sum_{j=1}^{n-1} u_{p_n\theta_j} q_n \Delta^2 x_{q_n} \right| > \frac{4^{n+1}(1+R+Q_1+\cdots+Q_{n-1})}{2^{n+1}}
\]

\[
- \sum_{j=1}^{n-1} Q_j - R \sum_{j=n+1}^{\infty} q_j \Delta^2 x_{q_j} > 2^{n+1},
\]

since, from (3) of the lemma, \( \sum_{j=1}^{\infty} j \Delta^2 x_j = 1 \). Let \( y = \{y_p\} = \{p \Delta^2 x_p\} \).

Thus \( Ax = Uy \) is divergent. Hence the assumptions that \( A \) sums every convergent convex sequence and that (iii) does not hold lead to a contradiction. Thus if \( A \) sums every convergent convex sequence, then (i), (ii), and (iii) hold. This completes the proof of the theorem.
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