EXISTENCE AND UNIQUENESS OF SOLUTIONS OF ORDINARY DIFFERENTIAL EQUATIONS
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1. Introduction. This paper is concerned with the existence and uniqueness of solutions of initial value problems for systems of ordinary differential equations under various monotonicity conditions.

Let

\[ y' = f(x, y), \quad y(x_0) = y_0. \]

Here \( x \) is a real scalar, \( y, y_0 \) and \( f \) are real \( n \)-vectors, and \( f \) is defined in a region \( B \) determined by the inequalities

\[ x_0 \leq x \leq x_0 + a, \quad \|y - y_0\| \leq b \quad (a > 0, b > 0), \]

where \( \|y\| \) is any norm.

For two vectors \( y = (y_k) \) and \( z = (z_k) \) define \( y \leq z \) \((y < z)\) if, and only if, \( y_k \leq z_k \) \((y_k < z_k)\), \( k = 1, \ldots, n \). We say \( f(x, y) = (f_k(x, y)) \) is non-decreasing in \( x \) if \( f(x, y) \leq f(x', y) \) whenever \((x, y)\) and \((x', y)\) are in \( B \) and \( x < x' \), and \( f(x, y) \) is nondecreasing in \( y \) if \( f(x, y) \leq f(x, z) \) whenever \((x, y)\) and \((x, z)\) are in \( B \) and \( y \leq z \), while \( f(x, y) \) is quasi-nondecreasing in \( y \) if for each \( k = 1, \ldots, n \), \( f_k(x, y) \leq f_k(x, z) \) whenever \( y \leq z \) and \( y_k = z_k \). Finally, we say \( y(x) \) is a strictly increasing function of \( x \) if \( y(x) < y(x') \) whenever \( x < x' \).

In §2 the existence to the right of \( x = x_0 \) of a solution in the extended sense of (1.1) is proved under the assumptions \( f(x, y) \geq 0 \) and \( f(x, y) \) is nondecreasing in both \( x \) and \( y \). Then it is shown that (1.1) has at most one solution to the right of \( x = x_0 \) under the assumptions that \( f(x, y) \) is nondecreasing in \( x \) and quasi-nondecreasing in \( y \) and satisfies an additional condition which prevents any component of a solution from remaining constant. §3 is devoted to examples illustrating the necessity of some of the hypotheses in the existence and uniqueness theorems.

The uniqueness theorem of §2 generalizes results obtained earlier by the author [3], [4].

2. Existence and uniqueness theorems. Let \( B \) be the \((n+1)\)-dimensional region given by (1.2) and let \( B' \) be the subregion of \( B \) where \( y \geq y_0 \). By a solution of (1.1) will be meant a solution in the extended sense [1, p. 42].
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Theorem 2.1. Suppose the function $f(x, y)$ in (1.1) is defined in the region $B$ given by (1.2). If in addition $f(x, y) \geq 0$ in $B'$ and $f(x, y)$ is nondecreasing in both $x$ and $y$ in $B'$, then there exists a solution of the initial value problem (1.1) to the right of $x = x_0$.

Proof. We show that the method of successive approximations yields a solution to the right of $x = x_0$.

By a translation if necessary, we may assume without loss of generality that $x_0 = 0$. Let $M = \max |f(x, y)|$ in $B'$ and $\delta = \min(a, b/M)$. Define $g_0(x) = y_0$, $g_s(x) = y_0 + \int_0^x f(t, g_{s-1}(t)) \, dt$, $s = 1, 2, 3, \ldots$. Clearly $g_0(x)$ is nondecreasing and $(x, g_0(x))$ lies in $B'$ for $0 \leq x \leq \delta$. Assume for $m = 1, 2, \ldots, s-1$ that for $0 \leq x \leq \delta$, $g_m(x)$ is nondecreasing, $g_m(x) \geq g_{m-1}(x)$ and $(x, g_m(x))$ lies in $B'$. Since $f(x, y)$ is nondecreasing in $x$ and $y$ in $B'$, it follows that $f(x, g_{s-1}(x))$ is nondecreasing, hence integrable, and $f(x, g_{s-1}(x)) \geq 0$ on $[0, \delta]$. Therefore $g_s(x)$ exists and is nondecreasing, and $g_s(x) \geq g_{s-1}(x)$ on $[0, \delta]$. Also, $||g_s(x) - y_0|| \leq \delta M \leq b$, so $(x, g_s(x))$ lies in $B'$ for $0 \leq x \leq \delta$.

Since $g_0(x) \leq g_1(x) \leq \cdots$ and $||g_s(x)|| \leq ||y_0|| + b$ for each $s$, it follows that $G(x) = \lim_{s \to \infty} g_s(x)$ exists and is nondecreasing on $[0, \delta]$. Also, $f(x, g_s(x)) \leq f(x, g_t(x)) \leq \cdots \leq f(x, G(x))$ and $||f(x, G(x))|| \leq M$, so it follows from the Lebesgue monotone convergence theorem that

$$G(x) = y_0 + \int_0^x (\lim_{s \to \infty} f(t, g_s(t))) \, dt = y_0 + \int_0^x f(t, G(t) - 0) \, dt.$$

By $f(t, G(t) - 0)$ we mean the limit of $f(t, y)$ as $y$ increases to $G(t)$ in $B'$, where it is understood that, with $G(t) = (G_k(t))$, for each $k = 1, \ldots, n$ if $G_k(t)$ is greater than the $k$th component of $y_0$, then the $k$th component of $y$ increases strictly to $G_k(t)$, while if $G_k(t)$ equals the $k$th component of $y_0$, then the $k$th component of $y$ is kept equal to $G_k(t)$.

It remains to show that $G'(x) = f(x, G(x))$ a.e. on $[0, \delta]$. Since $f(t, G(t) - 0)$ is nondecreasing, each $G_k(x)$ is absolutely continuous and therefore $G'(x) = f(x, G(x) - 0)$ a.e., so it suffices to show $f(x, G(x) - 0) = f(x, G(x))$ a.e. Suppose this is not the case. Let $H(x) = (H_k(x)) = f(x, G(x) - 0)$, $F(x) = (F_k(x)) = f(x, G(x))$. Clearly $H(x) \leq F(x)$, so, since $H(x)$ and $F(x)$ are continuous a.e., being monotone, there is an $x_0$, $0 < x_0 < \delta$, such that $H(x)$ and $F(x)$ are continuous at $x = x_0$ and at least one component of $H(x)$ is strictly less than the corresponding component of $F(x)$ at $x_0$, say $H_k(x_0) < F_k(x_0)$. By continuity it follows that $H_k(x) < F_k(x_0)$ immediately to the right of $x_0$. For each $k$, $G_k(x)$ is strictly increasing unless $G_k(t)$ equals identically the $k$th component.
of $y_0$, $0 < t \leq x$, since $G_k'(x) = f_k(x, G(x) - 0) > 0$ a.e. unless $f_k(t, G(t) - 0) = 0$, $0 < t \leq x$, in which case $f_k(t, g_s(t)) = 0$, $s = 0, 1, 2, \ldots$. But then for $x > x_0$, $x$ sufficiently close to $x_0$, this leads to the contradiction $H_k(x) < F_k(x_0) \leq H_k(x)$.

Note. If $f(x, y) \geq 0$ and $f(x, y)$ is nondecreasing in both $x$ and $y$ in all of $B$, then the solution obtained above is the minimal solution to the right of $x = x_0$.

**Theorem 2.2.** Assume the function $f$ in (1.1) is defined in $B$ and

(a) $f(x, y)$ is nondecreasing in $x$ and quasi-nondecreasing in $y$ in $B'$

(b) for any solution $y(x)$ of (1.1), $f(x, y(x)) > 0$ for $x > x_0$.

Then the initial value problem (1.1) has at most one solution to the right of $x = x_0$.
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**Proof.** Assume (1.1) has two solutions $y(x) = (y_1(x), \ldots, y_n(x))$ and $z(x) = (z_1(x), \ldots, z_n(x))$ defined on the common interval $[x_0, x_0 + c]$, $0 < c \leq a$. It follows from condition (b) that $y(x)$ and $z(x)$ are strictly increasing functions of $x$ on $[x_0, x_0 + c]$. Let $y_0 = (a_1, \ldots, a_n)$ and $z_0 = (b_1, \ldots, b_n)$

$$N = \min(y_1(x_0 + c) - a_1, \ldots, y_n(x_0 + c) - a_n, z_1(x_0 + c) - a_1, \ldots, z_n(x_0 + c) - a_n).$$

For each $k = 1, \ldots, n$ there exist numbers $d_k$ and $e_k$ such that $y_k(x_0 + d_k) = z_k(x_0 + e_k) = N + a_k$, $0 < d_k$, $e_k \leq c$. Let $d = \min(d_1, \ldots, d_n, e_1, \ldots, e_n)$.

Then for each $k = 1, \ldots, n$, $y_k(x) \leq a_k + N$ and $z_k(x) \leq a_k + N$ on $[x_0, x_0 + d]$.

Suppose without loss of generality that for some $x_1$, $x_0 < x_1 \leq x_0 + d$, a component of $y(x_1)$ is less than the corresponding component of $z(x_1)$. On $[x_0, x_0 + d]$ let functions $v_k(x)$ be defined by

$$v_k(v_k(x)) = y_k(x), \quad k = 1, \ldots, n.$$  

Since each component of $y(x)$ and $z(x)$ is strictly increasing and absolutely continuous, it follows that each $v_k(x)$ is strictly increasing and absolutely continuous, $v_k(x_0) = x_0$ and $v_k'(x)$ exists almost everywhere on $[x_0, x_0 + d]$. Thus on this interval

$$v_k'(x) = z_k'(v_k(x))v_k'(x) \quad \text{a.e.,} \quad k = 1, \ldots, n.$$
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Noting that \( v_k(x_t) < x_t \) if \( y_k(x_t) < z_k(x_t) \), it follows that there exists \( x' \), \( x_0 < x' < x_1 \), and an integer \( j \), \( 1 \leq j \leq n \), such that \( v_j(x') < x' \), \( v_j(x') \leq v_k(x') \), \( k = 1, \ldots, n \), and \( v'_j(x') \), \( y'_j(x') \) and \( z'_j(v_j(x')) \) exist. Using (2.1) and conditions (a) and (b),

\[
0 < y'_j(x') = f_j(v_j(x'), z_1(v_j(x')), \ldots, z_n(v_j(x')))v'_j(x') \\
\leq f_j(x', z_1(v(x'))), \ldots, z_j(v(x'))), \ldots, z_n(v_n(x')))v'_j(x') \\
= y'_j(x')v'_j(x').
\]

Hence \( v'_j(x') \geq 1 \).

For each \( x \), \( x_0 \leq x \leq x_0 + d \), let \( v(x) = \min(v_1(x), \ldots, v_n(x)) \). It is easily verified that \( v(x) \) is absolutely continuous; also, if \( v'(x) \) and \( v'_k(x) \) exist and \( v(x) = v_k(x) \), then \( v'(x) = v'_k(x) \). Let

\[
x^* = \text{glb}(x: x_0 \leq x \leq x' \text{ and for each } l, \quad x \leq t \leq x', \text{ there exists } k, \quad 1 \leq k \leq n, \text{ such that } y_k(t) < z_k(t)).
\]

Then \( x_0 \leq x^* < x' \). By the above argument, \( v'(x) \geq 1 \) a.e. on \([x^*, x']\), hence, since \( v(x) \) is absolutely continuous on this interval,

\[
v(x^*) \leq v(x') + (x^* - x') = v_j(x') - x' + x^* < x^*.
\]

But this implies that for some \( k \), \( v(x^*) = v_k(x^*) \) and \( y_k(x^*) = z_k(v(x^*)) < z_k(x^*) \), so \( x^* > x_0 \) and \( y_k(x) < z_k(x) \) immediately to the left of \( x^* \), contrary to the definition of \( x^* \). This contradiction proves the theorem.

**Corollary 2.3.** Assume the function \( f \) in (1.1) is defined in \( B \) and that

(a) \( f(x, y) \) is nondecreasing in both \( x \) and \( y \) in \( B' \) and \( f(x, y) \geq 0 \) in \( B \) and

(b) \( f(x, y_0) > 0 \) for \( x_0 < x \leq x_0 + a \).

Then the initial value problem (1.1) has a unique solution to the right of \( x = x_0 \).

**Proof.** Theorem 2.1 guarantees the existence of a solution to the right of \( x = x_0 \). Condition (a) of this corollary clearly implies condition (a) of Theorem 2.2.

Let \( y(x) \) be a solution of (1.1). Then

\[
y(x) = y_0 + \int_{x_0}^x f(t, y(t))dt \geq y_0.
\]

Hence \( f(x, y(x)) \geq f(x, y_0) > 0 \) for \( x > x_0 \), so condition (b) of Theorem 2.2 is satisfied.
Corollary 2.4 (See [3]). Let
\[ u^{(n)} = F(x, u, u', \ldots, u^{(n-1)}), \quad u^{(k)}(x_0) = c_k, \]
(2.2)
\[ k = 0, 1, \ldots, n - 1, \quad (u \text{ and } F \text{ scalars}). \]

Let \( R \) be the region defined by the inequalities \( x_0 \leq x \leq x_0 + a, |s_j - c_j| \leq b, j = 0, 1, \ldots, n-1 \) \((a > 0, b > 0)\). Suppose \( F(x, s_0, \ldots, s_{n-1}) \) is defined in \( R \) and in addition

(a) \( F \) is nonnegative and nondecreasing in each of \( x, s_0, \ldots, s_{n-1} \) in \( R \);
(b) \( F(x, c_0, \ldots, c_{n-1}) > 0 \) for \( x_0 < x \leq x_0 + a \);
(c) \( c_k \geq 0, k = 1, 2, \ldots, n-1 \).

Then the initial value problem (2.2) has a unique solution in \( R \).

Proof. The Wronskian system equivalent to (2.2) is
\[ y' = f(x, y), \quad y(x_0) = y_0. \]
(2.3)
where
\[ y_k = u^{(k-1)}, \quad k = 1, \ldots, n, \quad f(x, y) = (y_2, y_3, \ldots, y_n, F(x, y_1, \ldots, y_n)), \]
and
\[ y_0 = (c_0, c_1, \ldots, c_{n-1}). \]

It follows from conditions (a) and (c) above and Theorem 2.1 that (2.3) has a solution \( y(x) \) to the right of \( x = x_0 \). Condition (a) in Theorem 2.2 is clearly satisfied for (2.3). Conditions (a) and (c) show that in succession each \( y_{n-k}(x) \) is nonnegative and nondecreasing, \( k = 0, 1, \ldots, n-2 \), while \( y_1(x) \geq c_0 \) and \( y_1(x) \) is nondecreasing. But then conditions (a), (b) and (c) imply that in succession
\[ y_{n-k}(x) > 0 \quad \text{for } x > x_0, \quad k = 0, 1, \ldots, n - 2, \]
and
\[ F(x, y_1(x), \ldots, y_n(x)) \geq F(x, c_0, \ldots, c_{n-1}) > 0 \quad \text{for } x > x_0. \]

Thus condition (b) of Theorem 2.2 is satisfied. Hence (2.3) has a unique solution in \( R \), and the same is therefore true for (2.2).

Note. If in the scalar case \((n = 1)\) of Theorem 2.2, \( f(x_0, y_0) > 0 \), then, since each component of a solution is absolutely continuous, the argument used in [2, p. 34, proof of Theorem 6.2] can be applied to \( dx/dy = 1/f(x, y), \quad x(y_0) = x_0 \), to prove the theorem in this case.

3. Some examples. In this section we give examples showing the
necessity of some of the hypotheses in the theorems and corollaries in §2.

The first examples refer to Theorem 2.1.

Let
\[ y' = f(x, y), \quad y(0) = 0 \quad (y, f \text{ scalars}), \]
and let \( B \) be the region determined by the inequalities
\[ 0 \leq x \leq 1, \quad -1 \leq y \leq 1. \]

Suppose first that in \( B \), \( f(x, y) = 2 \) for \( y \leq x \), \( f(x, y) = 1 \) for \( x < y \). Here \( f(x, y) \) is nonnegative and nondecreasing in \( x \) but not nondecreasing in \( y \), and (3.1) has no solution in \( B \) for this \( f(x, y) \). It is interesting to note that the successive approximations are alternately \( x \) and \( 2x \).

In the next example the function \( f(x, y) \) in (3.1) is nonnegative and nondecreasing in \( y \) but not nondecreasing in \( x \), and for this \( f(x, y) \) the problem (3.1) has no solution. Let \( S \) be a subset of \([0, 1]\) such that \( S \cap [0, x] \) is nonmeasurable for each \( x, 0 < x \leq 1 \). In \( B \) let \( f(x, y) = 0 \) if \( x \in S \) and \( f(x, y) = 1 \) otherwise.

The next examples are concerned with the uniqueness of solutions of (3.1) in the region \( B \) determined by (3.2).

Let \( f(x, y) = 1 \) for \( y \leq x \), \( f(x, y) = 2 \) for \( x < y \) in \( B \). The minimal solution is \( y = x \), the maximal solution is \( y = 2x \). Here \( f(x, y) \) is not nondecreasing in \( x \); otherwise all hypotheses in Theorem 2.2 are satisfied.

For the next example let \( f(x, y) = 0 \) for \( y \leq 0, f(x, y) = 1 \) for \( 0 < y \) in \( B \). Again there are many solutions: e.g. \( y(x) = 0 \) and \( y(x) = x \). Here \( f \) is nonnegative and nondecreasing in both \( x \) and \( y \) but \( f(x, 0) = 0 \), so condition (b) of Theorem 2.2 is not fulfilled by the zero solution. In Corollary 2.4 conditions (a) and (c) are fulfilled but not condition (b).

Next let \( f(x, y) = 0 \) if \( y = 1/n, n = 1, 2, 3, \ldots, f(x, y) = 1 \) otherwise in \( B \). The maximal solution is \( y(x) = x \). Another solution is given by
\[
\begin{align*}
y(x) &= x - 1/n(n + 1), \\
&= 1/n, \\
&= 0 \quad x = 0.
\end{align*}
\]

In this example there is no minimal solution. Here \( f(x, 0) = 1 \) for \( x \geq 0 \) and \( f(x, y) \) is nondecreasing in \( x \) but not nondecreasing in \( y \). This shows that in Corollary 2.3 the condition "\( f(x, y) \) is nondecreasing in \( y \)" cannot be relaxed to the condition "\( f(x, y) \) is quasi-non-decreasing in \( y \)."
Finally suppose \( f(x, y) = -1 \) for \( y < 0 \) and \( f(x, y) = 1 \) for \( 0 \leq y \). Then \( y(x) = x \) and \( y(x) = -x \) are solutions. Again condition (b) of Theorem 2.2 is not satisfied, while in Corollary 2.4 all hypotheses are fulfilled except the condition \( f(x, y) \) be nonnegative in \( R \). See [3] for other examples.
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