COMMUTING TRANSFORMATIONS AND MIXING
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1. Introduction. The main purpose of this paper is to prove the following theorem: If two invertible measure preserving transformations commute, and the first admits an approximation by partitions, then the second is the limit of sums, composed of at most two terms, of positive and negative powers of the first.

The main theorem of the paper is a generalization of a result given in [1] where it is indicated that the result there can be applied to yield a simplification of the construction given in [2] of a transformation having continuous spectrum and no roots.

As an application, we show that the main result yields a way of constructing a transformation which is strongly mixing, and which therefore has continuous spectrum, and which commutes only with its powers (having, therefore, no roots). The striking result that such transformations exist was first obtained by Ornstein in [3].

2. Definitions and preliminaries. Let \((X, \mathcal{F}, \mu)\) be a normalized nonatomic Lebesgue space (i.e., a space isomorphic to the unit interval). As usual, all sets that are referred to are understood to be in \(\mathcal{F}\), even if this is not explicitly stated.

Definition 2.1. A collection \(\xi\) of sets having union \(X \subseteq X\) will be called a partition if the sets are in \(\mathcal{F}\) and are pairwise disjoint. \(\mathcal{F}(\xi)\) will denote the \(\sigma\)-field of subsets of \(X\) generated by \(\xi\). If \(\xi = \{A_0, A_1, A_2, \cdots\}\) is a (finite or) countable partition, then any set \(A \in \mathcal{F}(\xi)\) can be written as \(A = \sum_{i=0}^{\infty} a_i A_i\) where \(a_i, i=0, 1, \cdots\), is equal to zero or one, with the convention that \(\sum_{i=0}^{\infty} 0 = 0\), \(0 B = \emptyset\) for any set \(B\).

Definition 2.2. If \(\xi\) is a countable partition and \(A \in \mathcal{F}\), then among the sets in \(\mathcal{F}(\xi)\) there is at least one whose symmetric difference with \(A\) has minimal measure. We denote by \(A(\xi)\) any one of these sets.

Definition 2.3. If \(F, F_n \in \mathcal{F}\), we write \(\lim_{n \to \infty} F_n = F\) provided that \(\lim_{n \to \infty} \mu(F \Delta F_n) = 0\). If \(\xi_n\) is a sequence of countable partitions, we write \(\xi_n \to \varepsilon\) if for any \(A \in \mathcal{F}\), \(\lim_{n \to \infty} A(\xi_n) = A\).

Definition 2.4. Given an invertible and measure preserving transformation \(\tau\) of \(X\), we say that a partition \(\xi\) is \(\tau\)-admissible if \(\xi = \{A_0, A_1, \cdots, A_q\}\) is finite and \(\tau A_{i-1} = A_i, 1 \leq i \leq q\). The trans-
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formation $\tau$ is said to have an approximation by partitions if there is a sequence $\xi_n = \{A_i(n) : i = 0, 1, \ldots, q(n)\}$ of $\tau$-admissible partitions such that $\xi_n \to \varepsilon$. If, in addition, $\lim_{n \to \infty} \mu(\tau A_{q(n)}(n) \Delta A_0(n))/\mu(A_0(n)) = 0$, then we say that $\tau$ has a strong approximation by partitions.

3. Main result. In what follows, $\tau$ and $\sigma$ are two commuting invertible measure preserving transformations of $X$. For $A, B \in \mathcal{F}$, we write $A = B + E(\varepsilon)$ provided that $\mu(A \Delta B) \leq \varepsilon$.

Lemma 3.1. Let $\xi = \{A_0, A_1, \ldots, A_q\}$ be $\tau$-admissible, $A, B \in \mathcal{F}(\xi)$ and $\sigma A = B + E(\varepsilon)$. Then there are two disjoint sets $F$ and $G$ and two nonnegative integers $j, k$, such that $\sigma A = \tau^j(A \cap F) + \tau^{-k}(A \cap G) + E(2\varepsilon)$, $j + k \geq q + 1$ and $\mu(F) \leq k/q + 1$, $\mu(G) \leq j/q + 1$.

Proof. Let $C_i = A_0 \cap \sigma \tau^i A_0$, $-q \leq i \leq q$. If $x \in C_i \cap C_j$, then there exist two points $y, z \in A_0$ such that $x = \sigma \tau^i y = \sigma \tau^j z$, which implies that $\tau^i y = \tau^j z$. Hence either $i = j$ or $|i - j| \leq q + 1$. Therefore any $q + 1$ consecutive $C_i$'s are pairwise disjoint.

Now, if we let $R = X - X_t$, then for any $l$, $0 \leq l \leq q$,

$$\sigma A_l = \sum_{k=0}^{q} A_k \cap \sigma A_l + R \cap \sigma A_l = \sum_{k=0}^{q} \tau^k C_{l-k} + R \cap \sigma A_l.$$  

Hence, by writing

$$A = \sum_{l=0}^{q} a_l A_l, \quad B = \sum_{k=0}^{q} b_k A_k = \sum_{k=0}^{q} \tau^k b_k A_0,$$

we obtain

$$\sigma A = \sum_{k=0}^{q} \tau^k \sum_{l=0}^{q} a_l C_{l-k} + R \cap \sigma A = \sum_{k=0}^{q} \tau^k b_k A_0 + E(\varepsilon),$$

or

$$\sum_{k=0}^{q} \tau^k \sum_{l=0}^{q} a_l C_{l-k} = \sum_{k=0}^{q} \tau^k b_k A_0 + E(\varepsilon).$$

Since for a fixed $k$, the sets $C_{l-k}$, $0 \leq l \leq q$, are pairwise disjoint, this means that

$$\sum_{k=0}^{q} \int_{A_0} \left| \sum_{l=0}^{q} a_l \Psi_{l-k} - b_k \right| d\mu < \varepsilon,$$

where $\Psi_l$ is the characteristic function of $C_l$.

Therefore, there exists a point $x_0 \in A_0$ such that
which means that \( D = B + E(\epsilon) \) where

\[
D = \sum_{k=0}^{q} \sum_{l=0}^{q} a_{l} \Psi_{l-k}(x_{0}) A_{k}.
\]

Hence we have that \( \sigma A = D + E(2\epsilon) \).

To see that this implies the lemma, we rearrange the double summation for \( D \) as follows:

\[
D = \sum_{j=1}^{q} \Psi_{j}(x_{0}) A_{j} + \sum_{j=0}^{q-1} \sum_{l=0}^{q-j} a_{l} A_{j} + \sum_{k=1}^{q} \Psi_{k}(x_{0}) \tau^{-k} \sum_{l=0}^{q} a_{l} A_{l},
\]

where there are at most two nonzero terms. If there are less than two nonzero terms, we may define \( F = \emptyset \) or \( G = \emptyset \) or \( F = G = \emptyset \) and see that all the conclusions of the lemma are satisfied. If there are exactly two nonzero terms, then

\[
D = \tau^{j} \sum_{l=0}^{q-j} a_{l} A_{j} + \tau^{-k} \sum_{l=0}^{q} a_{l} A_{l},
\]

where \( j \geq 1 \) and \( j + k \geq q + 1 \) since \( C_{j} \cap C_{k} \neq \emptyset \) implies \( j + k \geq q + 1 \) because any \( q + 1 \) consecutive \( C_{i} \)'s are pairwise disjoint. In this case we let \( F = \sum_{l=0}^{q-j} A_{l} \), \( G = \sum_{l=k}^{q} A_{l} \), and we have

\[
\mu(F) \leq \frac{q - j + 1}{q + 1} \mu(X_{k}) \leq \frac{k}{q + 1},
\]

and similarly \( \mu(G) \leq j/q + 1 \).

We may now state and prove

**Theorem 3.1.** If \( \tau \) has an approximation by partitions and \( \sigma \) commutes with \( \tau \), then there are two sequences \( X_{n}, X_{n}^{2} \) of sets and two sequences of nonnegative integers \( j_{n}, j_{n}^{2} \), \( n = 1, 2, \ldots \), such that \( X_{n}^{1} \cap X_{n}^{2} = \emptyset \) and such that:

(i) if \( A \subseteq X \), then

\[
\sigma A = \lim_{n \to \infty} \left\{ \tau^{j_{n}}(A \cap X_{n}^{1}) + \tau^{-j_{n}}(A \cap X_{n}^{2}) \right\},
\]

and

(ii) either \( \sigma = \tau^{k} \) for some integer \( k \), or \( \lim_{n \to \infty} j_{n} = \lim_{n \to \infty} j_{n}^{2} = \infty \).

**Proof.** Let \( \xi_{n} = \{ A_{n}(n), A_{1}(n), \ldots, A_{q(n)}(n) \} \), \( \xi_{n} \to \epsilon \), be a sequence of \( \tau \)-admissible partitions. Note that \( \lim_{n \to \infty} q(n) = \infty \). Choose a se-
quence $\varepsilon_n > 0$ such that $\varepsilon_n q(n) \to 0$ as $n \to \infty$. For any integer $n = 1, 2, \cdots$, we can find another integer $m(n)$ with the following properties:

(a) there exist $B_n, D_n \in \mathcal{F}(\xi_{m(n)})$ such that $A_0(n) = B_n + E(\varepsilon_n)$, $\sigma A_0(n) = D_n + E(\varepsilon_n)$, and

(b) $q(n) \leq \varepsilon_n q(m(n))$.

We then have that $\sigma B_n = D_n + E(2\varepsilon_n)$. Now choose $j_n^1$ and $j_n^2$ and $F_n, G_n$ according to Lemma 3.1, with respect to the partition $\xi_{m(n)}$ and the set $B_n \in \mathcal{F}(\xi_{m(n)})$. Hence, $\sigma B_n = \tau^{j_n^1}(B_n \cap F_n) + \tau^{-j_n^1}(B_n \cap G_n) + E(4\varepsilon_n)$, and therefore

$$
\sigma A_0(n) = \tau^{j_n^1}(A_0(n) \cap F_n) + \tau^{-j_n^1}(A_0(n) \cap G_n) + E(7\varepsilon_n).
$$

If we now let $X_n^1 = \sum_{k=0}^{q(n)} \tau^k(A_0(n) \cap F_n)$ and $X_n^2 = \sum_{k=0}^{q(n)} \tau^{-k}(A_0(n) \cap G_n)$, we have that, for any $A \in \mathcal{F}(\xi_n)$,

$$
\sigma A = \tau^{j_n^1}(A \cap X_n^1) + \tau^{-j_n^1}(A \cap X_n^2) + E(7(q(n) + 1)\varepsilon_n),
$$

and it is clear that this implies (i).

To prove (ii), note that, for example

$$
\mu(X_n^2) \leq (q(n) + 1)\mu(G_n) \leq (q(n) + 1/q(n(m))) + 1/j_n^1,
$$

which means that $\lim \inf_{n \to \infty} \mu(X_n^2) \leq \lim \inf_{n \to \infty} (\varepsilon_n j_n^1)$. Therefore if $j_n^1$ has a bounded subsequence, considering a subsequence if necessary, one may assume that $X_n^2 = \emptyset$ and $j_n^1 = k$ for all $n$.

As an application of this theorem, we give the following result.

**Theorem 3.2.** If a mixing transformation $\tau$ has an approximation by partitions, then it can only commute with its powers.

Before the proof, we note that the nontrivial fact that there are mixing transformations that have an approximation by partitions follows from the results given in [3]. Hence Theorem 3.2 is not vacuously true.

**Proof.** Using the notation of Theorem 3.1, we have $\sigma A \subset \tau^{j_n^1}A + \tau^{-j_n^1}A + E_n$ for all $n \geq 1$ where $\mu(E_n) \to 0$. Hence

$$
\sigma A \subset \{\tau^{j_n^1}A + \tau^{-j_n^1}A + E_n\} \cap \{\tau^{j_n}A + \tau^{-j_n}A + E_m\},
$$

or

$$
\sigma A \subset \tau^{j_n^1}A \cap \tau^{j_n^1}A + \tau^{j_n}A \cap \tau^{-j_n^1}A + \tau^{-j_n}A \cap \tau^{j_n^1}A
$$

$$
+ \tau^{-j_n^1}A \cap \tau^{-j_n^1}A + E_{mn}
$$
where \( \mu(E_{mn}) \to 0 \) as \( m, n \to \infty \). Now, if \( \sigma \) is not a power of \( \tau \), then \( j_n^1, j_n^2 \to \infty \) as \( n \to \infty \). Hence, letting first \( n \to \infty \) then \( m \to \infty \), we see, from the mixing property,

\[
\mu(\sigma A) = \mu(A) \leq 4[\mu(A)]^2 \quad \text{for all } A \in \mathcal{F},
\]

which is a contradiction.

**Lemma 3.2.** If, in addition to the hypotheses of Lemma 3.1, \( A_0 = \tau A_q + E(\delta) \), then there exists an integer \( j, -q \leq j \leq q \) and a set \( A' \subset A \) such that \( \sigma A = \tau^j A' + E(2\epsilon + 2(q+1)\delta) \).

**Proof.** We already have that \( \sigma A = D + E(2\epsilon) \). If \( D = \emptyset \) or \( D \) contains only one nonzero term, the lemma follows. Also, if \( D = \tau^i \sum_{l=0}^{i} a_l A_l + \tau^{-k} \sum_{l=k}^{q} a_l A_l \) where \( j + k = q + 1 \), we may write \( \tau^{-k} A_l = \tau^{-e-1} A_l = \tau^j A'_l + E(\delta) \), which means that \( D = \tau^j A' + E((q+1)\delta) \), and again the lemma follows. Therefore, the only case which need be considered is the case for which \( \Psi_{-j}(x_0) + \Psi_k(x_0) = 2 \) for some \( j, k \geq 1 \) with \( j + k > q + 1 \).

We will now give an upper bound for the measure of the set

\[
S = \{ x | \exists j, k, 1 \leq j, k \leq q, 1 + q < j + k, \Psi_{-j}(x) + \Psi_k(x) = 2 \}.
\]

By the definition of \( S \),

\[
S = \sum_{j=2}^{q} \sum_{k=q-j+2}^{q} C_{-j} \cap C_k = \sum_{j=2}^{q} \sum_{k=q-j+2}^{q} A_0 \cap \tau^{-j} \sigma A_0 \cap \tau^k \sigma A_0
\]

\[
= \sum_{j=2}^{q} \tau^{-j} \left\{ A_j \cap \sigma \left( \sum_{k=q-j+2}^{q} \tau^{k+j} A_0 \right) \right\}
\]

\[
= \sum_{j=2}^{q} \tau^{-j} \left\{ A_j \cap \sigma \left( \sum_{l=2}^{j} \tau^l A_q \right) \right\}
\]

which means that \( \mu(S) \leq \mu(A_0 \cap \sum_{l=1}^{q-1} \tau^{1+l} A_q) \). Hence \( \mu(A_0 \cap \tau A_q) > \mu(A_0) - \delta \) implies that \( \mu(S) < \delta \).

Now going back to

\[
\int_{A_0} \sum_{k=0}^{q} \left| \sum_{l=0}^{q} a_l \Psi_{l-k} - b_k \right| d\mu \leq \epsilon,
\]

we see that there exists a point \( x_0 \in A_0 - S \) such that

\[
\sum_{k=0}^{q} \left| \sum_{l=0}^{q} a_l \Psi_{l-k}(x_0) - b_k \right| \mu(A_0) < \epsilon + (q + 1)\delta,
\]

since the integrand is bounded by \( q + 1 \). This completes the proof.
The next theorem is proved in [1], but we include a simpler proof for the sake of completeness.

**Theorem 3.3.** If \( \tau \) has a strong approximation by partitions and \( \sigma \) commutes with \( \sigma \), then there is a sequence of nonnegative integers \( j_n, n = 1, 2, \ldots \), such that if \( A \in \mathcal{F} \) then

\[
\sigma(A) = \lim_{n \to \infty} \tau^{j_n}(A).
\]

**Proof.** The proof is the same as the proof of Theorem 3.1 with Lemma 3.2 replacing Lemma 3.1.
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