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Abstract. A criterion is given for the stability of the trivial solution of a linear system of differential equations with variable coefficients and variable delays under the assumptions of continuity and boundedness of the coefficients and continuous differentiability of the delays. The criterion is a condition on the roots of a certain "quasi-polynomial," i.e., a polynomial in a variable and exponentials of that variable. The derivation is based on Lyapunov's direct method.

Introduction. The question of the stability of the trivial solution of systems of the form

\[ x'(t) = \sum_{l=0}^{m} A_l(t)x(t - \tau_l(t)), \quad t > t_0, \]

where \( x(t) = (x_1(t), x_2(t), \ldots, x_n(t)) \), \( A_l(t) \) \( (l = 0, 1, \ldots, m) \) are \( n \times n \) matrices, \( \tau_l(t) \) \( (\tau_0(t) = 0, \tau_l(t) > 0, t > t_0, l = 1, \ldots, m) \) are retardations, is resolved, in the case that the coefficients and retardations are constant, if the character of the roots of the "quasi-polynomial"

\[ \lambda I - \sum_{l=0}^{m} A_l \exp(-\lambda \tau_l) = 0 \]

is known. (Here \( I \) is the unit \( n \times n \) matrix and \( |A| \) denotes the determinant of the matrix \( A \).) Namely, the trivial solution of (1) is stable if all the roots have negative real parts and unstable if at least one root has a positive real part [1]. In this paper we consider the general case in which the coefficients and retardations in (1) are nonconstant and under certain assumptions obtain sufficient conditions for stability of the trivial solution. These conditions bear a resemblance to the ones in the case of constant coefficients and retardations and are applicable to this case also. The method is based on the use of Lyapunov functionals as developed by N. N. Krasovskii [3], [2].
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1. **Summary of results.** We first introduce some notation and definitions.

Let \( E_t \) denote the set consisting of those values of \( t - \tau_1(t) \) which are less or equal to \( t_0 \) for \( t \geq t_0 \). The set \( E = \bigcup_t E_t \) shall be called the initial set for the system (1).

We denote

\[
\|x(s)\|_r = \sup_{0 \leq s \leq \tau_i(t)} |x_i(s)|, \quad \|x(t)\| = \sup_{1 \leq i \leq n} |x_i(t)|,
\]

\[
\|x(t)\|_2 = \left[ \sum_{i=1}^{n} \sum_{l=1}^{m} \int_{t-\tau_i(l(t))}^{t} x_i(s) ds \right]^{1/2}, \quad \|x(t)\|_2 = \left[ \sum_{i=1}^{n} \left( x_i(t) \right)^2 \right]^{1/2}.
\]

We now make the following assumptions on the system (1):

(a) The elements of the matrices \( A_i(t), l = 0, 1, \ldots, m \) are continuous and bounded functions for \( t \geq t_0 \).

(b) The retardations \( \tau_i(t) > 0, l = 1, 2, \ldots, m, (\tau_0(t) \equiv 0) \), are continuously differentiable functions of \( t \) for \( t > t_0 \) and \( 0 \leq \tau_i(t) \leq \alpha < 1 \).

(c) The sets \( E_t \) are nonempty.

Let us denote

\[
A_0^*(t, \lambda) = (2\lambda - m)I_n - (A_0(t) + A_0(t)),
\]

where \( I_n \) is the unit \( n \times n \) matrix and \( A \) denotes the transpose of the matrix \( A \).

Let

\[
D(\lambda, t) = \left| A_0^*(t, \lambda) - \sum_{l=1}^{m} (1 - \tau_l'(t))^{-1} A_l(t) A_l(t) \exp(-2\lambda \tau_l(t)) \right|.
\]

We now state the main theorem.

**Theorem 1.** If for each \( t > t_0 \), \( D(t, \lambda) = 0 \) has real roots, let \( M(t) \) denote the largest of these, then if \( M(t) \leq \gamma < 0 \), the trivial solution of (1) is asymptotically stable.

We shall prove this theorem in the next section.

**Remark.** In the case that the coefficients and the retardations are all constant this provides a simplified criterion for the stability of the trivial solution of the system (1) as we need to know only the real roots of \( D(\lambda, t) = 0 \). The disadvantage is that it does not provide a criterion for the instability of the trivial solution.

Let us take as an example a \( 2 \times 2 \) system with one retarded argument.
\[
\begin{pmatrix}
  x_1(t) \\
  x_2(t)
\end{pmatrix}' = \begin{pmatrix}
  a_{11}(t)a_{12}(t) & a_{11}(t) \\
  a_{21}(t)a_{22}(t) & a_{21}(t)
\end{pmatrix}\begin{pmatrix}
  x_1(t) \\
  x_2(t)
\end{pmatrix} + \begin{pmatrix}
  b_{11}(t)b_{12}(t) & b_{11}(t) \\
  b_{21}(t)b_{22}(t) & b_{21}(t)
\end{pmatrix}\begin{pmatrix}
  x_1(t - \tau(t)) \\
  x_2(t - \tau(t))
\end{pmatrix},
\]

and setting \( \beta = 2\lambda \), we obtain

\[
\beta^2 - \beta c_1 + c_2 - \beta e^{-\beta t} d_1 + e^{-\beta t} d_2 + e^{-2\beta t} d_3 = D(\beta/2, t),
\]

where (omitting arguments)

\[
c_1 = (2 + 2a_{22} + 2a_{11}),
\]

\[
c_2 = (1 + 2a_{11})(1 + 2a_{22}) - (a_{12} + a_{21})^2,
\]

\[
(1 - \tau')d_1 = b_{11}^2 + b_{12}^2 + b_{21}^2 + b_{22}^2,
\]

\[
(1 - \tau')d_2 = (b_{11}^2 + b_{12}^2)(1 + 2a_{22}) + (b_{21}^2 + b_{22}^2)(1 + 2a_{11})
\]

\[+ 2(a_{12} + a_{21})(b_{11}b_{21} + b_{22}b_{12}),
\]

\[
(1 - \tau')^2d_3 = (b_{11}b_{22} - b_{12}b_{21})^2.
\]

For stability the roots of \( D(\beta/2, t) = 0 \) must be negative for all \( t \).

In general, one would have to use some method of successive approximations to compute the roots, e.g. Newton's method. Let us take the example

\[
\begin{pmatrix}
  x_1(t) \\
  x_2(t)
\end{pmatrix}' = \begin{pmatrix}
  -2 & a(t) \\
  -a(t) & -3
\end{pmatrix}\begin{pmatrix}
  x_1(t) \\
  x_2(t)
\end{pmatrix}
\]

\[+ \begin{pmatrix}
  b_{11}(t)b_{12}(t) \\
  b_{21}(t)b_{22}(t)
\end{pmatrix}\begin{pmatrix}
  x_1(t - \log t) \\
  x_2(t - \log t)
\end{pmatrix},
\]

\[t > 2,
\]

where \( a(t), b_{ij}(t) \) are continuous functions of \( t \). We have,

\[
D(\beta/2, t) = \beta^2 + 8\beta + 15 + g(t, \beta),
\]

where

\[
g(t, \beta) = -\frac{\beta t}{t^\beta(t-1)} (b_{11}^2 + b_{12}^2 + b_{21}^2 + b_{22}^2)
\]

\[-\frac{t}{t^\beta(t-1)} [5(b_{11}^2 + b_{12}^2) + 3(b_{21}^2 + b_{22}^2)]
\]

\[+ \frac{t^2}{t^{2\beta}(t-1)^2} (b_{11}b_{22} - b_{12}b_{21})^2.
\]

For stability it would be sufficient that \( |1 + g(t, \beta)| < 4 \).

2. Proof of Theorem 1. Let \( z_i(t) = e^{-\lambda t}x_i(t), \ i = 1, \cdots, n, \) where \( \lambda \) is a fixed real number. Substituting into (1) we obtain the system
\[ z'(t) = (A_0(t) - \lambda I)z(t) \]

\[ + \sum_{i=1}^{m} A_i(t) \exp(-\lambda \tau_i(t))z(t - \tau_i(t)), \quad t > t_0, \]

where \( z(t) = (z_1(t), \cdots, z_n(t)) \). We will investigate the stability of the trivial solution of this system. To this end we take the Lyapunov functional

\[ \phi(t) = \|z(t)\|_2^2 + \|z(t)\|_{L_2}. \]

It is easily seen that this functional satisfies the conditions of the Krasovskii stability theorem [3]. Along the trajectories of (1')

\[ -\frac{d\phi}{dt} = \sum_{i=1}^{n} \sum_{j=1}^{n} \left\{ (2\lambda - m) \delta_{ij} - 2A_{0ij}(t) \right\} z_i(t)z_j(t) \]

\[ + \sum_{i=1}^{n} \sum_{l=1}^{n} (1 - \tau_i'(t))z_i(t - \tau_i(l)) \]

\[ - 2 \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{l=1}^{n} A_{ij}(t) \exp(-\lambda \tau_i(t))z_i(t)z_j(t - \tau_i(l)). \]

For fixed real \( \lambda \), the trivial solution of (1') is stable if the quadratic form in the \( n(m+1) \) variables \( z_i(t), z_i(t - \tau_i), \quad i = 1, \cdots, n, \quad l = 1, \cdots, m \), is positive definite for all \( t > t_0 \). It is not difficult to see that this will indeed be so for sufficiently large positive values of \( \lambda \). Indeed, the diagonal terms can be made as large as we please, whereas the off diagonal terms approach zero as \( \lambda \) becomes large. The matrix associated with the quadratic form (4) can be written in block form as

\[ B = \begin{bmatrix}
A_0^*(t, \lambda), & -A_1(t)e^{-\lambda \tau_1(t)}, & \cdots, & -A_m(t)e^{-\lambda \tau_m(t)} \\
-A_1(t)e^{-\lambda \tau_1(t)}, & D_1, & 0, & \cdots, & 0 \\
-A_2(t)e^{-\lambda \tau_2(t)}, & 0, & D_2, & \cdots, & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-A_m(t)e^{-\lambda \tau_m(t)}, & 0, & \cdots, & 0, & D_m 
\end{bmatrix}, \]

where

\[ A_0^*(t, \lambda) = (2\lambda - m)I_n - (A_{0ij}(t) + A_{0ji}(t)), \]

\[ D_i = (1 - \tau_i'(t))I_n, \]

and \( I_n \) is the unit \( n \times n \) matrix.

The roots of \( |B - \mu I| = 0 \) shall be real and positive for fixed \( t > t_0 \) and sufficiently large \( \lambda \). For sufficiently small \( \lambda \) the quadratic form
in (4) shall be nonpositive and since the roots of \( |B - \mu I| = 0 \) are continuous functions of \( \lambda \) at least one root shall be zero for some value of \( \lambda \)[4]. These values of \( \lambda \) are the values of \( \lambda \) satisfying \( |B(\lambda, t)| = 0 \). It is easily seen [4] that

\[
|B(\lambda, t)| = \prod_{i=1}^{m} (1 - \tau_i'(t)) D(\lambda, t),
\]

where \( D(\lambda, t) \) is defined by (2). Since by assumption \( 1 - \tau_i'(t) \neq 0 \) all \( i \) and \( t \), \( |B(\lambda, t)| = 0 \) implies \( D(\lambda, t) = 0 \). Let \( M(t) \) denote the largest of the real roots of \( D(\lambda, t) = 0 \). Suppose \( M(t) \leq \gamma < 0 \) and take \( \gamma < \lambda_0 < 0 \). Then the quadratic form in (4) shall be positive definite for all \( t > t_0 \) if \( \lambda = \lambda_0 \). But this implies that \( z_i(t) = \exp(\lambda_0 t) x_i(t) \to 0 \) as \( t \to \infty \), \( i = 1, \ldots, n \). Thus \( \|x(t)\| \leq k \exp(-\lambda_0 t) \) for some \( k > 0 \). This proves the asymptotic stability of the trivial solution of (1).

**Remark.** For stability of the trivial solution of (1) it is sufficient that all the roots \( \mu(\lambda, t) \) of the polynomial \( |B(\lambda, t) - \mu(\lambda, t)I| = 0 \) be positive for some \( \lambda < 0 \) uniformly in \( t \). This would be a more general, albeit, more cumbersome, criterion of stability than that of Theorem 1.
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