PERTURBATION OF COMPLETE ORTHONORMAL SETS AND EIGENFUNCTION EXPANSIONS

JERRY L. KAZDAN

Abstract. A technique is given for determining the asymptotic properties of vectors which are perturbations of a given basis—the eigenfunctions a selfadjoint operator. Its application is illustrated by a differential equation example, not using the Hilbert space norm. An estimate is also given for the codimension of the span of a perturbed set of vectors.

In many specific problems, one has a selfadjoint operator with a complete set of eigenvectors and a second operator differing from it by a "small" operator. The problem is to determine the properties of the second from those of the first. For example, are the eigenvectors of the second operator complete and are they in any sense close to those of the first operator? Although the problem is old, most solutions are quite technically complicated.

There are two general approaches. The first [1], [2] shows that the eigenvectors of the perturbed operator are asymptotically close to those of the unperturbed operator, from which the completeness is deduced. In this approach the asymptotic behavior of the eigenfunctions is the difficult part. Bary-Krein (see [3, p. 265]) and later in a special case Birkhoff-Rota [1] observed that the completeness then follows rather easily. The second method [4], [5] utilizes contour integration around points of the spectrum to establish the results.

In this paper we follow the first approach. It turns out that with a slight abstraction, the asymptotic behavior follows in a brief and elementary way. This is our Theorem 1. In §2 we apply it to classical Sturm-Liouville theory. §3 illustrates a concrete application, not in a Hilbert space, that follows from our method but is inaccessible to the more abstract approach of §1. Although the results are known, our proofs are considerably shorter than previous ones. Moreover, the techniques should be useful in other specific applications where Hilbert space theory is not applicable. In §4 we briefly consider more general perturbation of bases and give an amusing estimate of the codimension of the span of the perturbed vectors.
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1. Let \( L_0 \) be an unbounded selfadjoint operator with domain \( D(L_0) \) in a Hilbert space \( H \), having simple eigenvalues \( \lambda_k \to \infty \) with the corresponding complete set of orthonormal eigenvectors \( e_k \), \( L_0 e_k = \lambda_k e_k \).

Let \( L = L_0 + L_1 \), where \( L_1 \) is a bounded but not necessarily selfadjoint operator with \( D(L) = D(L_0) \). \( \mu_k \) and \( X_k \) will denote the eigenvalues and corresponding normalized eigenvectors of \( L \), \( LX_k = \mu_k X_k \). The symbol \( \delta_k = \min_{j \neq k} |\lambda_j - \lambda_k| \) is the “isolation distance” of the eigenvalue \( \lambda_k \). We begin with an easy inequality.

**Lemma 1.** If \( Z \in D(L_0) \) and \( Z \perp e_k \), then

\[
| (L_0 - \lambda_k) Z | \geq \delta_k | Z | .
\]

**Proof.** Write \( Z = \sum_{j=1}^n a_j e_j \) and \( Z_n = \sum_{j=1}^n a_j e_j \). Then, since \( a_k = 0 \),

\[
| (L_0 - \lambda_k) Z |^2 \geq | (L_0 - \lambda_k) Z_n |^2 = \sum_{j=1}^n | \lambda_j - \lambda_k |^2 | a_j |^2
\]

\[
\geq \delta_k^2 \sum_{j=1}^n | a_j |^2 = \delta_k^2 | Z_n |^2 .
\]

Now let \( n \to \infty \) on the right.

The following lemma shows that under certain conditions \( X_k \to e_k \) as \( k \to \infty \).

**Lemma 2.** \( | e_k - X_k | \leq 2 (| \lambda_k - \mu_k | + | L_1 |) / \delta_k .\)

**Proof.** Since \( LX_k = \mu_k X_k \), then \( (L_0 - \lambda_k) X_k = (\mu_k - \lambda_k) X_k - L_1 X_k \). We always can write \( X_k = a e_k + Z_k \), where \( a \) is a scalar (which we can assume is \( \geq 0 \) by multiplying \( X_k \) by a scalar of absolute value one), and where \( Z_k \) is orthogonal to the nullspace of \( L_0 - \lambda_k \), that is, to \( e_k \). Now \( Z_k \) satisfies the inhomogeneous equation \( (L_0 - \lambda_k) Z_k = (\mu_k - \lambda_k) X_k - L_1 X_k \) so that by Lemma 1,

\[
\delta_k | Z_k | \leq | (\mu_k - \lambda_k) X_k - L_1 X_k | \leq | \mu_k - \lambda_k | + | L_1 | .
\]

Also, \( 1 = | X_k |^2 = | a e_k |^2 + | Z_k |^2 \), so that \( 0 \leq 1 - a \leq | Z_k | \). Consequently,

\[
| e_k - X_k | \leq | (1 - a) e_k - Z_k | \leq 1 - a + | Z_k | \\
\leq 2 | Z_k | \leq 2 \frac{| \mu_k - \lambda_k | + | L_1 |}{\delta_k} .
\]

With but minor modifications, both Lemma 1 and Lemma 2 remain valid if the eigenvalue \( \lambda_k \) is not simple. However, that assumption
becomes more important when one wants to prove the completeness of the $X_k$'s. The key is

**Lemma 3** (Bary-Krein). Let $\{e_k\}$ be an orthonormal basis for $H$ and $X_k$ a set of linearly independent vectors in the sense that $\sum a_k X_k = 0$ strongly implies $a_k = 0$. If $\sum |X_k - e_k|^2 < \infty$ then the set $\{X_k\}$ is a Schauder basis for $H$.

**Remark.** If the $X_i$'s are not linearly independent, one can still estimate the codimension of their span. See §4.

Our theorem now follows immediately from these lemmas.

**Theorem 1.** Let $L_0 e_k = \lambda_k e_k$ and $L X_k = \mu_k X_k$, where $L = L_0 + L_1$ with $L_0$ selfadjoint and having pure simple point spectrum. If (a) $L_1$ is bounded, (b) $|\lambda_k - \mu_k| < \alpha$, and (c) $\sum 1/\delta_k^2 < \infty$, then (i) $X_k = e_k + O(1/\delta_k)$ as $k \to \infty$, and (ii) the eigenvectors $\{X_k\}$ of $L$ are complete.

2. It is straightforward to apply the above to classical Sturm-Liouville theory. Moreover, an examination of the above proofs shows that one can ignore the delicate issues involved in dealing with strict selfadjoint extensions of unbounded operators. For example, consider

$$L_0 u = - u'', \quad L u = - u'' + qu,$$

where $q \in C[0, 1]$ is real, and say the boundary conditions are $u(0) = u(1) = 0$. Then $L_0$ acting on $BC^2 = \{u \in C^2[0, 1] | u(0) = u(1) = 0\}$ is formally selfadjoint (by closing the operator it becomes strictly selfadjoint, but we ignore that). Its eigenvalues and eigenfunctions are $\lambda_n = n^2 \pi^2$, $e_n(x) = 2^{1/2} \sin n \pi x$, $n = 1, 2, \ldots$.

By Sturm's oscillation theorem, $L$ also acting on $BC^2$ has an infinite number of eigenvalues $\mu_n$ and $|\lambda_n - \mu_n| \leq |q|_\infty$ (where $|\cdot|_\infty$ = uniform norm on $[0, 1]$). Since $\delta_n = \min_{f \in C^1[0, 1]} |f^2 \pi^2 - n^2 \pi^2| = (2n - 1) \pi^2$, we conclude that the eigenfunctions $u_n$ of $L$ have the asymptotic behavior $u_n(x) = 2^{1/2} \sin n \pi x + O(1/n)$ in $L_2[0, 1]$ as $n \to \infty$, and that the $u_n$'s are complete in $L_2[0, 1]$. Note that since $L$ is formally selfadjoint the $u_n$'s are orthonormal so the special case of Lemma 3 proved in [1] is adequate. By standard methods one can show that if $f \in BC^2$ (or even if $f' \in L_2[0, 1]$ and satisfies the boundary conditions) then its eigenfunction expansion converges uniformly.

3. Our abstract method can often be adapted to concrete situations where $L_0$ and $L = L_0 + L_1$ have different domains. For variety, we shall use uniform norms in place of Hilbert space norms in the following illustration.
Consider the operator \( L_0 u = -u'' \) acting on \( BC^2 \), as before, and the perturbed operator \( L u = -u'' + gu \), acting on \( C^2 [0, 1] \) functions but with the boundary values

\[
u(0) + c_1 u'(0) = 0, \quad u(1) + c_2 u'(1) = 0,
\]

where for simplicity, we assume that \( c_1 \neq 0 \), \( c_2 \neq 0 \). The idea is to replace the estimate of Lemma 1 by a similar one using variation of parameters and then use this estimate in imitating the proof of Lemma 2.

**Theorem 2.** \( u_n(x) = 2^{1/2} \cos n \pi x + O(1/n) \) uniformly as \( n \to \infty \) and the \( u_n \)'s are complete in \( L_2 [0, 1] \).

**Proof.** Let \( \phi_n(x) = 2^{1/2} \cos n \pi x \), \( \psi_n(x) = 2^{1/2} \sin n \pi x \), and let \( u_n \) be the normalized \( n \)th eigenfunction of \( L \) with corresponding eigenvalue \( \mu_n \). Then \( L u_n = \mu_n u_n \) so that \( u_n'' + n^2 \pi^2 u_n = (n^2 \pi^2 - \mu_n + q) u_n \). By using variation of parameters this can be written as the integral equation

\[
u = a_n \phi_n + b_n \psi_n + z_n,
\]

and where the constants \( a_n \) and \( b_n \) are determined by the boundary values of \( u \). As before, we multiply \( u_n \) by a scalar of absolute value one to insure that \( a_n \geq 0 \).

Note that by the Schwarz inequality (here \( | \cdot |_2 \) is \( L_2(0, 1) \) norm)

\[
| z_n |_2 \leq | z_n |_\infty \leq \frac{| n^2 \pi^2 - \mu_n | + \| q \|_2}{\pi} \leq \frac{\alpha}{n},
\]

since under our hypothesis \( | n^2 \pi^2 - \mu_n | \leq \) constant independent of \( n \), as can be proved by the Sturm oscillation theorem. Also note that \( u_n(0) = a_n 2^{1/2} \) and \( u_n'(0) = n \pi b_n 2^{1/2} \).

**Claim.** As \( n \to \infty | a_n - 1 | = O(1/n) \) and \( | b_n | = O(1/n) \).

This is proved as follows. Now \( 0 = u_n(0) + c_1 u_n'(0) = (a_n + c_1 n \pi b_n) 2^{1/2} \), so that \( | a_n | = | c_1 n \pi b_n | \). But

\[
| a_n | = | a_n \phi_n |_2 = | u_n - b_n \psi_n - z_n |_2 \leq 1 + | b_n | + | z_n |_2,
\]

and similarly \( 1 \leq | a_n + | b_n | + | z_n |_2 \). Putting these two lines together we obtain the claimed orders of growth. These inequalities show that

\[
| u_n - \phi_n |_\infty = | (a_n - 1) \phi_n + b_n \psi_n + z_n |_\infty = O(1/n).
\]

This proves the asymptotic result of Theorem 2. The completeness again follows from Lemma 3.
4. Let \( \{e_j\} \) be a complete orthonormal set for a separable Hilbert space. If the vectors \( \{x_j\} \) are close to the \( \{e_j\} \), we estimate the codimension of the span of \( \{x_j\} \). This extends Lemma 3. \( R(L) \) and \( N(L) \) denote the range and nullspace of \( L \).

**Lemma 4.** Let \( P \) be an orthogonal projector. Then

\[
\dim R(P) = \sum |Pe_j|^2.
\]

**Proof.** The right side is just the trace of \( P \). In more detail, let \( \{e_j\} \) be an orthonormal basis for \( R(P) \). Then

\[
\sum_j |Pe_j|^2 = \sum_j \sum_k |\langle e_j, e_k \rangle|^2 = \sum_k \sum_j |\langle e_j, e_k \rangle|^2 = \sum_k |e_k|^2 = \dim R(P).
\]

**Theorem 3.** Let \( L \) be a linear map admitting an adjoint \( L^* \). If \( \{x_j\} \in R(L) \) then

\[
\dim R(L)^\perp \leq \sum |x_j - e_j|^2.
\]

In particular, if \( S \) is any subspace, then for any vectors \( \{x_j\} \in S \) we have (by letting \( L = \) projection into \( S \))

\[
\dim S^\perp \leq \sum |x_j - e_j|^2.
\]

**Proof.** Let \( P \) denote the projector into \( N(L^*) \). Now \( x_j \perp N(L^*) \) so

\[
|x_j - e_j|^2 = |P(x_j - e_j)|^2 + |P^\perp(x_j - e_j)|^2 \geq |Pe_j|^2.
\]

Summing over \( j \) and applying Lemma 4, we conclude that \( \dim N(L^*) \leq \sum |x_j - e_j|^2 \). But \( N(L^*) = R(L)^\perp \).
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