INDUCED MATROIDS

R. A. BRUALDI

Abstract. There are several known results concerning how matroids can be induced from given matroids by a bipartite graph and the properties that are inherited in this way. The purpose of this note is to extend some of these results to the situation where the bipartite graph is replaced by an arbitrary directed graph. We show how a directed graph and a matroid can be used to induce a new matroid. If the initial matroid is strongly base orderable, we prove that the induced matroid is also. In particular, a matroid induced from a free matroid by a directed graph is strongly base orderable. A consequence is that the cycle matroid of the complete graph on four nodes cannot be induced from a free matroid by any directed graph.

1. Let $\Gamma$ be a directed graph in which each edge joins two distinct nodes. A finite linear path $\theta$ is a finite sequence $(x_1, x_2, \ldots, x_n)$ of distinct nodes where $n \geq 1$ and $(x_i, x_{i+1})$ is an edge of $\Gamma$ $(1 \leq i < n)$. Notice that for each node $x$, $(x)$ is a finite linear path which we refer to as degenerate. The initial node of the path $\theta$ is $x_1$, denoted by $\text{In } \theta$, while the terminal node of $\theta$ is $x_n$, denoted by $\text{Ter } \theta$; the set of nodes of $\theta$ is $\text{Nod } \theta = \{x_1, x_2, \ldots, x_n\}$. If $\Theta$ is a collection of paths in $\Gamma$, then $\text{In } \Theta = \{\text{In } \theta : \theta \in \Theta\}$, $\text{Ter } \Theta = \{\text{Ter } \theta : \theta \in \Theta\}$, and $\text{Nod } \Theta = \{\text{Nod } \theta : \theta \in \Theta\}$. We say $\Theta$ is a set of pairwise node disjoint paths if $\theta_1, \theta_2 \in \Theta$, $\theta_1 \neq \theta_2$ imply $\text{Nod } \theta_1 \cap \text{Nod } \theta_2 = \emptyset$.

We formulate here the rule used in [3] for obtaining a theorem about pairwise node disjoint paths in a directed graph from the corresponding theorem for bipartite graphs. (Alternately, one can use the second approach of [3] to obtain the same result.) This rule can be formulated for infinite sets of paths as in [3], but we shall restrict our attention to finite sets of paths, although the directed graph $\Gamma$ may be infinite. We shall then use this rule to prove some theorems about matroids.

2. Let $\Theta, \Phi$ be two finite sets of pairwise node disjoint finite linear paths in the directed graph $\Gamma$. Let each node of $\text{Nod } \Theta \cap \text{Nod } \Phi$ be called an intersection node. The intersection nodes divide the paths of
\(\Theta\), resp. \(\Phi\), into a collection \(\Sigma \Theta\), resp. \(\Sigma \Phi\), of subpaths as follows. Let \(\theta = (x_1, x_2, \cdots, x_n) \in \Theta\). If no node of \(\theta\) is an intersection node, then \(\theta \in \Sigma \Theta\). Otherwise let \(x_{k_1}, x_{k_2}, \cdots, x_{k_t} \ (1 \leq k_1 < k_2 < \cdots < k_t \leq n)\) be the nodes of \(\theta\) which are intersection nodes. We then put \((x_1, \cdots, x_{k_1}), (x_{k_1}, \cdots, x_{k_2}), \cdots, (x_{k_t}, \cdots, x_n)\) in \(\Sigma \Theta\). Notice that it may happen that \(x_{k_1} = x_1\) so that \((x_1, \cdots, x_{k_1})\) is the degenerate path \((x_1)\); likewise it may happen that \((x_{k_t}, \cdots, x_n)\) is the degenerate path \((x_n)\). The set \(\Sigma \Phi\) is constructed in an analogous way.

Let \(\text{In} \ \Theta \cup \text{In} \ \Phi \subseteq X\) and Ter \(\Theta \cup \text{Ter} \ \Phi \subseteq Y\). There is then associated a bipartite graph, denoted by \(G(\Theta, \Phi)\) in the following way. Let \(X_I, X_T, X', X''\) be pairwise node disjoint sets such that there are bijections \(x \rightarrow x_I\) of \(X\) to \(X_I\), \(y \rightarrow y_T\) of \(Y\) to \(X_T\), and \(x \rightarrow x'\) and \(x \rightarrow x''\) of \(\text{Nod} \ \Theta \cap \text{Nod} \ \Phi\) to \(X'\) and \(X''\), respectively. The sets \(X_I \cup X'\) and \(X_T \cup X''\) (which are disjoint by our assumptions) comprise the nodes of \(G(\Theta, \Phi)\). We now construct the edges. Corresponding to each path in \(\Sigma(\Theta)\) there is to be an edge of \(G(\Theta, \Phi)\). Let \(\theta = (x=x_1, x_2, \cdots, x_n = y) \in \Theta\). If \(\theta \in \Sigma(\Theta)\) we associate the edge \((x_1, y_T)\) of \(\Theta\). Otherwise if \((x_1, \cdots, x_{k_1}), (x_{k_1}, \cdots, x_{k_2}), \cdots, (x_{k_t}, \cdots, y)\) are the subpaths of \(\theta\) in \(\Sigma(\Theta)\) we associate the edges \((x_1, x'_{k_1}'), (x'_{k_1}, x''_{k_1}), \cdots, (x'_{k_t}, y_T)\). The collection of edges of \(G(\Theta, \Phi)\) constructed in this way is denoted by \(\Sigma(\Theta)\). In an analogous way the paths in \(\Sigma(\Phi)\) give rise to a set \(\Sigma(\Phi)\) of edges of \(G(\Theta, \Phi)\). These are to be the only edges of \(G(\Theta, \Phi)\). Observe that \(\Sigma(\Theta)\), resp. \(\Sigma(\Phi)\), is a set of pairwise node disjoint edges of \(G(\Theta, \Phi)\).

The rule of \([3]\) can now be formulated:

If \(\lambda\) is a (finite) collection of pairwise node disjoint edges of \(G(\Theta, \Phi)\) with

\[X' \subseteq \text{In} \ \lambda \subseteq X_I \cup X', \quad X'' \subseteq \text{Ter} \ \lambda \subseteq Y_T \cup X'',\]

then there is a (finite) collection \(\Pi\) of pairwise node disjoint finite linear paths in \(\Gamma\) with

\[\text{In} \ \Pi = \{x : x_I \in \text{In} \ \lambda\}, \quad \text{Ter} \ \Pi = \{y : y_T \in \text{Ter} \ \lambda\}.\]

As formulated in \([3]\) the presence of cyclic paths (paths whose terminal node coincides with its initial node) is possible. The set \(\Pi\) above is what remains after the cyclic paths have been discarded.

3. Let \(X\) be an arbitrary set. A matroid \([10]\), \([11]\) on \(X\) is a non-empty collection \(M\) of subsets of \(X\) such that (1) \(A \in M, A' \subseteq A\) imply \(A' \in M\) and (2) \(A_1, A_2 \in M, |A_1| + 1 = |A_2| < \infty\) imply there is an \(x \in A_2 \setminus A_1\) with \(A_1 \cup \{x\} \in M\). Those subsets of \(X\) which are members of \(M\) are called independent sets. A base of \(M\) is a maximal in-
dependent subset of $X$. If $|X| < \infty$, $M$ is a *finite matroid*; if one base of $M$ is finite, then all bases are finite and have the same cardinal number. Matroids with a finite base are called *rank-finite matroids*. If $S \subseteq X$, then $M_S = \{A \subseteq S : A \in M\}$ is a matroid on $S$, called the restriction of $M$ to $S$. If $M_1$ and $M_2$ are matroids on disjoint sets $X_1$ and $X_2$, respectively, then $M_1 \oplus M_2$ is a matroid on $X_1 \cup X_2$, called the *direct sum* of $M_1$ and $M_2$. The matroid on a set $X$ consisting of all subsets of $X$ is called the *free matroid* on $X$ and is denoted by $\mathcal{F}(X)$. For more information on these matters, one may consult [10], [11], or [5].

There are a number of ways to induce matroids from given matroids. Let $G$ be a bipartite graph with node set $X \cup Y$ ($X \cap Y = \emptyset$) where each edge has initial node in $X$ and terminal node in $Y$. Let $M_1$ be a matroid on $Y$ and define a collection $M_2$ of subsets of $X$ by: $A \in M_2$ if and only if there is a set $\Pi$ of pairwise node disjoint edges with $\text{In } \Pi = A$ and $\text{Ter } \Pi \subseteq M_1$. Then $M_2$ is a matroid on $X$ [7]. Those matroids obtained in this way when $M_1$ is the free matroid on $Y$ are called *transversal matroids* [4]. We use the rule formulated in §2 to give relatively simple proofs of the following theorems. But first we state and prove two lemmas.

If $M$ is a matroid on a set $X$ and $A \in M$, then the *span* of $A$ is the set $A \cup \{z \in X \setminus A : A \cup \{z\} \in M\}$. If $Z$ is the span of $A$, then $A$ is a base of $M$.

**Lemma 1.** Let $G$ be a bipartite graph with node set $X \cup Y$ ($X \cap Y = \emptyset$), and let $M_1$ be a matroid on $Y$. Let $\Theta_i$ be a finite set of pairwise node disjoint edges of $G$ with $\text{In } \Theta_i = B_i$ and $\text{Ter } \Theta_i = A_i \in M_1$ ($i = 1, 2$). Then one of the following two possibilities must occur.

1. There exists an $x \in B_1 \setminus B_2$ and a set $\Pi$ of pairwise node disjoint edges with $\text{In } \Pi = B_1 \cup \{x\}$ and $A_1 \cap A_2 \subseteq \text{Ter } \Pi \subseteq M_1$.

2. There exists a set $\Pi$ of pairwise node disjoint edges with $\text{In } \Pi = B_1$, $A_1 \cap A_2 \subseteq \text{Ter } \Pi \subseteq M_1$, and $A_2 \subseteq Z$ where $Z$ is the span of $\text{Ter } \Pi$ (relative to the matroid $M_1$).

If $A_2$ is contained in the span of $A_1$ relative to $M_1$, then we may take $\Pi = \Theta_2$ to satisfy possibility (2). Thus assume there is a $y \in A_2 \setminus A_1$ with $A_1 \cup \{y\} \in M_1$. The node $y$ determines a sequence of distinct edges which alternate in $\Theta_2$ and $\Theta_1$ and which either (i) ends with an edge of $\Theta_2$ with initial node $x \in B_2 \setminus B_1$ or (ii) ends with an edge of $\Theta_1$ with terminal node $z \in A_1 \setminus A_2$. Let $\Delta_i$ be the set of edges of $\Theta_i$ in this sequence ($i = 1, 2$) and let $\Theta_3 = \{\Theta_1 \setminus \Delta_1\} \cup \Delta_2$. In case (i), $\Theta_3$ is a set of pairwise node disjoint edges of $G$ with $\text{In } \Theta_3 = B_1 \cup \{x\}$ and $A_1 \cap A_2 \subseteq \text{Ter } \Theta_3 = A_1 \cup \{y\} \in M_1$. We may then take $\Pi = \Theta_3$ to satisfy possibility (1). In case (ii), $\Theta_3$ is a set of pairwise node disjoint edges with
In \( \Theta_2 = B_1 \), \( A_1 \cap A_2 \subseteq \text{Ter} \Theta_2 = \{A_1 \setminus \{y\} \} \cup \{z\} = A_3 \in M^1 \) where \( |A_3 \cap A_2| > |A_1 \cap A_2| \). We may then replace \( \Theta_1 \) by \( \Theta_2 \) and repeat the above procedure. After a finite number of applications either we achieve case (i) and thus satisfy possibility (1) or we obtain a set \( \Theta_k \) \((k \geq 3)\) of pairwise node disjoint edges with \( \text{In} \ \Theta_k = B_1 \), \( A_1 \cap A_2 \subseteq \text{Ter} \Theta_k = A_k \in M^1 \) where \( A_k \subseteq A_2 \). If \( A_2 \) is contained in the span of \( A_k \) relative to \( M^1 \), we may take \( \Pi = \Theta_k \) to satisfy possibility (2). Otherwise one more application of the above procedure must lead to the occurrence of case (i) and thus to the satisfying of possibility (1).

**Lemma 2.** Let \( \Gamma \) be a directed graph, and let \( X, Y \) be subsets of the nodes of \( \Gamma \). Assume that \( M^1 \) is a matroid on \( Y \). Let \( \Theta_i \) be a finite set of pairwise node disjoint, finite linear paths in \( \Gamma \) with \( \text{In} \ \Theta_i = B_i \cup X \) and \( \text{Ter} \ \Theta_i = A_i \in M^1 \) \((i = 1, 2)\). Then one of the following two possibilities must occur.

1. There exists an \( x \in B_2 \setminus B_1 \) and a set \( \Pi \) of pairwise node disjoint, finite linear paths in \( \Gamma \) with \( \text{In} \ \Pi = B_1 \cup \{x\} \) and \( \text{Ter} \ \Pi \subseteq M^1 \).
2. There exists a set \( \Pi \) of pairwise node disjoint, finite linear paths in \( \Gamma \) with \( \text{In} \ \Pi = B_1 \), \( \text{Ter} \ \Pi \subseteq M^1 \), and \( A_2 \subseteq Z \) where \( Z \) is the span of \( \text{Ter} \ \Pi \) (relative to the matroid \( M^1 \)).

We deduce Lemma 2 from Lemma 1. Thus let \( G(\Theta_1, \Theta_2) \) be the bipartite graph associated with \( \Theta_1 \) and \( \Theta_2 \) as in §2. Because of the bijection from \( Y \) to \( Y_T \) we may consider \( M^1 \) as a matroid on \( Y_T \). We then consider the matroid \( M^1 \oplus \phi(X'') \) on \( Y_T \cup X'' \). Then \( \tilde{\Sigma}(\Theta_i) \) is a collection of pairwise node disjoint edges in \( G(\Theta_1, \Theta_2) \) with \( \text{In} \ \tilde{\Sigma}(\Theta_i) = (B_i)_T \cup X' \) and \( \text{Ter} \ \tilde{\Sigma}(\Theta_i) = (A_i)_T \cup X'' \in M^1 \oplus \phi(X'') \) \((i = 1, 2)\). We now apply Lemma 1 to conclude one of the following two possibilities must occur.

3. There exists \( x_i \in (B_2)_T \setminus (B_1)_T \) and a set \( \lambda \) of pairwise node disjoint edges of \( G(\Theta_1, \Theta_2) \) with \( \text{In} \ \lambda = (B_i)_T \cup \{x_i\} \cup X' \) and \( X'' \subseteq \text{Ter} \ \lambda \subseteq M^1 \oplus \phi(X'') \).
4. There exists a set \( \lambda \) of pairwise node disjoint edges of \( G(\Theta_1, \Theta_2) \) with \( \text{In} \ \lambda = (B_i)_T \cup X' \), \( X'' \subseteq \text{Ter} \ \lambda \subseteq M^1 \oplus \phi(X'') \), and \( (A_2)_T \cup X'' \subseteq Z \) where \( Z \) is the span of \( \text{Ter} \ \Pi \) (relative to the matroid \( M^1 \oplus \phi(X'') \)).

By the rule of §2, (3) leads to an \( x \in B_2 \setminus B_1 \) and a set \( \Pi \) of pairwise node disjoint, finite linear paths satisfying (1), while (4) leads to a set \( \Pi \) satisfying (2).

We use Lemma 2 now to prove Theorems 1 and 2.

**Theorem 1.** Let \( \Gamma \) be a directed graph, and let \( X, Y \) be subsets of the nodes of \( \Gamma \). Let \( M^1 \) be a matroid on \( Y \) and define a collection \( M^2 \) of subsets of \( X \) by: \( B \in M^2 \) if and only if there is a set \( \Theta \) of pairwise node disjoint,
finite linear paths with \( \text{In } \Theta = B \), \( \text{Ter } \Theta \subseteq M^1 \). Then \( M^2 \) is a matroid on \( X \).

Property (1) for matroids being clear, we need to verify property (2). Thus let \( B_1, B_2 \subseteq M^2 \) with \( |B_1| = k \), \( |B_2| = k + 1 \), and let \( \Theta_i \) be a set of pairwise node disjoint, finite linear paths in \( \Gamma \) with \( \text{In } \Theta_i = B_i \), \( \text{Ter } \Theta_i = A_i \subseteq M^1 \) (\( i = 1, 2 \)). We now apply Lemma 2 and observe that possibility (2) can now not occur. For if it did we would have \( A_2 \) contained in the span of \( \text{Ter } \Pi \) (relative to the matroid \( M^1 \)) where \( A_2 \subseteq M^1 \) and \( |A_2| = k + 1 \) but \( |\text{Ter } \Pi| = k \). This contradicts the defining properties of matroids. Hence possibility (1) of Lemma 2 must occur, and we conclude that there is an \( x \in B_2 \setminus B_1 \) with \( B_1 \cup \{x\} \subseteq M^2 \). Hence \( M^2 \) is a matroid on \( X \).

With reference to Theorem 1, the matroid \( M^2 \) (on \( X \)) is said to be induced from the matroid \( M^1 \) (on \( Y \)) by the directed graph \( \Gamma \). If \( M^1 \) is the free matroid on \( Y \), this result has been proved in \([8]\) and \([9]\) (where a matroid is referred to as a pre-independence structure).

**Theorem 2.** Let \( \Gamma \) be a directed graph, and let \( X, Y \) be subsets of the nodes of \( \Gamma \). Suppose the matroid \( M^2 \) on \( X \) is induced from the rank-finite matroid \( M^1 \) on \( Y \) by \( \Gamma \). If \( B \) is any base of \( M^2 \) and \( \Theta \) is any set of pairwise node disjoint, finite linear paths in \( \Gamma \) with \( \text{In } \Theta = B \), \( \text{Ter } \Theta = A \subseteq M^1 \), then \( M^1 \) (on \( X \)) is induced from \( M^2 \) (on \( Z \)) by \( \Gamma \) where \( Z \) is the span of \( A \) relative to the matroid \( M^1 \).

The corresponding result for bipartite graphs is derived in \([2]\) when \( M^2 \) is the free matroid on \( Y \) (\( Z \) is then \( A \)) and is generalized in \([6]\). If \( M^3 \) is the matroid induced on \( X \) from \( M^1 \) on \( Z \) by \( \Gamma \), then it is clear that \( M^3 \subseteq M^2 \). Thus we need to show that \( M^2 \subseteq M^3 \). This is a consequence of the following argument.

Let \( B_1 \) be a base of \( M^2 \) and let \( \Theta_i \) be a set of pairwise node disjoint, finite linear paths in \( \Gamma \) with \( \text{In } \Theta_i = B_i \), \( \text{Ter } \Theta_i = A_i \subseteq M^1 \) (\( i = 1, 2 \)). We now apply Lemma 2 and observe that possibility (1) can now not occur. For, if it did, it would have as a consequence that there is an \( x \in B_2 \setminus B_1 \) with \( B_1 \cup \{x\} \subseteq M^2 \). This, however, contradicts the assumption that \( B_1 \) is a base of \( M^2 \). Hence possibility (2) of Lemma 2 must occur. Thus there is a set \( \Pi \) of pairwise node disjoint, finite linear paths in \( \Gamma \) with \( \text{In } \Pi = B_1 \), \( \text{Ter } \Pi \subseteq M^1 \), and \( A_2 \subseteq Z \) where \( Z \) is the span of \( \text{Ter } \Pi \) (relative to \( M^1 \)). But \( A_2 \), \( \text{Ter } \Pi \subseteq M^1 \) with \( |A_2| = |B_2| = |B_1| = |\text{Ter } \Pi| \). But this means that \( \text{Ter } \Pi \) is contained in the span of \( A_2 \) (relative to \( M^1 \)). Thus we have a set \( \Pi \) of pairwise node disjoint, finite linear paths in \( \Gamma \) with \( \text{In } \Pi = B_1 \) and \( \text{Ter } \Pi \) contained in the span
of $A_2$ (relative to $M^2$). Thus $M^2$ (on $X$) is induced from $M^2_{Z_2}$ (on $Z_2$) where $Z_2$ is the span of $A_2$ (relative to $M^2$).

Let $M$ be a matroid on a set $X$. Then $M$ has been called base orderable if given any two bases $B_1, B_2$ there is a bijection $\sigma: B_1 \to B_2$ with $\{B_1 \setminus \{x\} \cup \{\sigma(x)\}\}$ and $\{B_2 \setminus \{\sigma(x)\} \cup \{x\}\}$ bases for all $x \in B_1$. Of course, the bijection $\sigma$ must be the identity on $B_1 \cap B_2$. If in addition the bijection $\sigma$ can be chosen so that $\{B_1 \setminus A \cup \sigma(A)\}$ and $\{B_2 \setminus \sigma(A)\}$ $\cup A$ are bases for all $A \subseteq B_1$, then $M$ will be called strongly base orderable. (This definition may be unnecessary, for to our knowledge all known base orderable matroids are strongly base orderable. In what follows we require the seemingly stronger property.) It was proved in [2] that all transversal matroids are base orderable and indeed strongly base orderable. In [1] it was shown that not all matroids are base orderable, so that this property gives a true necessary condition for a matroid to be a transversal matroid. The result that transversal matroids are strongly base orderable was generalized in [6] to include all matroids induced from strongly base orderable matroids by a bipartite graph. Obviously a free matroid is strongly base orderable, and it is readily verified that a restriction of a strongly base orderable matroid is strongly base orderable. To show that a matroid induced from a strongly base orderable matroid by a directed graph is also strongly base orderable, we require the following lemma.

**Lemma 3.** Let $G$ be a bipartite graph with node set $X \cup Y$ ($X \cap Y = \emptyset$), and let the matroid $M^2$ on $X$ be induced by $G$ from the strongly base orderable, rank-finite matroid $M^1$ on $Y$. If $\Theta_i$ is a set of pairwise node disjoint edges of $G$ with $\text{In } \Theta_i = B_i$, a base of $M^2$, and $\text{Ter } \Theta_i = A_i \in M^1$ ($i = 1, 2$), then there is a bijection $\rho: B_1 \setminus B_2 \to B_2 \setminus B_1$ such that for all $A \subseteq B_1 \setminus B_2$ there exists a set $\Theta_i(A)$ of pairwise node disjoint edges of $G$ ($i = 1, 2$) with $\text{In } \Theta_i(A) = \{B_1 \setminus A\} \cup \rho(A)$, $A_1 \cap A_2 \subseteq \text{Ter } \Theta_i(A) \in M^1$ and $\text{In } \Theta_i(A) = \{B_2 \setminus \rho(A)\}$ $\cup A$, $A_1 \cap A_2 \subseteq \text{Ter } \Theta_i(A) \in M^1$.

Using Theorem 2 and the fact that the restriction of a strongly base orderable matroid is strongly base orderable, we conclude that we may assume that $A_i$ is a base of $M^1$ ($i = 1, 2$). Let $\sigma: A_1 \setminus A_2 \to A_2 \setminus A_1$ be a bijection with $\{A_1 \setminus W\} \cup \sigma(W)$ and $\{A_2 \setminus \sigma(W)\}$ $\cup W$ bases of $M^1$ for all $W \subseteq A_1 \setminus A_2$. We define a bijection $\rho: B_1 \setminus B_2 \to B_2 \setminus B_1$ as follows. Let $x \in B_1 \setminus B_2$. Then $x$ determines a sequence of edges which alternate in $\Theta_1$ and $\Theta_2$ and which ends either with an edge of $\Theta_2$ with initial vertex $y \in B_2 \setminus B_1$ or with an edge of $\Theta_1$ with terminal vertex $w \in A_1 \setminus A_2$. In the former case we define $\rho(x) = y$. In the latter case we consider $\sigma(w) \in B_2 \setminus A_2$ which determines a sequence of edges alternating in $\Theta_2$ and $\Theta_1$ that ends either with an edge of $\Theta_2$ with initial node $y \in B_1 \setminus A_2$ and
or with an edge of $\Theta_1$ with terminal node $w_2 \in A_1 \setminus A_2$ where $w_1 \neq w_2$. In the first case we define $\rho(x) = y$; in the second case we repeat with $\sigma(w_2)$ in place of $\sigma(w_1)$. After a finite number of steps we arrive at a finite sequence $w_1, w_2, \ldots, w_k$ ($k \geq 1$) of distinct nodes of $A_1 \setminus A_2$ such that the sequence of edges determined by $\sigma(w_k)$ which alternates in $\Theta_2$ and $\Theta_1$ ends with an edge of $\Theta_2$ with initial node $y \in B_2 \setminus B_1$. We then define $\rho(x) = y$. Let $\Delta_i(x)$ be the set of edges of $\Theta_i$ encountered in defining $\rho(x)$ ($i = 1, 2$) and let $W(x) = \{w_1, w_2, \ldots, w_k\}$. (Note that $W(x)$ may be empty.) Since $\rho$ is a bijection, it is readily verified that $(\Delta_1(x) \cup \Delta_2(x)) : x \in B_1 \setminus B_2$ and $(\sigma(W(x)) : x \in B_1 \setminus B_2)$ are both families of pairwise disjoint sets. In particular, $\rho : B_1 \setminus B_2 \to B_2 \setminus B_1$ is an injection and thus a bijection. If $A \subseteq B_1 \setminus B_2$, then

$$\Theta_1(A) = \{\Theta_1 \setminus \bigcup_{x \in A} \Delta_1(x)\} \cup \{\bigcup_{x \in A} \Delta_2(x)\},$$

$$\Theta_2(A) = \{\Theta_2 \setminus \bigcup_{x \in A} \Delta_2(x)\} \cup \{\bigcup_{x \in A} \Delta_1(x)\}$$

are each pairwise node disjoint sets of edges of $G$ with

$$\text{In } \Theta_1(A) = \{B_1 \setminus A\} \cup \rho(A),$$

$$A_1 \cap A_2 \subseteq \text{Ter } \Theta_1(A) = \left\{A_1 \setminus \bigcup_{x \in A} W(x)\right\} \cup \sigma\left(\bigcup_{x \in A} W(x)\right) \in M^1,$$

$$\text{In } \Theta_2(A) = \{B_2 \setminus \rho(A)\} \cup A,$$

$$A_1 \cap A_2 \subseteq \text{Ter } \Theta_2(A) = \left\{A_2 \setminus \sigma\left(\bigcup_{x \in A} W(x)\right)\right\} \cup \left\{\bigcup_{x \in A} W(x)\right\} \in M^1.$$

This establishes the lemma.

**Theorem 3.** Let $M^1$ be a strongly base orderable, rank-finite matroid on a set $Y$. If the matroid $M^2$ on $X$ can be induced from $M^1$ by a directed graph $\Gamma$, then $M^2$ is also strongly base orderable.

Let $\Theta_i$ be a set of pairwise node disjoint, finite linear paths in $\Gamma$ with $\text{In } \Theta_1 = B_1$, a base of $M^2$, and $\text{Ter } \Theta_1 = A_1 \subseteq M^1$ ($i = 1, 2$). Let $G(\Theta_1, \Theta_2)$ be the bipartite graph associated with $\Theta_1$ and $\Theta_2$ as in §2, and regard $M^1$ as a matroid on $Y_T$. Consider then the matroid $M^1 \oplus \varnothing(X'')$ on $Y_T \cup X''$. Then $\Sigma(\Theta_i)$ is a set of pairwise node disjoint edges of $G(\Theta_1, \Theta_2)$ with $\text{In } \Sigma(\Theta_i) = (B_i) \cup X'$, $\text{Ter } \Sigma(\Theta_i) = (A_i) \cup X''$ ($i = 1, 2$). Since from Theorem 2 we may assume that $A_1$ and $A_2$ are bases of $M^1$, it follows by a simple cardinality argument that $(B_i) \cup X'$ is a base of the matroid induced on $X_1 \cup X'$ from $M^1 \oplus \varnothing(X'')$ by
\[G(\Theta_1, \Theta_2). \text{ Using Lemma 3, we conclude that there is a bijection} \]
\[\rho: (B_1) \setminus (B_2) \rightarrow (B_2) \setminus (B_1) \text{ such that for all } A_1 \subseteq (B_1) \setminus (B_2), \text{ there are sets} \]
\[\lambda_1(A), \lambda_2(A) \text{ of pairwise node disjoint edges of } G(\Theta_1, \Theta_2) \text{ with} \]
\[X' \subseteq \text{In} \lambda_1(A) = \{(B_1) \setminus A_1 \} \cup \rho_1(A_1), \]
\[X'' \subseteq \text{Ter} \lambda_1(A) \in M_1 \oplus \emptyset(X''), \]
\[X' \subseteq \text{In} \lambda_2(A) = \{(B_2) \setminus \rho_1(A_1) \} \cup A_1, \]
\[X'' \subseteq \text{Ter} \lambda_2(A) \in M_1 \oplus \emptyset(X''). \]

Thus by the rule of §2 there is a bijection \[\rho: B_1 \setminus B_2 \rightarrow B_2 \setminus B_1 \] with the property that for all \[A \subseteq B_1 \setminus B_2 \] there exist sets \[\Pi_1(A), \Pi_2(A) \] of pairwise node disjoint finite linear paths in \[\Gamma \] with
\[\text{In } \Pi_1(A) = \{B_1 \setminus A\} \cup \rho(A), \quad \text{Ter } \Pi_1 \in M_1, \]
\[\text{In } \Pi_2(A) = \{B_2 \setminus \rho(A)\} \cup A, \quad \text{Ter } \Pi_2 \in M_1. \]

Hence \[M_2 \] is a strongly base orderable matroid on \[X. \]

**Corollary.** If a matroid \[M \] on \[X \] can be induced from a free matroid by a directed graph, then \[M \] is strongly base orderable.

This is a special case of the theorem, since a free matroid is trivially strongly base orderable.

On six or fewer elements there are up to isomorphism only two matroids which are not transversal matroids. These are the cycle matroids \[10 \] of the complete graph \[K_4 \] on four nodes, \[M(K_4) \], and the cycle matroid of the graph obtained from a triangle by repeating each edge. It is easy to verify that the latter matroid is strongly base orderable and indeed can be induced from a free matroid by a directed graph. The matroid \[M(K_4) \] is, however, not base orderable, as is easily verified, and hence cannot be induced from a free matroid by any directed graph. We may conclude that on six or fewer elements there is up to isomorphism exactly one matroid, \[M(K_4) \], which cannot be induced from a free matroid by a directed graph; similarly, there is exactly one matroid on six or fewer elements, namely \[M(K_4) \], which is not base orderable (or strongly base orderable).
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