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Abstract. In this paper is presented a theory of unbounded operators which admit spectral distributions. The compactness of the support in the bounded case has been replaced by certain growth conditions at infinity. Properties of these operators are studied, including the existence of a Spectral Mapping Theorem.

Introduction. In [2], Foiaş introduced the class of bounded operators in Banach spaces which in lieu of spectral measures admit spectral distributions. He proved certain basic properties of these “generalized scalars”, such as the Spectral Mapping Theorem. Further investigations of this class of operators and of spectral distributions were made by various authors in [1], [2], [4], [5], [6], [8], and [10].

In [5], the present author studied the class of generalized scalars with real spectrum, which were called generalized pseudo-hermitian (g.p.h) operators. These operators were characterized by the elementary condition that the real exponential group generated by such an operator have polynomial growth in the uniform operator norm. In attempting to study the spectral properties of the infinitesimal generators of C0-groups with polynomial growth, the author has been led to consider unbounded generalized scalar operators.

In this paper is presented a theory of unbounded spectral distributions and of the unbounded generalized scalar operators which they represent. The compactness of the support in the bounded case has been replaced by certain growth conditions at infinity sufficient to insure that the definitions are correct and the resulting class of operators well behaved, in that they generalize both the bounded generalized scalars and the unbounded normal operators in Hilbert space. Some properties of the class are discussed, culminating in a Spectral Mapping Theorem.

1. Basic definitions.

Definition 1. Let $T$ be a mapping from the space $\mathcal{D}(R^2)$ of complex test functions into the space $\mathcal{L}(X)$ of linear continuous operators on a...
Banach space $X$. (a) We say $T$ strongly vanishes to power $p$ at infinity for a vector $x \in X$ if and only if $T_x^p x \to 0$ as $\varphi \in \mathcal{D}(\mathbb{R}^2)$ varies through a family of test functions in such a manner that $\|T_\varphi\|$ remains bounded, and $\inf\{ |\lambda| : \lambda \in \text{support } \varphi \} \to \infty$.

(b) If $T$ strongly vanishes to power $p$ at infinity for all $x \in X$, we say $T$ strongly vanishes to power $p$ at infinity.

**Example.** Let $E$ be a spectral measure in Hilbert space $H$, defined on the Borel sets in the complex plane, and define a mapping $T$ from $\mathcal{D}(\mathbb{R}^2)$ into $\mathcal{L}(H)$ by the formula

\[
T_\varphi = \int \varphi \, dE \quad \text{for } \varphi \in \mathcal{D}(\mathbb{R}^2).
\]

Here the integral is as defined in [4]. (Reference [7] provides some results used in the manipulations that follow.) Then we have (a) $T$ strongly vanishes to power 0 at infinity; and (b) $T$ strongly vanishes to power 1 at infinity for all $x$ in the domain $D_A$ of the operator $A$ given by the formula

\[
A = \int \lambda \, dE.
\]

We remark that equation (2) is the general form for an unbounded normal operator in $H$.

**Proof of (a).**

\[
\|T_\varphi x\|^2 = \int |\varphi|^2 \, d\mu_x
\]

where $\mu_x$ is the measure $(E(\cdot) x, x)$. If $\varphi$ is a test function with support disjoint from the ball $S_r$ of radius $r$ about the origin in $\mathbb{R}^2$, then

\[
\|T_\varphi x\|^2 = \int_{R^2 \setminus S_r} |\varphi|^2 \, d\mu_x = \left( \int |\varphi|^2 \, dE_x, E(R^2 \setminus S_r) x \right)
\]

\[
= \|E(R^2 \setminus S_r) x\| \cdot \left( \int |\varphi|^2 \, dE_x \right)^{1/2}
\]

Now $\int |\varphi|^4 \, d\mu_x = \|T_\varphi x\|^2 = \|T_\varphi\|^2 \|x\|^2$, and is hence bounded on a set of $\varphi$ for which $\|T_\varphi\|$ is bounded. Thus (4) implies that $T$ strongly vanishes to power 0 at infinity.

**Proof of (b).** If $x \in D_A$, then $\int |\lambda|^2 \, d\mu_x < \infty$, so for $\text{supp } \varphi \cap S_r = \emptyset$, ...
we have

$$\|T_{\omega x}\|^2 = \int_{R^d|S_r} \|\omega\|^2 \|x\|^2 d\mu\_x$$

$$= \left( \int_{R^d|S_r} \|\omega\|^2 \|x\|^2 d\mu\_x \right)^{1/2} \left( \int_{R^d|S_r} \|\omega\|^2 \|x\|^2 d\mu\_x \right)^{1/2}$$

$$= \left( \int_{R^d|S_r} \|\omega\|^2 \|x\|^2 d\mu\_x \right)^{1/2} \left( \int_{R^d|S_r} \|\omega\|^2 \|x\|^2 d\mu\_x \right)^{1/2},$$

where $y = \int |\omega\| dE_x$. The second factor on the right side of (5) is bounded on a set of $\omega$ for which $\|T\_\omega\|$ is bounded, as above. Hence the fact that $T$ strongly vanishes to power 1 at infinity for $x$ follows from the relation $\int |\omega\|^2 d\mu\_x < \infty$.

**Definition 2.** Let $T$ be an “integrable” distribution of operators in $R^d$; i.e., $T$ is a linear mapping from $D(R^d)$ into $\mathcal{L}(X)$ ($X$—Banach space) which is continuous with respect to the topology inherited by $D(R^d)$ from the space $\mathcal{B}_0(R^d)$ of $C^\infty$-functions on $R^d$ whose derivatives all vanish at infinity (cf. [3, p. 91] for the topology of $\mathcal{B}_0(R^d)$).

We say $T$ is an (unbounded) spectral distribution if and only if:

(a) $T_{\omega x} = T_{\omega x}$, $\forall \omega$, $\omega \in D(R^d)$.

(b) $T$ strongly vanishes to power 0 at infinity.

(c) $T$ is normalized; i.e., if $\omega \in D(R^d)$ is identically 1 near the origin in $R^d$, and if $\omega_n(\lambda) = \omega(\lambda/n)$ for all $\lambda \in R^d$, then $T_{\omega_n} x \rightarrow x$ as $n \rightarrow \infty$ for all $x \in X$.

We must show that property (c) is independent of the choice of the function $\omega$. Let $\omega$ be another such function. Let $\eta \equiv \omega - \omega$, $\eta_n \equiv \omega_n - \omega_n$. We will show $T_{\eta_n} x \rightarrow 0$ as $n \rightarrow \infty$ for all $x \in X$. Now $\inf\{|\lambda|: \lambda \in \text{supp}\ \eta_n\} \rightarrow \infty$ as $n \rightarrow \infty$, since $\eta$ vanishes near the origin in $R^d$. Furthermore, $\{\eta_n\}$ is a bounded subset of the space $\mathcal{B}_0(R^d)$, so that $\|T_{\eta_n}\|$ remains bounded as $n \rightarrow \infty$. Since $T$ strongly vanishes to power 0 at infinity, we conclude $T_{\eta_n} x \rightarrow 0$.

We remark that every spectral distribution in the sense of Foiaş (cf. [5] or [2]) satisfies Definition 2. Furthermore, the mapping $T$ of equation (1) is a spectral distribution in the sense of Definition 2.

**Definition 3.** Let $A$ be a mapping of a subset $D_A$ of $X$ into $X$. $A$ is called an (unbounded) generalized scalar operator if and only if:

(a) There is a spectral distribution $T$ such that $x \in D_A$ if and only if $T$ strongly vanishes to power 1 at infinity for $x$ (and consequently $T_{\omega x_n} x$ converges, where $\omega_n$ is as in Definition 2(c)) and

(b) $Ax = \lim T_{\omega x} x$ for all $x \in D_A$.

We then say “$A$ admits the spectral distribution $T$”. 
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We must show that Definition 3 is independent of the choice of the function \( \varphi \). With \( \psi, \psi_n, \eta, \) and \( \eta_n \) as before, let \( x \in X \). If \( T \) strongly vanishes to power 1 at infinity for \( x \), then \( \| T_{\lambda \eta_n} x \| \to 0 \) as \( n \to \infty \), so \( T_{\lambda \eta_n} x \) and \( T_{\lambda \psi_n} x \) have the same limit.

Every generalized scalar in the sense of Foiaş satisfies Definition 3. The operator of equation (2) is a generalized scalar in the sense of Definition 3. Furthermore, there are operators in Hilbert space which satisfy Definition 3 but are not normal, not even scalar in the sense of Dunford (cf. [5]).

2. The domain of a generalized scalar operator.

THEOREM 1. Let \( A \) be a generalized scalar operator with spectral distribution \( T \). Then

(a) The domain \( D_A \) of \( A \) is a linear manifold on which \( A \) is a linear operator.

(b) \( \cap_n D_{A^n} \) is dense in \( X \); in fact, for all \( x \in X \) and \( \psi \in \mathcal{D}(R^2) \), we have \( T_{\psi} x \in D_{A^n} \) and \( A^n T_{\psi} x = T_{\lambda^n \psi} x \).

(c) \( A T_{\psi} x = T_{\psi} A x \) for all \( x \in D_A \) and \( \psi \in \mathcal{D}(R^2) \).

(d) \( D_{A^n} \) is the set of vectors for which \( T \) vanishes to power \( n \) at infinity.

Proof. (a) is clear.

(b) Since \( T \) is normalized, the set \( \{ T_{\psi} x | x \in X, \psi \in \mathcal{D}(R^2) \} \) is dense. We prove \( T_{\psi} x \in D_{A^n} \) and \( A^n T_{\psi} x = T_{\lambda^n \psi} x \) by induction on \( n \): assuming the \( n - 1 \) case, let \( \eta \in \mathcal{D}(R^2) \), supp \( \eta \) disjoint from supp \( \psi \). Then \( T_{\lambda \eta} A^{n-1} T_{\psi} x = T_{\lambda^n \eta} T_{\lambda \psi} x = T_{\lambda^n \psi} x = 0 \), so \( T \) vanishes to power 1 at infinity for \( A^{n-1} T_{\psi} x \). Thus \( T_{\psi} x \in D_{A^n} \). And for \( \{ \psi_m \} \) as in Definition 2(c),

\[
A^n T_{\psi} x = \lim_m T_{\lambda \psi_m} T_{\lambda^{n-1} \psi} x = \lim_m T_{\lambda \psi_m \psi} x = T_{\lambda^n \psi} x.
\]

(c) \( T_{\psi} A x = \lim_m T_{\psi} T_{\lambda \psi_m} x = \lim_m T_{\lambda \psi_m} x = T_{\lambda \psi} x = A T_{\psi} x \).

(d) Let \( x \in D_{A^n} \). For \( \eta \in \mathcal{D}(R^2) \), we have \( T_{\lambda \eta} A^{n-1} x = T_{\lambda \eta} x \), so the vanishing of \( T \) to power 1 at infinity for \( A^{n-1} x \) implies \( T \) vanishes to power \( n \) at infinity for \( x \).

Let \( \mathcal{F} \) be a set of test functions on which \( T \) is bounded. Let \( \psi \in \mathcal{B}(R^2) \) be such that \( \psi(\lambda) = 1/\lambda \) for \( |\lambda| > 1 \). Then for \( x \in X \) and \( \eta \in \mathcal{F} \), we have

\[
\| T_{\psi \eta} x \| = \lim_m \| T_{\psi \eta \eta_m} x \| \leq \| x \| \cdot \sup_{\eta \in \mathcal{F}} \| T_{\eta} \| \cdot \sup_m \| T_{\psi \eta_m} \|.
\]

But since \( \{ \psi \eta_m \} \) is \( \mathcal{B}(R^2) \)-bounded, \( \sup_m \| T_{\psi \eta_m} \| \) is finite. Thus \( T \) is bounded on \( \{ \psi \eta | \eta \in \mathcal{F} \} \). Together with the relation \( T_{\lambda \eta} = T_{\lambda \eta \eta} \) for \( \sup \eta \cap S_1 = \emptyset \), this implies that \( T \) vanishes to power \( n - 1 \) at infinity for \( x \) if \( T \) vanishes to power \( n \) at infinity for \( x \). The remaining half of statement (d) can thus be proved by induction on \( n \) using the relation \( T_{\lambda \eta} A^{n-1} x = T_{\lambda \psi} x \) for \( x \in D_{A^{n-1}} \).
Theorem 2. If $A$ is a generalized scalar operator, then $A$ is a closed operator.

Proof. Let $x_m \in D(A)$, $x_m \to x$, $Ax_m \to y$. We first show that $T$ strongly vanishes to power 1 at infinity for $x$. Let $\psi$ run through a set of test functions for which $\|T\| \leq M$ remains bounded and $\inf\{|A| : A \in \text{supp } \psi\} \to -\infty$. Given $\varepsilon > 0$, choose $m_0$ such that $m \geq m_0$ implies $\|Ax_m - y\| \leq \varepsilon/3M$, where $M$ is a bound for $\|T\|$. Let $r_m$ be a positive number (for each $m$) chosen such that $\text{supp } \psi \cap S_{r_m} = \emptyset$ implies that $\|T_{Ax_m}\| \leq \varepsilon/3$. Let $\psi$ be such that $\text{supp } \psi \cap S_{r_m} = \emptyset$, and let $m > m_0$. Then

$$\|T_{Ax_m}\| \leq \|T_{Ax_m}\| + \|T_{Ax_m}(x_m - x_m^0)\|$$

$$\leq \varepsilon/3 + \|T_{Ax_m}(x_m - x_m^0)\|$$

$$= \varepsilon/3 + \|T_{Ax_m}(x_m - x_m^0)\|$$

$$\leq \varepsilon/3 + M \|Ax_m - Ax_m^0\| \leq \varepsilon.$$

Letting $m \to \infty$, we get $\|T_{Ax_m}\| \leq \varepsilon$ for $\text{supp } \psi \cap S_{r_m} = \emptyset$. Thus $T$ strongly vanishes to power 1 at infinity for $x$.

With $\varphi_n$ again as in Definition 2(c), Theorem 1(b) and (c) imply $T_{Ax_m} = T_{Ax_m^0}$. Taking the limit as $m \to \infty$, we get $T_{Ax_m} = \lim_{n} T_{Ax_m^0} = T_{Ax_m^0}$. Taking the limit of this relation as $m \to \infty$, we get $\lim_{n} T_{Ax_m^0} = y$. Hence $x \in D(A)$ and $Ax = y$. This completes the proof of Theorem 2.

Corollary. If $A$ is a generalized scalar operator, then the spectrum $\sigma(A)$ of $A$ is a closed subset of $\mathbb{R}^2$.

This follows from Theorem 2 and from Theorem 1 of [9, p. 211].

3. The Spectral Mapping Theorem.

Theorem 3. Let $T$ be a spectral distribution, and $\psi \in \mathcal{D}(\mathbb{R}^2)$. Then (a) $T_\psi$ is a (bounded) generalized scalar operator; and

(b) $\sigma(T_\psi) \subset \text{cl} (\psi(\text{supp } T))$.

Proof of (a). For $\eta \in \mathcal{D}(\mathbb{R}^2)$, define a function $\eta_\psi$ by the formula

$$\eta_\psi(\lambda) \equiv \eta(\psi(\lambda)) - \eta(0).$$

Then $\eta_\psi \in \mathcal{D}(\mathbb{R}^2)$. Define a mapping $S : \mathcal{D}(\mathbb{R}^2) \to C(X)$ by

$$S_\eta \equiv T_\eta + \eta(0)I.$$
Now if both $m$ and $n$ are large enough so that $\varphi_n$ and $\varphi_m$ are identically 1 near $\text{supp } \varphi$, then for $\eta_1, \eta_2 \in \mathcal{D}(\mathbb{R}^2)$ we have

$$T_{(\eta_1, \eta_2) \cdot \varphi} \varphi_m = T_{(\eta_1 \cdot \varphi) \varphi_m} = T_{(\eta_2 \cdot \varphi) \varphi_m}.$$

Taking the limit as $m \to \infty$, we get

$$T_{(\eta_1, \eta_2) \cdot \varphi} \varphi_n = T_{(\eta_1 \cdot \varphi) \varphi_n} = T_{(\eta_2 \cdot \varphi) \varphi_n}.$$

Taking the limit as $n \to \infty$, we get $S_{(\eta_1, \eta_2) \cdot \varphi} \varphi_n = S_{(\eta_1 \cdot \varphi) \varphi_n} = S_{(\eta_2 \cdot \varphi) \varphi_n}.$

We will show that $\text{supp } S \subset \text{cl}(\varphi(\text{supp } T))$, a compact set. If $\eta \in \mathcal{D}(\mathbb{R}^2)$, $\text{supp } \eta \cap \text{cl}(\varphi(\text{supp } T)) = \emptyset$, then $\eta \cdot \varphi = 0$ near $\text{supp } T$, so $S_{\eta} x = \lim_{n} T_{(\eta, \varphi) \cdot \varphi_n} x = 0$ for all $x \in X$. Since $S$ has compact support, $S_{\eta} x = \lim_{n} T_{(\eta, \varphi) \cdot \varphi_n} x = x$ for all $x \in X$. Thus $S$ is a spectral distribution in the sense of Foiaş. Furthermore, $S_{\eta} x = \lim_{n} T_{(\eta, \varphi) \cdot \varphi_n} x = T_{\eta} x$ for all $x \in X$. Thus $T_{\eta}$ is a generalized scalar in the sense of Foiaş with spectral distribution $S$.

**Proof of (b).** By Foiaş' Spectral Mapping Theorem (Proposition 1(ii) of [2]), we have $\sigma(T_{\eta}) = \text{supp } S \subset \text{cl}(\varphi(\text{supp } T))$.

**Theorem 4 (Spectral Mapping Theorem).** If $A$ is a generalized scalar operator with spectral distribution $T$, then $\sigma(A) = \text{supp } T$.

We prove this theorem in two steps:

(a) $\sigma(A) \subset \text{supp } T$.

(b) If the resolvent set $\rho(A)$ of $A$ is nonempty, then $\sigma(A) = \text{supp } T$.

**Proof of (a).** Assume $A \not\in \text{supp } T$. Let $\varphi_n$ be as in Definition 2(c). Then there is a function $\chi$ from the space $B(\mathbb{R}^2)$ of $C^\infty$ functions with bounded derivatives of all orders such that $\chi(\lambda_0 - \lambda)^{-1}$ near $\text{supp } T$. Hence $\chi(\lambda_0 - \lambda) \varphi_n = \varphi_n$ near $\text{supp } T$, so that for any $x \in D_A$ we have

$$T_{\chi \varphi_n}(\lambda_0 - \lambda)x = (\lambda_0 - \lambda)T_{\chi \varphi_n}x = T_{\chi \varphi_n}(\lambda_0 - \lambda)\varphi_n x = T_{\varphi_n} x \longrightarrow x.$$

This implies that $\lambda_0 - \lambda A$ is one-to-one, its range is dense (since $D_A$ is dense), and $T_{\varphi_n} y \longrightarrow (\lambda_0 - \lambda)^{-1} y$ for all $y$ in the range of $\lambda_0 - \lambda A$. Furthermore, $\{\chi \varphi_n\}$ is a bounded subset of $B_0(\mathbb{R}^2)$, so $\|T_{\varphi_n}\|$ are bounded. Thus $(\lambda_0 - \lambda)^{-1}$ is a bounded operator and $\lambda_0 \not\in \sigma(A)$. This proves $\sigma(A) \subset \text{supp } T$.

**Proof of (b).** We show $\text{supp } T \subset \sigma(A)$. Let $\varphi \in D(\mathbb{R}^2)$, $\text{supp } \varphi \cap \sigma(A) = \emptyset$. Define a map $\mathcal{R}: (\mathbb{R}^2 \setminus \text{supp } \varphi) \rightarrow \mathcal{D}(\mathbb{R}^2)$ by

$$\mathcal{R}_\zeta = \varphi(\lambda)(\zeta - \lambda)^{-1}, \quad \forall \zeta \in \mathbb{R}^2,$$

for each $\zeta \notin \text{supp } \varphi$. $\mathcal{R}$ is an analytic function from $(\mathbb{R}^2 \setminus \text{supp } \varphi)$ into $\mathcal{D}(\mathbb{R}^2)$. Therefore the mapping $f$ from $(\mathbb{R}^2 \setminus \text{supp } \varphi)$ into $L(X)$ defined by $f_{\zeta} = T \mathcal{R}_{\zeta}$ is an analytic function. Furthermore the function $g: \rho(A) \rightarrow L(X)$ defined by $g_{\zeta} = (\zeta I - A)^{-1} T_{\varphi}$ is also analytic (cf. [9, p. 211]). If $\zeta \in D_f \subset D_g = \mathbb{R}^2 \setminus (\sigma(A) \cup \text{supp } \varphi)$ then

$$(\zeta I - A) f_{\zeta} = (\zeta I - A) T_{\varphi(\zeta - \lambda)^{-1}} = T_{\varphi(\zeta - \lambda)^{-1}} - T_{\lambda \varphi(\zeta - \lambda)^{-1}} = T_{\varphi},$$
so that \( f_i = g_i \). Hence there is an entire analytic function \( F: \mathbb{R}^2 \to \mathcal{L}(X) \) agreeing with \( f \) and \( g \) where each is defined. Now as \( |\zeta_n| \to \infty \), the functions \( \psi_n = \varphi \cdot (\zeta_n - \lambda)^{-1} \) converge to 0 in \( \mathcal{D}(\mathbb{R}^2) \). Thus \( T_{\psi_n} = F_{\psi_n} \to 0 \) as \( n \to \infty \). By Liouville’s theorem, we conclude that \( F \equiv 0 \) in \( \mathbb{R}^2 \). If \( \zeta \in \rho(A) \neq \emptyset \), then \( 0 = F_{\zeta} = g_{\zeta} = (I - A)^{-1}T \varphi \) so that \( T \varphi = 0 \), and we have \( \text{supp } T \subset \sigma(A) \).
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