ON NONSTRONGLY REGULAR MATRICES

J. BAZINET AND J. A. SIDDIQI

Abstract. Using the Rudin-Shapiro sequence, the existence of a regular but not strongly regular positive matrix that sums \( \{\exp(2\pi ikt)\} \) to 0 for all \( t \in (0, 1) \) is established. As a corollary it is shown that there exist matrices that sum all almost periodic sequences without possessing the Borel property and vice versa.

1. A matrix \( A = (a_{n,k}) \) of real or complex numbers is called strongly regular if it is regular and

\[
\lim_{n \to \infty} \sum_{k=0}^{\infty} |a_{n,k} - a_{n,k+1}| = 0.
\]

Such matrices possess many interesting properties. Thus a matrix is translative if and only if it is strongly regular (cf. Petersen [5, p. 21]). Lorentz [3] has shown that a matrix sums every almost convergent sequence to its almost convergence limit if and only if it is strongly regular.

If \( A = (a_{n,k}) \) is strongly regular, then it necessarily satisfies the conditions

\[
\lim_{n \to \infty} \sum_{k=0}^{\infty} a_{n,k} \exp(2\pi ikt) = 0
\]

and

\[
\lim_{n \to \infty} \sum_{k=0}^{\infty} |a_{n,k}| \exp(2\pi ikt) = 0
\]

for all \( t \in (0, 1) \) as a simple Abel's transformation shows. The question naturally arises whether there exist regular matrices satisfying (2) and (3) that are not strongly regular. A positive answer to this question becomes much more significant if we observe that the Fourier-effective matrices
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considered by Hille and Tamarkin [2], Nikol’skii [4] and Sz.-Nagy [8] have to satisfy (2) and (3) though perhaps not (1).

2. In this paper we construct a nonstrongly regular positive regular matrix satisfying (2) and (3) possessing, in addition, the Borel property of summing almost all sequences of 0’s and 1’s to the value \( \frac{1}{2} \). The construction is based on the use of the coefficients of the Rudin-Shapiro polynomial as given in Rudin [6]. These are defined as follows.

We set \( P_0(x) = Q_0(x) = x \) and define \( P_k \) and \( Q_k \) inductively by

\[
P_{k+1}(x) = P_k(x) + x^2Q_k(x) \quad \text{and} \quad Q_{k+1}(x) = P_k(x) - x^2Q_k(x) \quad (k = 0, 1, 2, \cdots).
\]

Clearly \( P_1(x) = x + x^2 \) and \( Q_1(x) = x - x^2 \). We observe that \( P_k \) is a polynomial of degree \( 2^k \) and that \( P_k \) is a partial sum of \( P_{k+1} \). Hence we can define a sequence \( \{e_n\} \) by setting \( e_n \) equal to the \( n \)th coefficient of \( P_k \), where \( 2^k > n \). Clearly \( e_n = 1 \) or \( -1 \). It has been shown by Rudin [6] that

\[
\sum_{n=1}^{N} e_n e^{i n \theta} < 5 \sqrt{N} \quad \text{for} \quad 0 \leq \theta \leq 2\pi, \quad N = 1, 2, \cdots.
\]

We assert that for all \( k = 1, 2, \cdots \),

\[
P_{k+1} = P_k + x^2Q_k + \delta_0 x^4P_1 + \delta_0 x^6Q_k + \cdots + \delta_{2^{k+1}-1} x^{2^{k+1}-4}P_1 + \delta_{2^{k+1}-2} x^{2^{k+1}-2}Q_k
\]

and

\[
Q_{k+1} = P_k + x^2Q_k + \delta_0 x^4P_1 + \delta_0 x^6Q_k + \cdots + \delta_{2^{k+1}-1} x^{2^{k+1}-4}P_1 + \delta_{2^{k+1}-2} x^{2^{k+1}-2}Q_k
\]

where \( \delta_0 \) and \( \delta_{2^k} \) are either \( +1 \) or \( -1 \). The assertion is true for \( k = 1 \).

If we assume that it is true for \( k = 1 \), then using (4) we get

\[
P_{k+1} = P_k + x^2Q_k = (P_1 + x^2Q_1 + \cdots + \delta_{2^k} x^{2^{k-4}}P_1 + \delta_{2^k} x^{2^{k-2}}Q_1) + x^2(P_1 + x^2Q_1 + \cdots + \delta_{2^k} x^{2^{k-4}}P_1 + \delta_{2^k} x^{2^{k-2}}Q_1)
\]

\[
= P_1 + x^2Q_1 + \cdots + \delta_{2^{k+1}-1} x^{2^{k+1}-4}P_1 + \delta_{2^{k+1}-2} x^{2^{k+1}-2}Q_1
\]

and similarly for \( Q_{k+1} \).

We therefore have

\[
P_{k+1}(x) = \sum_{r=0}^{2^{k+1}-2} \{\delta_{4r} x^{4r}P_1(x) + \delta_{4r+2} x^{4r+2}Q_1(x)\}
\]

where \( \delta_0 = \delta_2 = 1 \). The general term in the above summation can be only
one of the following forms:

\[ x^{r}P_{1}(x) + x^{r-2}Q_{1}(x) = x^{r+1} + x^{r+2} + x^{r+3} - x^{r+4}, \]
\[ x^{r}P_{1}(x) - x^{r-2}Q_{1}(x) = x^{r+1} + x^{r+2} - x^{r+3} + x^{r+4}, \]
\[ -x^{r}P_{1}(x) + x^{r+2}Q_{1}(x) = -x^{r+1} - x^{r+2} + x^{r+3} - x^{r+4}, \]
\[ -x^{r}P_{1}(x) - x^{r+2}Q_{1}(x) = -x^{r+1} - x^{r+2} - x^{r+3} + x^{r+4}; \]

it follows that the set \( \{ \epsilon_{4n+1}, \epsilon_{4n+2}, \epsilon_{4n+3}, \epsilon_{4n+4} \} \) consists of either three +1’s and one −1 or three −1’s and one +1.

Consider the matrix \( A = (a_{n,k}) \) defined as follows:

\[ a_{n,k} = \begin{cases} 1/2n & \text{for } 1 \leq k \leq n, \\ (\epsilon_{k-n} + 1)/2n & \text{for } n + 1 \leq k \leq 2n, \\ 0 & \text{for } k > 2n. \end{cases} \]

\( A \) is regular since \( \sum_{k=1}^{n} a_{n,k} = 1 + (1/2n) \sum_{k} \epsilon_{k} \) where the second term on the right tends to zero as \( n \to \infty \) by (5) and other conditions are easily seen to be satisfied. Since

\[ \sum_{k=1}^{n} |a_{n,k}| \exp(2\pi ikt) = \sum_{k=1}^{n} a_{n,k} \exp(2\pi ikt) = \frac{1}{2n} \left[ \sum_{k=1}^{2n} \exp(2\pi ikt) + \sum_{k=1}^{n} \epsilon_{k} \exp(2\pi i(k + n)t) \right], \]

it follows again by (5) that \( A \) satisfies (2) and (3). Finally, since

\[ \sum_{k=1}^{n} |a_{n,k} - a_{n,k+1}| \]

\[ \geq \frac{1}{2n} \left[ \sum_{k=0}^{[n/4]-1} \{|\epsilon_{4k+1} - \epsilon_{4k+2}| + |\epsilon_{4k+2} - \epsilon_{4k+3}| + |\epsilon_{4k+3} - \epsilon_{4k+4}|\} \right] \]

\[ \geq (1/2n)2\{(n/4) - 1\}, \]

\( A \) does not satisfy (1).

We now show that \( A \) possesses the Borel property. This follows readily from a result due to Hill [1, p. 405] which asserts that \( A \) has the Borel property if \( \sum_{n=1}^{\infty} A_{n}^{2} < \infty \) where \( A_{n} = \sum_{k=1}^{n} |a_{n,k}|^{2} \) since in our case \( A_{n} \leq 3/4n \).

3. In a recent paper [7], one of the authors has proved that a matrix \( A = (a_{n,k}) \) sums every almost periodic sequence if and only if (1) \( \|A\| = \sup_{n \geq 0} \sum_{k=0}^{\infty} |a_{n,k}| < \infty \), and (2) \( \lim_{n \to \infty} \sum_{k=0}^{\infty} a_{n,k} \exp(2\pi ikt) \) exists for all \( t \in (0, 1) \). He calls such matrices almost periodic. The matrix \( A \) constructed in §2 is clearly an almost periodic matrix that possesses the Borel property. However an almost periodic matrix need not necessarily possess the Borel property. If we use the notation \( a(n, k) \) as alternative
to $a_{n,k}$ and define

$$a((m^2 + i - 1), (m - 1)^2 + j - 2)) \equiv \lfloor \log m \rfloor^{-1}$$

for $j=i+1, i+2, \ldots, i + \lfloor \log m \rfloor; i = 1, 2, \ldots, 2m+1; m=3, 4, 5, \ldots$, wherein, as usual, $\lfloor \log m \rfloor$ means the greatest integer in $\log m$, and let $a_{n,k}=0$ otherwise. Then, as shown in [1], $A=(a_{n,k})$ is a matrix of non-negative entries which does not possess the Borel property but is almost periodic since, for $t \not\equiv 0 \pmod{2\pi}$,

$$\lfloor \log m \rfloor^{-1} \sum_{j=k+1}^{k+\lfloor \log m \rfloor} \exp\left(\{(m - 1)^{2} + k - 1\}it\right) = \lfloor \log m \rfloor^{-1} \sum_{j=k+1}^{k+\lfloor \log m \rfloor} \exp\left(\{(m - 1)^{2} + j - 2\}it\right) \frac{1 - \exp(it\lfloor \log m \rfloor t)}{1 - \exp(it)}$$

tends to 0 as $m \to \infty$ and, for $t \equiv 0 \pmod{2\pi}$,

$$\lfloor \log m \rfloor^{-1} \sum_{j=k+1}^{k+\lfloor \log m \rfloor} \exp\left(\{(m - 1)^{2} + j - 2\}it\right) = 1.$$

Also there exist matrices possessing the Borel property without being necessarily almost periodic. The matrix $A=(a_{n,k})$ with $a_{n,0}=0$, $a_{n,k}=1/n$ for $1 \leq k \leq n$ and $a_{n,n+k}=(-1)^{n+k-1}(n+k)$ for $k>n$ is such that (1) $\lim_{n \to \infty} a_{n,k}=0$, (2) $\lim_{n \to \infty} \sum_{k=0}^{\infty} a_{n,k}=1$ but (3) $\|A\|=\sup_{n \geq 0} \sum_{k=0}^{\infty} |a_{n,k}|=+\infty$, so that $A$ is not almost periodic. But $A$ has the Borel property since

$$A_n = \sum_{k=0}^{\infty} |a_{n,k}|^2 = \frac{1}{n} + \sum_{n+1}^{\infty} \frac{1}{k^2} = O\left(\frac{1}{n}\right)$$

so that $\sum_{n=1}^{\infty} A_n^2 < \infty$ and the above quoted criterion of Hill is applicable.
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