VARIATION OF MULTIPARAMETER BROWNIAN MOTION
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ABSTRACT. Lévy's $N$-parameter Brownian motion in $d$-dimensional space is denoted by $W^{(N,d)}$. Using uniform partitions and a Vitali-type variation, Berman recently extended to $W^{(N,1)}$ a classical result of Lévy concerning the relation between $W^{(1,1)}$ and 2-variation. With this variation $W^{(N,d)}$ has variation dimension $2N$ with probability one. An appropriate definition of weak variation is given using powers of the diameters of the images of sets which satisfy a parameter of regularity. A previous result concerning the Hausdorff dimensions of the graph and image is used to show the weak variation dimension of $W^{(N,d)}$ is $2N$ with probability one, extending the result for $W^{(1,1)}$ of Goffman and Loughlin. If unrestricted partitions of the domain are used, the weak variation dimension of a function turns out to be the same as the Hausdorff dimension of the image.

In a recent paper by Goffman and Loughlin [3] strong and weak variations were defined, and the strong and weak variation dimensions of Brownian motion were shown to be 2 with probability one. The definitions and proofs given in that paper do not immediately generalize to multiparameter Brownian motion.

The purpose of this paper is to find appropriate definitions of strong and weak variations and, using a previous result on the Hausdorff dimensions of Brownian motion (see the appendix for a summary of the proof), to show for $N$-parameter Brownian motion in $d$-dimensional space, both the strong and weak variation dimensions are $2N$ with probability one.

The distinction between the strong and weak variations becomes more pronounced in higher dimensions. In $N$ parameters the strong variation is defined in terms of the vertices of rectangles and the weak variation in terms of the oscillation on the rectangle, whereas in the one variable case both the strong and weak variations may be defined in terms of the oscillation on an interval.
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Let $W^{(N,d)}$ denote Lévy’s $N$-parameter Brownian motion with values in $d$-dimensional Euclidean space; i.e., if $X = W^{(N,d)}$, then $X(t, \omega) = (X_1(t, \omega), \ldots, X_N(t, \omega)) \in \mathbb{R}^d$, where $t = (t_1, \ldots, t_N) \in \mathbb{R}^N$ and the coordinate functions $X_i$ are mutually independent, separable Gaussian processes with mean zero and covariance

$$E(X_i(s), X_i(t)) = \frac{1}{2}[|s| + |t| - |s - t|].$$

Here $| \cdot |$ is the Euclidean norm.

1. Let $a = (a_1, \ldots, a_N)$ and $b = (b_1, \ldots, b_N)$ be vertices of a rectangle in $\mathbb{R}^N$, and let $Y$ denote the $N$th-order difference of the sample function $X = W^{(N,d)}$ over this rectangle:

$$Y = \Delta_1 \cdots \Delta_N X = X(a) - \sum_{r=1}^{N} p_r + \sum_{r<s} p_{rs} - \cdots + (-1)^N X(b)$$

where $p_{rs} \cdots t$ denotes $X(c_1, \ldots, c_N)$ with $c_r, \ldots, c_t$ equal to $b_r, \ldots, b_t$, respectively, and the remaining $c_j$ equal to $a_j$. In other words, $Y$ is the sum of the function $X$ taken at the vertices of the rectangle, where $X$ has opposite signs for every pair of vertices sharing a common edge.

Let $\pi = \{A_i\}$ be a partition of the unit $N$-cube, $U^N$, into rectangles $A_i$. We define the strong $p$-variation of $X$ to be

$$V_p^s(X) = \sup_{\pi} \sum_i |Y_i|^p$$

where $Y_i = \Delta_1 \cdots \Delta_N X$ defined for the rectangle $A_i$, $| \cdot |$ is the Euclidean norm in $\mathbb{R}^d$, and the sup is taken over all partitions of $U^N$ into rectangles.

Then either $V_p^s(X) = \infty$ for all $p \geq 1$, $V_p^s(X) < \infty$ for all $p > 1$, or there is a unique $p > 1$ such that $V_q^s(X) < \infty$ for all $q > p$ and $V_q^s(X) = \infty$ for all $q < p$. This gives the strong variation dimension of $X$, $\dim^s(X)$, which is $\infty$, $1$, and $p$, respectively, in the three cases.

**Theorem 1.** For $X = W^{(N,d)}$, $\dim^s(X) = 2N$ with probability one.

**Proof.** This follows immediately from two known properties of $W^{(N,d)}$.

(a) For almost every $\omega$, $X(\omega)$ is in the Lipschitz $\delta$ class for every $\delta < \frac{1}{2}[5]$. Let $p > 2N$ and $\delta = N/p$. Let $\pi_k = \{A_i^k\}$ be any sequence of partitions of $U^N$ into rectangles and let $l_i^k$ be the length of the shortest edge of $A_i^k$. Then the $N$th order difference $Y_i^k$ defined for $A_i^k$ satisfies

$$|Y_i^k| \leq 2^{N-1} K (l_i^k)^{\delta}$$

and

$$V_p^s(X) \leq \lim_{k \to \infty} \sum_i |Y_i^k|^p \leq (2^{N-1} K)^p \lim_{k \to \infty} \sum_i (l_i^k)^N.$$
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The sum $\sum_i (t_i^k)^N$ is bounded since the Hausdorff $N$-measure of $U^N$ is finite. Thus $\dim_s(X) \leq 2N$ with probability one.

(b) Let $\pi_k = \{A_i^k\}$ be the partition of $U^N$ into cubes of edge length $2^{-k}$. Berman generalized a classical result of Lévy by showing that there is a constant $B_N > 0$ such that for $X = W^{(N, 1)}$

$$\lim_{k \to \infty} \sum_i |Y_i^k|^{2N} = B_N$$

with probability one [1]. Thus for $X = W^{(N, d)}$, $\dim_s(X) \geq 2N$ with probability one.

2. The strong $p$-variation is not given by every sequence of partitions with norms converging to 0. Goffman and Loughlin noted in [3] that for every continuous $f: [a, b] \to \mathbb{R}$ and $p > 1$ there is a sequence of partitions $a = t_0^k < t_1^k < \ldots < t_n^k = b$, with norms converging to 0, for which

$$\lim_{k \to \infty} \sum_{i=1}^{n_k} |f(t_i^k) - f(t_{i-1}^k)|^p = 0.$$ 

A similar property holds for the general case $W^{(N, d)}$. Let $p > 2$ and choose $\delta$ so that $1/p < \delta < 1/2$. Choose $q$ such that $q > 1$ and $q > (N - 1)/(p\delta - 1)$. Divide $U^N$ into $b$-cubes (cubes with edges of length $b$). On each $b$-cube divide one edge into intervals of length $b^q$. Hyperplanes through these points divide the $b$-cube into rectangles. There are $b^{1-q}$ of the rectangles in each $b$-cube. By the Lipschitz condition the $N$th order difference $Y$ defined on each of these “thin” rectangles satisfies $|Y| < 2^{N-1}Kb^{q\delta}$. Summing over all the rectangles,

$$\sum |Y|^p < (2^{N-1}K)^p b^{q\delta p - N - q + 1},$$

which converges to 0 as $b$ goes to 0.

3. This fact motivates us to define another kind of variation, which we call weak variation. Our first definition of weak variation is as follows. Let $\pi = \{A_i\}$ be a countable covering of $U^N$, the unit $N$-cube. We define the weak $p$-variation of a function $X$ to be

$$V_p^0(X) = \lim_{\|\pi\| \to 0} \inf_{\|\pi\| < \epsilon} \sum_i (\delta(X_{A_i}))^p$$

where $\delta(X_{A_i})$ is the diameter of the image of $A_i$, and

$$\|\pi\| = \sup \{\text{diameter of } A_i : A_i \in \pi\}.$$ 

This variation yields a weak variation dimension of $X$, $\dim_0(X)$, in the same way as described for the strong variation.

**Theorem 2.** For any continuous function $X: U^N \to \mathbb{R}^d$, $\dim_0(X) =$
dim\(_H(X_{UN})\), the Hausdorff dimension of the image of \(U^N\).

**Proof.** Let \(\pi_k = \{A^k_i\}\) be a sequence of coverings of \(U^N\) such that 
\[
\lim_{k \to \infty} \|\pi_k\| = 0 \quad \text{and} \quad \lim_{k \to \infty} \sum_i (\delta(X_{A^k_i}))^p = V^0_p(X).
\]

But the Hausdorff \(p\)-measure of \(X_{UN}\) is not greater than \(\lim_{k \to \infty} \sum_i (\delta(X_{A^k_i}))^p\), so \(\dim_0(X) \geq \dim_H(X_{UN})\).

To show \(\dim_0(X) \leq \dim_H(X_{UN})\) it suffices to show that for each \(p\), 
\[
H_p(X_{UN}) = 0 \implies V^0_p(X) = 0. \text{ (}H_p\text{ is the Hausdorff } p\text{-measure.)}
\]

Let \(\epsilon > 0\). If \(H_p(X_{UN}) = 0\), there is a covering \(\{A_i\}\) of \(X_{UN}\) such that 
\[
\sum_i (\delta(A_i))^p < \epsilon^{N+1}.
\]
Divide \(U^N\) into \(\epsilon\)-cubes. Label the cubes \(B_j\), \(j = 1, \ldots, \epsilon^{-N}\). Let \(C_{ij} = X^{-1}(A_i) \cap B_j\). Then 
\[
V^0_p(X) \leq \lim_{\epsilon \to 0} \sum_{ij} (\delta(X_{C_{ij}}))^p \leq \lim_{\epsilon \to 0} \sum_j \sum_i (\delta(A_i))^p \leq \lim_{\epsilon \to 0} \epsilon^{-N} \epsilon^{N+1} = 0.
\]

4. The last part of the above proof required disconnected sets in the coverings. This motivates a second definition of weak variation, in which the sequences of coverings are required to satisfy a parameter of regularity. (A sequence \(\{\pi_k\}\) of coverings satisfies a parameter of regularity \(K > 0\) if each set \(A\) in each \(\pi_k\) satisfies \(\sup_{B \subset A} \delta(B)/\delta(A) \geq K\), where \(B\) is a ball.)

For a sequence \(\pi_k = \{A^k_i\}\) of coverings of \(U^N\) with \(\lim_{k \to \infty} \|\pi_k\| = 0\), let 
\[
V(p, X, \{\pi_k\}) = \liminf_{k \to \infty} \sum_i (\delta(X_{A^k_i}))^p
\]
and define the weak \(p\)-variation of \(X\) to be 
\[
V^w_p(X) = \inf\{V(p, X, \{\pi_k\}); \text{\(\pi_k\)}\text{ satisfies some parameter of regularity}\}.
\]
(Different sequences of partitions may have different parameters of regularity.) As before, the weak \(p\)-variation yields a weak variation dimension of \(X\), \(\dim_w(X)\).

**Theorem 3.** If \(X = W^{(N, d)}\), then \(\dim_w(X) = 2N\) with probability one.

**Proof.** The inequality \(\dim_w(X) \leq 2N\) follows from the Lipschitz condition. Let \(p > 2N\) and \(\delta = N/p\). For any sequence of partitions \(\pi_k = \{A^k_i\}\) of \(U^N\) satisfying a parameter of regularity and \(\lim_{k \to \infty} \|\pi_k\| = 0\), 
\[
V^w_p(X) \leq \liminf_{k \to \infty} \sum_i (\delta(X_{A^k_i}))^p \leq \liminf_{k \to \infty} \sum_i (K\delta(A^k_i))^N.
\]
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This sum is bounded since \( \{\pi_k\} \) satisfies a parameter of regularity and \( U^N \) has finite Hausdorff \( N \)-measure.

To show \( \dim_\omega(X) \geq 2N \) we use the facts that for \( X = w^{(N,d)} \),

(a) \( \dim_H(\text{gr} X) = \min \{2N, N + d/2\} \), and

(b) \( \dim_H(U^N) = \min \{2N, d\} \) with probability one. (See appendix.)

Here \( \dim_H(\text{gr} X) \) denotes the Hausdorff dimension of the graph of \( X \). As in Part 3 we have \( H_p(X_{UN}) \leq V_p^w(X) \), so if \( 2N \leq d \), (b) implies \( \dim_\omega(X) \geq \dim_H(U^N) = 2N \) with probability one.

If \( 2N \geq d \), the inequality \( \dim_\omega(X) \geq 2N \) follows from (a) and the following

Lemma. If \( 2N \geq d \), then for each \( p > N/d \) and almost every \( \omega \), there is a constant \( C = C(p, \omega) \) such that

\[
H_{d+N-N/p}(\text{gr} X(\omega)) \leq C[V_{d/p}^w(X) + 1]^{1/p}.
\]

Here \( H_q(\text{gr} X) \) denotes the Hausdorff \( q \)-measure of the graph of \( X \).

Proof. Let \( p > N/d \) and let \( \pi_k = \{A_i^k\} \) be a sequence of partitions of \( U^N \) satisfying some parameter of regularity such that \( \lim_{k \to \infty} \|\pi_k\| = 0 \) and

\[
\lim_{k \to \infty} \sum_i (\delta(X_{A_i^k}))^d < V_{d/p}^w(X) + 1.
\]

Let \( \delta_i = \delta(X_{A_i^k}) \) and \( r_i = \text{the integer part of} \ \delta_i/\delta(A_i^k) \). Now the image of \( A_i^k \) can be covered by \( (r_i + 1)^d \) cubes whose edges have length \( \delta(A_i^k) \).

Likewise the graph of \( A_i^k \) can be covered by the same number of cubes of the same size. The estimate of the Hausdorff \( d + N - N/p \) measure of the graph of \( A_i^k \) is

\[
H_i^k = (r_i + 1)^d (\delta(A_i^k))^{d+N-N/p}.
\]

Since \( (r_i + 1)^d \leq (2\delta_i/\delta(A_i^k))^d + 1 \),

\[
H_i^k \leq (2\delta_i^d (\delta(A_i^k))^{N-N/p} + (\delta(A_i^k))^{d+N-N/p}.
\]

Now the \( k \)-th estimate of the \( d + N - N/p \) measure of the graph of \( X \) is

\[
\sum_i H_i^k \leq 2^d \sum_i (\delta_i^d (\delta(A_i^k))^{N-N/p} + \|\pi_k\|^{d-N/p} \sum_i (\delta(A_i^k))^N.
\]

By Hölder's inequality,

\[
\sum_i (\delta_i^d (\delta(A_i^k))^{N-N/p} < \left[ \sum_i (\delta_i^d)^{dp} \right]^{1/p} \left[ \sum_i (\delta(A_i^k))^N \right]^{1-1/p}.
\]
The sum \( \sum_i (\delta(A^k_i))^N \) is bounded (say by \( M \)) for all \( k \) since the sequence \( \{\pi_k\} \) satisfies a parameter of regularity and the Hausdorff \( N \)-measure of \( U^N_k \) is finite. So

\[
H_{d+N-N/p}(\text{gr } X) \leq \limsup_{k \to \infty} \sum_i H_i^k
\]

\[
\leq \limsup_{k \to \infty} 2^{dM} M^{1-1/p} \left[ \sum_i (\delta_i^k)^{d/p} \right]^{1/p} + M \lim_{k \to \infty} \|\pi_k\|^{d-N/p}
\]

\[
\leq 2^{dM^{1-1/p}} \left[ \frac{\nu w}{d^p}(X) + 1 \right]^{1/p}.
\]

I would like to thank Professor Casper Goffman for suggesting this problem.

Appendix. The following theorem generalizes results of S. J. Taylor [6], [7], P. Lévy [4], and A. S. Besicovitch and H. D. Ursell [2], and the proof is summarized here in three parts.

Theorem. The Hausdorff dimensions of the graph and image of \( W^{(N,d)} \) are almost surely \( \min \{2N, N + d/2\} \) and \( \min \{2N, d\} \), respectively.

I. Let \( X: U^N \to \mathbb{R}^d \) belong to the Lipschitz \( \delta \)-class \( (\text{Lip } \delta) \). Then

\[
\dim_H(X_U) \leq \dim_H(\text{gr } X) \leq \min \{N/\delta, N + (1 - \delta)d\}.
\]

(Since \( W^{(N,d)} \) is almost surely in \( \text{Lip } \delta \) for every \( \delta < 1/2 \) [5], we obtain part of the theorem.)

For the proof of I, divide \( U^N \) into \( h \)-cubes (cubes with edge of length \( h \)). The graph of each \( h \)-cube is contained in a set of diameter \( K_1 h^{\delta} \). The estimate of the \( N/\delta \) measure of the graph is \( h^{-N} (K_1 h^{\delta})^{N/\delta} = K_2 < \infty \). On the other hand, dividing the image of each \( h \)-cube into \( \rho \)-cubes provides a covering of the graph with \( h \)-cubes, and the estimate of the \( N + (1 - \delta)d \) measure of the graph is

\[
h^{-N} [K_1 h^{\delta - 1}]^d [(N + d)^{\delta/2} h]^N + (1 - \delta)d = K_2 < \infty.
\]

II. Let \( X = W^{(N,d)}, \ 2N \leq d \). Then \( \dim_H(\text{gr } X) \geq \dim_H(X_U) \geq 2N \). Let \( \alpha < 2N \). It is sufficient to show that the \( \alpha \) capacity of the image of \( U^N \), \( C_\alpha(X_U) \), is positive. For this it is sufficient to show

\[
\int_{U^N} \int_{U^N} \frac{ds \ dt}{|X(s, \omega) - X(t, \omega)|^\alpha} < \infty.
\]

Now
\[
\int_{\Omega} \frac{d\omega}{|X(t, \omega)|^\alpha} = (2\pi|t|)^{-d/2} \int_{R^d} |u|^{-\alpha} \exp \left( -\frac{\sum u_i^2}{2|t|} \right) du
\]

\[
= K_1 |t|^{-d/2} \int_0^\infty r^{d-1-\alpha} \exp \left( -\frac{r^2}{2|t|} \right) dr
\]

\[
= K_1 |t|^{-\alpha/2} \int_0^\infty x^{d-1-\alpha} \exp \left( -\frac{x^2}{2} \right) dx,
\]

where \( r = |t|^{1/2}x \). The integral is finite since \( \alpha < d \), so

\[
\int_{U^N} \int_{U^N} ds \, dt \int_{\Omega} \frac{d\omega}{|X(s, \omega) - X(t, \omega)|^\alpha} = \int_{U^N} \int_{U^N} K \frac{ds \, dt}{|s - t|^{\alpha/2}}
\]

which is finite since \( \alpha/2 < N \). Fubini’s theorem gives the desired conclusion. A similar argument shows \( \dim_H(X_{U^N}) \geq d \) whenever \( 2N \geq d \).

III. If \( 2N > d \), then \( \dim_H(\text{gr } X) \geq N + d/2 \). Let \( \alpha \) be any number satisfying \( d < \alpha < N + d/2 \), and choose \( \epsilon > 0 \) so that \( \alpha + \epsilon < d + N/d \). We show \( C_\alpha(\text{gr } X) > 0 \). Let \( r(t, \omega) = [|X(t, \omega)]^2 + |t|^2)^{1/2} \) and \( f(t, R) = P_\omega: r(t, \omega) < R \). If \( R \geq |t| > 0 \),

\[
f(t, R) = K_1 |t|^{-d/2} \int_0^{(R^2 - |t|^2)^{1/2}} r^{d-1} \exp \left( -\frac{r^2}{2|t|} \right) dr.
\]

If \( |t| \geq R > 0 \), \( f(t, R) = 0 \). We have

\[
\int_{\Omega} \frac{d\omega}{|X(t, \omega)|^\alpha} = \int_0^\infty R^{-\alpha} \frac{\partial f}{\partial R} dR
\]

\[
= K_2 |t|^{-d/2} \int_{|t|}^\infty R^{1-\alpha}(R^2 - |t|^2)^{d/2-1} \exp \left( -\frac{R^2 - |t|^2}{2|t|} \right) dR.
\]

The substitution \( R^2 = |t|^2 + |t|^2 \) gives

\[
\int_{\Omega} \frac{d\omega}{|X(t, \omega)|^\alpha} < K_3 |t|^{d/2-\alpha-\epsilon} \int_0^\infty x^{2\epsilon-1} \exp \left( -\frac{x^2}{2} \right) dx = K|t|^{d/2-\alpha-\epsilon}.
\]

Now

\[
\int_{U^N} \int_{U^N} ds \, dt \int_{\Omega} \frac{d\omega}{|(s, X(s, \omega)) - (t, X(t, \omega))|^\alpha} \leq \int_{U^N} \int_{U^N} K \frac{ds \, dt}{|s - t|^{\alpha + \epsilon - d/2}}.
\]

This integral is finite since \( \alpha + \epsilon - d/2 < N \), and Fubini’s theorem again concludes the proof.
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