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Abstract. It is shown that, in a certain sense, there is no possibility of getting a complete set of conjugacy-invariants for measure-preserving transformations of a probability space.

1. Introduction. One of the central problems of ergodic theory has been to find a complete set of conjugacy-invariants for the Lebesgue measure-preserving transformations of the unit interval or for some reasonably large subclass thereof. A recent important breakthrough by Ornstein [8] is the theorem that the Kolmogorov-Sinai entropy is a complete invariant for the Bernoulli transformations. On the other hand, in the larger class of Kolmogorov transformations, Ornstein and Shields [10] constructed an uncountable family $\mathcal{K}$ of mutually nonconjugate transformations all having the same entropy. In the present paper, it is shown that in a certain sense there is no possibility of getting a complete set of conjugacy-invariants for the measure-preserving transformations, or even for the family $\mathcal{K}$. Qualifications like "a.e." will be frequently and shamelessly omitted in the subsequent exposition.

2. Topologies on measurable transformations. I now describe several natural topologies on measure-preserving transformations. This will all be done on the unit interval $\mathbb{C}$ with Lebesgue measure $\lambda$. Since it is only the measure-theoretic structure of $(\mathbb{C}, \lambda)$ which concerns us, it would be inappropriate to topologize the transformations by any of the standard topologies on transformations considered as real-valued functions.

Consider first the operators of norm $\leq 1$ on $L_2(\lambda)$. These form a Polish (= separable and completely metrizable) space in the strong operator topology.
The weak operator topology is strictly coarser; however, it is easily verified that the Borel sets are the same for both topologies. Multiplication is continuous for the strong operator topology on isometries, or indeed on any uniformly bounded set of operators.

The isometries form a closed subset in the strong operator topology. The unitaries, i.e. the invertible isometries, form a Borel subset in the weak topology, and inversion is weakly continuous, since $U$ is unitary if and only if $U^*U = I$, in which case $U^* = U^{-1}$. Furthermore, the weak and strong topologies agree on the unitaries: see [4] for this and some of the foregoing facts.

Next, consider partial isometries of the form $U_T f = f \circ T$ for a measure-preserving transformation $T$ of the unit interval. Since they may be characterized by the property $U(fg) = (Uf)(Ug)$ for bounded $f$, they form a strongly closed and, therefore, Borel subset of the isometries. Thus the previous topologies may be transferred to the set of measure-preserving transformations, and the Borel structure induced is standard in the sense of Mackey [7]. When I speak of the Borel structure on measure-preserving transformations, this is the Borel structure which is meant. The set of all invertible measure-preserving transformations on $C$ will be called $T$, and the Borel sets will be called $\mathfrak{S}$.

In [5], Halmos makes $T$ into a topological group in two different ways. One way just induces the aforementioned topology; however, as a topological group, $T$ is complete. This is what Halmos calls the weak topology on $T$. A pleasant consequence is the following:

2.1 Proposition. The conjugacy class of each $T \in T$ is a Borel set.

Proof. The map $(S, T) \mapsto STS^{-1}$ is jointly continuous, since inversion is continuous in $T$ and multiplication is jointly continuous. Then, since $T$ is a Polish space, each conjugacy class is a Borel set [2].

The second topology used in [5] is there called the uniform topology; this is implemented by the invariant distance function $d(S, T) = \sup_A \lambda(SA \triangle TA)$. This makes $T$ into a nonseparable complete metric group. The uniform topology is finer than the previous one, and consequently the Borel sets for this topology (which I will call uniform Borel sets, and denote by $\mathfrak{U}$) include the previous Borel sets, and in fact the inclusion is strict. However, we have the following:

2.2 Proposition. For each $a \geq 0$, the set $N_a(T) = \{S : d(S, T) \leq a\} \in \mathfrak{S}$. 
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Proof. Choose a dense sequence of measurable sets \( A_1, A_2, \ldots \subseteq C \). Then it is easy to see that \( N_a(T) = \{ S: \lambda(S \Delta TA_n) \leq a \text{ for all } n \} = \bigcap_n \{ S: \lambda(SA_n \Delta TA_n) \leq a \} \), which is a closed set for the weak topology. □

2.3 Remark. It is not difficult to see that the \( \sigma \)-algebra generated by the \( N_a(T) \) includes the uniform Baire sets (= the \( \sigma \)-algebra generated by the uniform compact sets); and we have just seen that it is a subalgebra of \( \Sigma \).

Questions. Is it a proper subalgebra? Are the uniform Baire sets a proper subalgebra?

Finally, the uniform topology on \( T \) should not be confused with the topology induced by the uniform operator topology. The uniform operator topology merely induces the discrete topology on \( T \).

3. Transformations as measures on shift space. Let \( \mathcal{P}_\infty \) be the set of all countable measurable ordered partitions \( P = (P_1, P_2, \ldots) \) of \( C \). Also let \( \mathcal{P}_k \) be the set of partitions with \( k \) elements. Then we have injections \( \mathcal{P}_1 \rightarrow \mathcal{P}_2 \rightarrow \cdots \rightarrow \mathcal{P}_k \rightarrow \cdots \rightarrow \mathcal{P}_\infty \), by sending \( (P_1, P_2, \ldots, P_k) \) in \( \mathcal{P}_k \) to \( (P_1, \ldots, P_k, \emptyset) \) in \( \mathcal{P}_{k+1} \) or to \( (P_1, \ldots, P_k, \emptyset, \ldots) \) in \( P_\infty \). Here \( \emptyset \) is the empty set. The set \( \mathcal{P}_\infty \) is given the metric \( d(P, Q) = \frac{1}{2} \sum_i \lambda(P_i \Delta Q_i) = \lambda(\bigcup_i P_i \Delta Q_i) \). Each \( \mathcal{P}_k \) is a closed subset of \( \mathcal{P}_\infty \) and \( \mathcal{P} = \bigcup_{k<\infty} \mathcal{P}_k \) is a dense \( F_\sigma \). \( \mathcal{P}_\infty \) is a Polish space. Finally: \( \mathcal{P}_\infty \) can be regarded as a subset of \( (\mathbb{N}, \lambda) \), where \( \lambda \) is the measure algebra of \( (C, \lambda) \) and \( N \) is the positive integers. The product topology thereby induced on \( \mathcal{P}_\infty \) is identical with its original topology. The Borel sets of \( \mathcal{P}_\infty \) will be called \( \mathcal{P} \).

Now let \( M \) be the one point compactification of \( N \). Let \( \Lambda \) be the set of all two-sided infinite sequences with values in \( M \). With the product topology, \( \Lambda \) is a compact metric space. The subset \( \Omega = \{ \omega: \omega(n) < \infty \text{ for all } n \} \) is a \( G_\delta \) in \( \Lambda \). The shift is continuous on \( \Lambda \), and sends \( \Omega \) to itself.

Another way of viewing invertible measure-preserving transformations is as Borel probability measures on \( \Lambda \) which give measure 1 to \( \Omega \) and are invariant under the shift.

Let \( \Lambda_k \) be all sequences \((n_{-k}, n_{-k+1}, \ldots, n_k)\) of elements of \( M \). Let \( \rho_k \) be the restriction map from \( \Lambda \) to \( \Lambda_k \), and let \( \sigma_k \) be the restriction map from \( \Lambda_{k+1} \) to \( \Lambda_k \). Then for any Borel probability measure \( \mu \) on \( \Lambda \) we have a measure \( \mu_k = \mu \circ \rho_k^{-1} \) on \( \Lambda_k \) for each \( k \), and \( \mu_k = \mu_{k+1} \circ \sigma_k^{-1} \). Conversely, to each sequence of probability measures \( \mu_k \) on \( \Lambda_k \) such that \( \mu_k = \mu_{k+1} \circ \sigma_k^{-1} \), there exists a unique \( \mu \) on \( \Lambda \) such that \( \mu \circ \rho_k^{-1} = \mu_k \) for all \( k \).

(This is just the Kolmogorov extension theorem in a simple case.) Further, \( \mu \) will give measure 1 to \( \Omega \) if and only if each \( \mu_k \) gives measure 1 to each \( \Omega_k \).
Let $\mathcal{M}(\Lambda)$ be the Borel probability measures on $\Lambda$. Since $\Omega$ is a Borel subset of $\Lambda$, we may regard $\mathcal{M}(\Omega)$ as a subset of $\mathcal{M}(\Lambda)$. First consider a topology on $\mathcal{M}(\Lambda)$ regarded as a subset of the dual of $C(\Lambda)$: the weak* topology. This is a Polish topology (see, for example, [12]). $\mathcal{M}(\Omega)$ is a Borel set, in fact a $G_\delta$, since it is

$$\bigcap_{j=-\infty}^{\infty} \bigcap_{k=1}^{\infty} \bigcap_{l=1}^{\infty} \left\{ \mu \in \mathcal{M}(\Lambda): \int \mathbb{1}_{[-l,l]}(\omega(j)) \, d\mu(\omega) > 1 - \frac{1}{k} \right\}$$

and $\omega \mapsto \mathbb{1}_{[-l,l]}(\omega(j))$ is continuous for each $j, l$. The weak* Borel sets of $\mathcal{M}(\Omega)$ will be called $\mathcal{B}$.

The weak* topology on probability measures is also called the "vague" topology; and for a function on probability measures to be Borel measurable for this topology may be interpreted, in the present context, as its being computable as a limit of the values of the measure on sets of $\Omega$ involving only finitely many coordinates.

Now a map $\Phi$ will be introduced from $T \times \mathcal{P}_\infty$ to $\mathcal{M}(\Omega)$, as follows:

$$\Phi(T, P)$$

is the unique Borel probability measure $\mu$ on $\Omega$ such that

$$\mu \mathcal{P}_{k}^{-1}(\{n_{-k}, \ldots, n_{k}\}) = \lambda(\bigcap_{j=-k}^{k} T^{i} P^{n_{j}}).$$

$\Phi(T, P)$ will sometimes be called $\mu_{T,P}$. The $T$-invariance of $\lambda$ implies shift-invariance of $\mu_{T,P}$.}

3.1 Proposition. $\Phi: T \times \mathcal{P}_\infty \to \mathcal{M}(\Omega)$ is continuous, for the weak* topology on $\mathcal{M}(\Omega)$ and the weak topology on $T$.

Proof. First it will be shown that for each $(n_{-k}, \ldots, n_{k})$ in $\Omega_k$ the numerical function $(T, P) \mapsto \lambda(\bigcap_{j=-k}^{k} T^{i} P^{n_{j}})$ is continuous. Let $(S, Q)$ be another pair in $T \times \mathcal{P}_\infty$. Then, setting $A_i = \bigcap_{j=-k}^{k} T^{i} P^{n_{j}}$, and $B_i = \bigcap_{j=-k}^{k} S^{i} Q^{n_{j}}$, we have

$$\left| \lambda \left( \bigcap_{j=-k}^{k} T^{i} P^{n_{j}} \right) - \lambda \left( \bigcap_{j=-k}^{k} S^{i} Q^{n_{j}} \right) \right|$$

$$\leq \sum_{i=-k}^{k-1} |\lambda(B_{i-1} \cap A_i) - \lambda(B_{i} \cap A_{i+1})|$$

$$\leq \sum_{i=-k}^{k-1} \lambda(B_{i-1} \cap A_i) \Delta (B_{i} \cap A_{i+1})$$

since $|\lambda(C) - \lambda(D)| \leq \lambda(C \Delta D)$ in general. Now set $C_i = B_{i-1} \cap A_{i+1}$. Then $B_{i-1} \cap A_i = C_i \cap T^{i} P^{n_{i}}$, while $B_{i} \cap A_{i+1} = C_i \cap S^{i} Q^{n_{i}}$. Thus the last term in the sequence of estimates is
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since $\lambda((C \cap A) \triangle (C \cap B)) \leq \lambda(A \triangle B)$ in general. Now:

$$\lambda(T^i p_i \triangle S^i p_i) + \lambda(S^i p_i \triangle t_i q_i) = \lambda(T^i p_i \triangle S^i p_i) + \lambda(p_i \triangle q_i).$$

Fix $P$. The first term will be small if $T$ is weakly close to $S$, while the second will be small if $Q$ is close to $P$ in $\mathcal{P}_\infty$.

Now: let $f$ be any continuous real-valued function on $\Lambda_k$, and bounded by 1. Then:

$$\int_{\Lambda} f \circ \rho_k \, d\mu_{T,P} = \int_{\Lambda} f \, d\mu_{T,P} \circ \rho_k^{-1} = \int_{\Omega_k} f \, d\mu_{T,P} \circ \rho_k^{-1}.$$

Fix $l$ so large that, setting $\Xi = \{(-n_k, \ldots, n_k)\}$: all $n_j \leq l$, one has $\mu_{T,P} \circ \rho_k^{-1}(\Xi) > 1 - \epsilon$. Choose $(S, Q)$ sufficiently close to $(T, P)$ that $\mu_{S,Q} \circ \rho_k^{-1}$ differs from $\mu_{T,P} \circ \rho_k^{-1}$ on each of the $l^{2k+1}$ elements of $\Xi$ by less than $\epsilon/l^{2k+1}$. Then also $\mu_{S,Q} \circ \rho_k^{-1}(\Xi) > 1 - \epsilon$. Also, let $g = 1_{\Xi}/l$. Then $g$ is still continuous, and

$$\left| \int f \, d\mu_{T,P} \circ \rho_k^{-1} - \int f \, d\mu_{S,Q} \circ \rho_k^{-1} \right|$$

$$\leq \left| \int g \, d\mu_{T,P} \circ \rho_k^{-1} - \int g \, d\mu_{S,Q} \circ \rho_k^{-1} \right|$$

$$+ \mu_{T,P} \circ \rho_k^{-1}(\Lambda_k/\Xi) + \mu_{S,Q} \circ \rho_k^{-1}(\Lambda_k/\Xi)$$

$$\leq \sum_{n \in \Xi} |g(n)| |\mu_{P,T} \circ \rho_k^{-1}(n) - \mu_{S,Q} \circ \rho_k^{-1}(n)| + 2 \epsilon \leq 3 \epsilon. \quad \square$$

A finer topology is given by considering "weak convergence of measures" in $\mathcal{M}(\Omega)$. This is the topology defined by requiring continuity of the functions $\mu \mapsto \int f \, d\mu$ for all bounded and continuous functions on $\Omega$. Since such functions do not necessarily extend to continuous functions on $\Lambda$, this topology could be finer; in fact, it is, and makes $\mathcal{M}(\Omega)$ into a nonseparable completely metrizable space. The Borel structure for this topology is thus very fine; call it $\mathcal{M}$. However:

3.2 Proposition. The $\sigma$-algebra generated by the functionals $\mu \mapsto \int f \, d\mu$, $f$ bounded and continuous on $\Omega$, is precisely $\mathcal{M}$.

Proof. First, let $f$ be bounded and continuous on $\Omega$. Let $f_n(\omega) = f(\omega_n)$, where $\omega_n(j)$ is $\omega(j)$ if $j < n$, and $\omega(j) = 1$ if $j > n$. Then $\omega_n \to \omega$ in $\Omega$. 
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so \(f_n(\omega) \to f(\omega)\), for each \(\omega \in \Omega\). Now:

\[
\int_{\Omega} f \, d\mu - \int_{\Omega} f_0 \, d\mu_0 = \lim_{n \to \infty} \int_{\Omega} f_n \, d\mu - \int_{\Omega} f_0 \, d\mu_0.
\]

Thus, \(\left|\int_{\Omega} f \, d\mu - \int_{\Omega} f_0 \, d\mu_0\right| \leq a \implies\) for each \(l > 0\), \(\exists m\) such that \(\left|\int_{\Omega} f_n \, d\mu - \int_{\Omega} f_0 \, d\mu_0\right| \leq a + 1/l\) for all \(m > n\). So,

\[
\left\{ \mu : \left|\int_{\Omega} f \, d\mu - \int_{\Omega} f_0 \, d\mu_0\right| < a \right\} = \bigcap_{l=1}^{\infty} \bigcup_{m=1}^{\infty} \bigcap_{n=m}^{\infty} \left\{ \mu : \left|\int_{\Omega} f \, d\mu - \int_{\Omega} f_0 \, d\mu_0\right| < a + \frac{1}{l} \right\},
\]

which is a weak* \(F_{\sigma, \delta}\), and therefore in \(\mathbb{R}\).

Conversely: consider only those functions on \(\Omega\) which extend continuously to the compact set \(\Lambda\). The functions \(\mu \mapsto \int_{\Lambda} \cdot \, d\mu\) separate \(\mathcal{M}(\Lambda)\), so polynomials in them are uniformly dense in all weak* continuous functions on \(\mathcal{M}(\Lambda)\) (by Stone-Weierstrass). Thus, the \(\sigma\)-algebra generated by such functions \(\mu \mapsto \int_{\Lambda} \cdot \, d\mu\) is all of the weak* Borel sets in \(\mathcal{M}(\Lambda)\), since \(\mathcal{M}(\Lambda)\) is a Polish space. Consequently, looking only at \(\mu \in \mathcal{M}(\Omega)\), we see that \(\int_{\Lambda} \cdot \, d\mu = \int_{\Omega} \cdot \, d\mu\) and the functions \(\mu \mapsto \int_{\Omega} \cdot \, d\mu\) generate all of \(\mathbb{R}\). \(\square\)

3.3 Remark. The distinction between the two topologies arises only because we are permitting an infinite "alphabet". Let \(\mathcal{M}_n(\Omega)\) be those measures which are supported on the closed subset \(\{\omega : \omega(i) \leq n\}\) for all \(i\) of \(\Lambda\). Then the weak and weak* topologies have the same restriction to \(\mathcal{M}_n(\Omega)\), which is itself a weak* closed subset of \(\mathcal{M}(\Omega)\). See [12] for details.

4. Borel structures of various subsets. Define the entropy \(h\) on \(\bar{\mathcal{P}}_{\infty}\) by \(h(P) = -\sum_{i=1}^{\infty} \lambda(P_i) \log \lambda(P_i)\); then \(h\) is a nonnegative, upper semicontinuous function on \(\bar{\mathcal{P}}_{\infty}\), finite on \(\bar{\mathcal{P}}\) and continuous on each \(\bar{\mathcal{P}}_k\).

The map \(T \mapsto T^{-1}P\) is a continuous map from the weak topology on transformations to \(\bar{\mathcal{P}}_{\infty}\). Finally, the map: \(\bar{\mathcal{P}}_{\infty} \times \bar{\mathcal{P}}_{\infty} \to \bar{\mathcal{P}}_{\infty}\) given by sending \((P, Q)\) to \(P \vee Q\) is jointly continuous. Thus the map \(T \mapsto h(\bigvee_{j=d}^{m-1} T^{-j}P)\) is \(T\)-measurable.

Then so is \(\lim_{n \to \infty}(1/n)h(\bigvee_{j=0}^{n-1} T^{-j}P) = H(P, T)\), the entropy of \(P\) with respect to \(T\). Now choose a fixed increasing sequence \(P_k\) of finite partitions such that \(\bigcup_{k=1}^{\infty} P_k\) generates the measurable sets of \(\mathcal{P}\). Then the Kolmogorov-Sinai theorem [1] says the entropy of \(T\), call it \(H(T)\), may be obtained as \(\lim_{k \to \infty} H(P_k, T)\). Thus:

4.1 Proposition. Entropy is \(\mathcal{F}\)-measurable on \(T\).

Now consider the set of ergodic transformations. These may be described in terms of the corresponding unitary operators: \(T\) is ergodic if and only if the only eigenfunctions of \(U_T\) whose eigenvalue is 1 are the con-
constant functions. Alternately, in terms of the mean ergodic theorem, \( T \) is ergodic if and only if \( \lim_{n \to \infty} \frac{1}{n}(1 + \cdots + U^n) = E \), where \( E \) is the one-dimensional projection on the space of constant functions, and the limit is in the strong topology. But \( U \mapsto \frac{1}{n}(1 + \cdots + U^n) \) is a strongly continuous function from isometries to isometries, so the limit is a Borel function, and consequently:

4.2 Proposition. The set of ergodic transformations is in \( \mathcal{F} \).

4.3 Proposition. The set of Kolmogorov transformations is in \( \mathcal{F} \).

Proof. Recall that \( \mathcal{F} \) is standard. Then one can use the indirect method of showing that the Kolmogorov transformations form both an analytic set and a coanalytic set, so that by [6] they form a set in \( \mathcal{F} \).

Consider the following condition on pairs \( (T, P) \):

(a) For each integer \( m > 0 \) there is an integer \( N \) such that for all \( n \geq N \) and all \( k > 0 \), \( \bigvee_{i=n+1}^{n+m} T^{-i}P \) is \( (1/m) \)-independent of \( \bigvee_{k=1}^{i} T^{j}P \).

Recall the definition of \( \varepsilon \)-independence: \( Q \) is said to be \( \varepsilon \)-independent of \( R \) if the total measure of those sets \( R \) for which \( \lambda(R) \neq 0 \) and

\[ \Sigma_i |\lambda(Q_i \cap R) - \lambda(Q_i) - \lambda(R_i)| \geq \varepsilon \]

is less than \( \varepsilon \). Thus, \( \{(Q, R) : Q \) is \( \varepsilon \)-independent of \( R \} \) is a Borel subset of \( \mathcal{P}^\infty \times \mathcal{P}^\infty \), and since both the maps \( (T, P) \mapsto \bigvee_{i=n+1}^{n+m} T^{-i}P \) and \( (T, P) \mapsto \bigvee_{i=1}^{k} T^{j}P \) are Borel maps, it follows that the pairs \( (T, P) \) in \( T \times \mathcal{P}^\infty \) which satisfy (a) form a set in \( \mathcal{F} \times \mathcal{P} \).

Now: one characterization of the class \( A \) of Kolmogorov transformations is as \( \{T : \forall P \in \mathcal{P}, (T, P) \) satisfies (a)\}. Thus, \( A \) is an analytic set.

Another characterization is as \( \{T : \exists \) generator \( P \in \mathcal{P} \) such that \( (T, P) \) satisfies (a) \}. Thus, if it can be shown that \( \{(T, P) : P \) is a generator for \( T \} \) is in \( \mathcal{F} \times \mathcal{P} \), it will follow that \( A \) is a coanalytic set, and the proof will be complete. This is done in the next proposition. \( \square \)

4.4 Proposition. \( \{(T, P) : T \in T, P \in \mathcal{P}^\infty, P \) is a generator for \( T \} \) is a \( G_\delta \) (for the weak topology on \( T \)).

Proof. Choose a fixed dense sequence \( A_1, A_2, \ldots \) of measurable sets of \( C \). Then \( P \) is a generator for \( T \) if and only if for each \( j \) and \( k \) there exists \( l \) and a set of sequences \( \{n_{-l}, \ldots, n_l\} \) with each \( n_i \leq l \), such that the union over this set of sequences of the sets \( \bigcap_{j=-l}^{l} T^{j}P^n_{j} \) has symmetric difference with \( A_k \) of measure \( <1/j \). \( \square \)

4.5 Proposition. The set \( B \) of Bernoulli transformations of finite entropy is in \( \mathcal{F} \).

Sketch of proof. An analogous line of reasoning can be used: since \( T \)
is Bernoulli with finite entropy if and only if there exists an independent finite generator, \( B \) forms a coanalytic set. On the other hand, \( T \) is Bernoulli if and only if every finite generator is very weakly Bernoulli in the sense of [9]. (This is a result of Ornstein and Weiss [11].) This description makes it possible to exhibit \( B \) as an analytic set, too.

5. Remarks about invariants. One view is that a reasonable invariant for a set \( X \) of objects must be realizable as a real-valued Borel function for some naturally arising Borel structure on \( X \). This, of course, cannot be a theorem; it is simply a requirement which gains plausibility from examples.

Another sort of invariant, however, is obtained where one uses one complicated mathematical object to classify another. For instance: conjugacy of \( T_1 \) and \( T_2 \) implies unitary equivalence of \( U_{T_1} \) and \( U_{T_2} \). Thus, unitary invariants for unitary operators may be used as conjugacy invariants for invertible measurable transformations. Unfortunately, the invariants under unitary equivalence are given in terms of equivalence classes of measures under mutual absolute continuity. The results of [3] seem to imply that these cannot be converted into nice Borel functions.

At any rate, and with whatever justification, I will insist that the invariants be \( L \)-measurable on \( T \); note that this is weaker than saying that they are \( \mathcal{L} \)-measurable on \( T \).

By a complete set of conjugacy invariants will be meant a countable family of conjugacy invariants which, between them, can distinguish between any pair of nonconjugate transformations. (Obviously, one wants countability; else, why not use the indicator functions of the conjugacy classes?)

One more notion. Consider the example of matrices under similarity. The Jordan canonical form provides a complete set of invariants in terms of some complex numbers and some integers. These can be given in such a way that for all possible values of the invariants there is a corresponding class of matrices. It is, however, conceivable that a set of mathematical objects could have a complete set of invariants which are nice Borel functions, but nevertheless, these invariants could not be given in such a way that all possible values of the invariants corresponded to an actual class of objects. If the stronger property holds, let us call the set of invariants free; otherwise, restricted. For example, if \( T_1 \) and \( T_2 \) are conjugate, then \( U_{T_1} \) and \( U_{T_2} \) are unitarily equivalent, so that the unitary invariants for unitary operators may be used as a set (not complete, of course) of invariants for the invertible measure-preserving transformations. Thus, the spectrum \( \sigma(U_T) \) is a conjugacy-invariant for \( T \). This is possibly a quite
reasonable sort of invariant, but it is far from known what closed subsets of the unit circle can arise as $\sigma(U_T)$ for some $T$.

The reader will immediately see that while the existence of a free set of invariants for $X$ need not imply existence of such a set for a subset $Y \subset X$, existence of a complete set of invariants for $X$ gives a complete set for $Y$.

5.1 Theorem. There does not exist even a restricted complete set of conjugacy-invariants for the measure-preserving transformations of the unit interval with Lebesgue measure, or even for the Kolmogorov transformations of a given fixed finite entropy.

The proof will be given in the next section.

6. The Ornstein-Shields construction. Here is a very brief description of those aspects of the construction in [10] which will be relevant here. For each function $g$ from the positive integers to $\{0, 1\}$, a transformation $T_g$ is constructed, with each $T_g \in A$, and $T_g$ will be conjugate to $T_{g'}$ if and only if $g(n) = g'(n)$ for all but finitely many integers $n$. All the $T_g$ have the same entropy. The map $g \mapsto T_g$ will be a Borel map from the obvious Borel structure on the functions $g$ to measurable transformations. The transformations in [10] were not placed on the unit interval, and the purpose of these remarks is to put them there.

There were also constructed in [10] partitions $P_g$, and actually the aforementioned results apply rather to the restriction of $T_g$ to the invariant $\sigma$-algebra generated by $P_g$ under $T_g$. However, as is remarked there, a very minor change in the construction can be made which will have the effect of making each $P_g$ a generator of the full $\sigma$-algebra of Lebesgue measurable sets; and it is such a version of the construction which will be utilized here.

Let $\Gamma_n$ be all functions from $\{1, \ldots, n\}$ to $\{0, 1\}$, and $\Gamma_\infty$ all functions from the positive integers to $\{0, 1\}$. For each $g \in \Gamma_\infty$, let $\gamma_n(g) = g(1, \ldots, n) \in \Gamma_n$. For each $\gamma \in \Gamma_n$, denote by $\gamma_\epsilon$, where $\epsilon = 0$ or 1, the element of $\Gamma_{n+1}$ which agrees with $\gamma$ on $\{1, \ldots, n\}$ and equals $\epsilon$ on $n + 1$. For each $n$, and each $\gamma \in \Gamma_n$, there will be an interval $C_\gamma = [0, c_\gamma]$ on the real line, which is divided into $h_\gamma$ subintervals $I_1^\gamma, \ldots, I_{h_\gamma}^\gamma$ of equal length; they are not necessarily labeled in ascending order. $D_\gamma$ will denote $I_1^\gamma \cup \cdots \cup I_{h_\gamma}^\gamma$. A gadget (called $G(n)$ in [10], but actually depending on $\gamma$) is defined by

(1) the transformation $S_\gamma: D_\gamma \to C_\gamma$ which sends $I_i^\gamma$ onto $I_{i+1}^\gamma$ by
translation, \( i = 1, \cdots , h(y) - 1, \) and which, for convenience, we extend to
all of \( C_y, \) for example by sending \( I_{h(y)}' \) by translation onto \( I_1' \);

(2) a certain three element partition \( Q_y' \) of \( D_y, \) which for convenience
we extend to all of \( C_y, \) for example, by putting all of \( I_{h(y)}' \) into \( Q_1' \).

The following properties hold, for any \( y \) and \( \epsilon = 0 \) or 1:

(a) \( D_y \supset D_y', \)

(b) \( S_y|D_y = S_y|D_y', \)

(c) \( Q_y \supset Q_y |D_y. \)

Also, for any \( g, \)

(d) \( h(y_{n}(g)) \uparrow \infty, \)

(e) \( c(y_{n}(g)) \) is bounded above.

Since the Lebesgue measure \( \lambda(D_y n(g)) \uparrow, \) by (a), and since \( c(y_{n}(g)) = \lambda(D_y n(g)) + 1/h(y_{n}(g)), \) it follows that \( c(y_{n}(g)) \) converges to some \( c(g), \)
while \( \lambda(D_y n(g)) \uparrow c(g). \) Notice that \([0, c(g)) = \bigcup_n C_y n(g) = \bigcup_n D_y n(g). \)

The whole apparatus is now transferred to \([0, 1] \) by scaling down: let
\( S_y \) be the map \( x \mapsto c(y)x, \) and \( S_g \) the map \( S \mapsto c(g)x. \) Then define \( T : C \rightarrow C \) by \( T_y = s_{y}^{-1}S_y s_y, \) and \( Q_y \) by \( P_y, \) where \( P_y^i = s_{y}^{-1}(Q_y^i), \) \( i = 1, \)
2, 3. Since \( C(y_{n}(g)) \rightarrow C(g) \) for all \( g \in \Gamma_{\infty}, \) it easily follows that \( T y_{n}(g) \)
converges in the uniform topology to a transformation \( T_g, \) which may alternately be described as \( s_{g}^{-1}S_g s_{g}, \) where \( S_g : [0, c(g)) \rightarrow [0, c(g)) \) is defined by \( S_g|D_y n(g) = S_y n(g)|D_y n(g), \) a definition which is consistent, by (b).

Similarly, \( P_y n(g) \) converges in \( \mathcal{P}_3 \) to a 3-element partition of \([0, 1], \) which
may alternately be described by \( P_y^i = s_{g}^{-1}(Q_y^i), \) where \( Q_y^i = \bigcup_n O_y^i \cap D_{y n}. \)

Each \( g \mapsto T y_{n}(g) \) is a \( \mathcal{U}-\)measurable function: \( \Gamma_{\infty} \rightarrow T, \) so the limit
\( g \mapsto T_g \) is likewise. Similarly, \( g \mapsto P_g \) is a \( \mathcal{P}_3-\)measurable function: \( \Gamma_{\infty} \rightarrow \mathcal{P}_3. \)

6.1 Proposition. The set \( K = \{ T_g : g \in \Gamma_{\infty} \} \) is in \( \mathcal{F}. \)

Proof. \( K \) is a countable-to-one image of the standard Borel space \( \Gamma_{\infty} \)
in the standard Borel space \( T. \) The mapping function, \( g \mapsto T_g, \) is \( \mathcal{U}-\)
measurable, hence \( \mathcal{F}-\)measurable. So, by [6], the image is Borel. \( \square \)

Now for the proof of Theorem 5.1 of the previous section. In fact, here
is a somewhat stronger result.

6.2 Theorem. Let \( S \) be any \( \mathcal{U}-\)measurable subset of \( K \) which contains
a complete set of representatives from \( K. \) Let \( \phi_1, \phi_2, \cdots \) be a sequence
\( \phi \) of real-valued \( \mathcal{U}-\)measurable functions on \( K \) each of which is constant on
equivalence classes. Then there exists an uncountable subset of inequivalent elements of $S$ on which each of the $\phi_i$ is constant.

Proof. Without loss of generality, the $\phi_i$ may be combined into a single real-valued $\mathcal{U}$-measurable function $\phi$.

Let $\Sigma = \{g: T_g \in S\}$. Let $g_0, g_1, \ldots$ be a listing of the members of $\Gamma_\infty$ which are 0 from some point on, with $g_0 \equiv 0$. Let $\Sigma_n = \Sigma + g_n$, so $\Sigma_0 = \Sigma$. Let $\psi_n(g + g_n) = \phi(T_g)$. If $g + g_n = h + g_m$, then $T_g \sim T_h$, so $\phi(T_g) = \phi(T_h)$; thus $\psi_n = \psi_m$ on $\Sigma_n \cap \Sigma_m$. Now, since $g \mapsto T_g$ is a (uniformly) Borel map, it follows that each $\psi_n$ is a Borel set and each $\psi_n$ is a Borel function. Furthermore, $\bigcup_n \Sigma_n = \Gamma_\infty$, by our assumptions on $S$, so the function $\psi$ defined by setting $\psi = \psi_n$ on $\Sigma_n$ is a Borel function, and is constant on equivalence classes in $\Gamma_\infty$.

It will be shown that $\psi$ must give uncountable many equivalence classes the same value. As a consequence, $\psi_0$ must take the same value on uncountably many inequivalent $g$, so $\psi$ must do the same on the corresponding $T_g$.

The argument that $\psi$ must give the same value to uncountably many equivalence classes is essentially due to Blackwell, and goes as follows: Let $p$ be coin-tossing measure on $\Gamma_\infty$. Then the restriction of $p$ to the equivalence-saturated Borel subsets of $\Gamma_\infty$, the "tail $\sigma$-field", takes on only the values of 0 and 1, by the Borel-Cantelli lemma. Since $\psi$ is both Borel measurable and constant on equivalence classes, $p \circ \psi^{-1}$ is a 0-1 valued Borel measure on the reals. Thus, its support is a single point $x_0$. Therefore, the countable set $\psi^{-1}(x_0)$ has $p$-measure one, which is impossible because $p$ is a continuous measure. $\square$

Here is a corresponding theorem on shift space. Let $p = (T, P)$. Let $K = \{\mu_g: g \in \Gamma_\infty\}$. Then $g \mapsto \mu_g$ is a Borel map from the standard space $\Gamma_\infty$ into the standard space $\mathbb{M}(\Omega)$ with the weak* topology. Since it is at most countable-to-one, $K$ is in $\mathbb{M}$. Incidentally: each $\mu \in K$ has its support on $\{\omega: \omega(j) \leq 3$ for all $j\}$; but the weak* and weak topologies agree on the set of all such probability measures, so that on $K$ the weak and weak* topologies (and therefore Borel structures) agree, and thus the restrictions of $\mathbb{M}$ and $\mathbb{N}$ to this set of measures agree.

6.3 Theorem. Let $S \subseteq K$ and $\in \mathbb{M}$. Assume that $S$ contains a complete set of representatives of $K$. Let $\theta_1, \theta_2, \ldots$ be any sequence of real-valued $\mathbb{M}$-measurable functions on $S$ which are constant on equivalence classes.

Then there is an uncountable set of mutually inequivalent elements of $S$, on which each $\theta_i$ is constant.
Proof. Essentially the same as before: let $\Sigma = \{ g: \mu_g \in \mathcal{B} \}$, etc. □
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