THE RATE OF GROWTH OF THE DENOMINATORS IN THE OPPENHEIM SERIES

JANOS GALAMBOS

Abstract. A Borel-Cantelli lemma is proved for a sequence of functions of
the denominators in the Oppenheim expansion of real numbers. This is then
applied to the study of the rate of growth of the denominators in the above
series. The laws obtained are almost sure type, that is, valid for (Lebesgue)
almost all $x$ in the unit interval. The results are new even for the classical
expansions of Engel, Sylvester and Cantor (product).

1. Introduction. Let $q_n(k)$ be a sequence of positive functions of natural
numbers $k$ which take rational numbers. We call the representation

$$x = \frac{1}{d_1} + q_1(d_1)\frac{1}{d_2} + q_1(d_1)q_2(d_2)\frac{1}{d_3} + \cdots$$

of real numbers $0 < x < 1$ the Oppenheim series of $x$ if the integers
d$_n = d_n(x)$ are determined by the following algorithm:

$$d_1 > 2, d_{n+1} > h_n(d_n) + 1, n \geq 1.$$ (4)

(4) itself expresses a rate of growth for the denominators $d_n$. A deeper law was
recently obtained in Galambos [5], where the following result is proved. Let
$h_0(i) = 1$ and, for $n = 1, 2, \ldots$,

$$D_n = D_n(x) = \max\{R_j(x) : 1 \leq j \leq n\},$$ (5)

where
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\[ R_j = R_j(x) = d_j/h_{j-1}(d_{j-1}). \]

Then, as \( n \to +\infty, \)
\[ \lim P(D_n < nz) = \exp(-1/z), \quad z > 0. \]

Here, and in what follows, \( P() \) stands for Lebesgue measure. While (4) expresses only that, for each \( j, R_j > 1, \) (7) indicates that \( R_j \) is "frequently very large". The aim of this note is to make the preceding statement precise by investigating the almost sure behavior of \( \lim sup R_j, \lim sup \log R_j \) and \( \lim sup \log D_n. \) The exact results are formulated in the next section.

For examples for Oppenheim series, including the classical ones, the reader is referred to Oppenheim [6] and Galambos [2]. For metric results, see Galambos [2] and [5], Schweiger [8] and Vervaat [10] (the latter two deal with the homogeneous case only, that is, where \( q_n(k), \) and thus \( h_n(k), \) does not depend on \( n). \) Also relevant material, in a somewhat abstract setting, is given in Galambos [3] and Schweiger [9].

2. The results. We list our results in the following theorems and corollaries.

**THEOREM 1.** Let \( r(n) \) be a sequence of real numbers with \( r(n) > 1. \) Then, for almost all \( x, R_n > r(n) \) for infinitely many values of \( n \) if, and only if,
\[ \sum 1/r(n) = +\infty. \]

More precisely, if (8) holds then \( R_n > r(n) \) infinitely often. On the other hand, if (8) fails then \( R_n > r(n) \) can hold only for finitely many values of \( n. \)

**COROLLARY 1.** Let \( r(n) \) be an increasing sequence of real numbers with \( r(1) \geq 1. \) Then, for almost all \( x, D_n > r(n) \) for infinitely many values of \( n \) if, and only if, (8) holds.

**COROLLARY 2.** Let \( r(n) \) be as in Corollary 1. Then, for almost all \( x, \) as \( n \to +\infty, \)
\[ \limsup \frac{\log R_n - \log n}{\log \log n} = 1; \]
\[ \limsup \frac{\log D_n - \log n}{\log \log n} = 1. \]

While Corollary 3 indicates similarities of \( R_n \) and \( D_n, \) the following theorem shows that \( D_n \) is "smoother" than \( R_n. \)

**THEOREM 2.** For almost all \( x, \) as \( n \to +\infty, \)
\[ \liminf \frac{\log R_n - \log n}{\log \log n} = -\infty; \]
Corollary 3 and Theorem 2 immediately yield

Corollary 4. For almost all \( x \), as \( n \to +\infty \), \( \lim (\log D_n / \log n) = 1 \).

We conclude this section with a remark. The results presented here show a remarkable similarity between the behaviour of the sequence \( R_n \) and of the coefficients in regular continued fractions (see Galambos [4] and Philipp [7]). It would be very interesting to find a way to deduce directly the corresponding results from each other. That is, to relate somehow an arbitrary Oppenheim expansion (or even just the Lüroth expansion) to regular continued fractions through the sequence \( R_n \).

3. Proofs. We shall need the following result of Galambos [5].

Lemma. Define the positive integer \( T_j = T_j(x) \) by \( T_j < R_j \leq T_j + 1, j \geq 1 \). Then \( T_1, T_2, \ldots \) are stochastically independent and, for \( s = 1, 2, \ldots \),

\[
P(T_j = s) = 1/s(s + 1).
\]

Proof of Theorem 1. By the Lemma,

\[
P(T_n > r(n)) = 1/([r(n)] + 1),
\]

where \([ y ]\) signifies the integer part of \( y \). Since \( r(n) \geq 1 \),

\[
1/([r(n)] + 1) \geq 1/2r(n),
\]

and thus the validity of (8) implies that

\[
\sum_{n=1}^{+\infty} P(T_n > r(n)) = +\infty.
\]

Another appeal to the Lemma and the classical Borel-Cantelli lemma yield that, for almost all \( x \), infinitely often \( T_n > r(n) \). But since \( R_n > T_n \), we have proved that (8) implies for almost all \( x \) that for infinitely many values of \( n, R_n > r(n) \).

Conversely, since

\[
P(R_n > r(n)) \leq P(T_n > r(n) - 1) \leq (r(n) + 1)^{-1},
\]

the convergence of \( \sum 1/r(n) \) implies that

\[
\sum P(R_n > r(n)) < +\infty.
\]

It is well known in elementary probability theory that (9) implies that, for almost all \( x, R_n > r(n) \) can occur only finitely many times. Theorem 1 is thus established.

Proof of Corollary 1. Let first \( r(n) \) be bounded. Then (8) holds and thus Theorem 1 implies that, for almost all \( x, D_n > R_n > r(n) \) for infinitely many values of \( n \).
Let now \( r(n) \to +\infty \) with \( n \). We shall prove that \( R_n > r(n) \) occurs infinitely often if, and only if, \( D_n > r(n) \) holds for infinitely many values of \( n \). Indeed, if \( R_n > r(n) \) then evidently \( D_n > r(n) \). Conversely, if \( D_n > r(n) \) then there is an \( m \leq n \) such that \( R_m > r(n) \). Since \( r(n) \) is assumed to be increasing, \( r(n) \geq r(m) \) and thus \( R_m > r(m) \). Now if \( r(n) \to +\infty \), then for any \( n \), only finitely many times can the same \( m \) be chosen with \( R_m > r(n) \). Therefore, if infinitely many times \( D_n > r(n) \), then there are infinitely many \( m \) with \( R_m > r(n) \geq r(m) \). This completes the proof of Corollary 1.

**Proof of Corollary 2.** Let \( M \) be an arbitrary positive integer. If \( \sum 1/r(n) < +\infty \), we apply Corollary 1 with \( r(n)/M \) for \( r(n) \). We get that, as \( n \to +\infty \),

\[
\lim \sup D_n/r(n) \leq 1/M.
\]

Since \( M \) is arbitrary, the left-hand side above is zero. On the other hand, if \( \sum 1/r(n) \) diverges, we apply Corollary 1 with \( Mr(n) \) for \( r(n) \). The result is that, for any \( M \), as \( n \to +\infty \),

\[
\lim \sup D_n/r(n) \geq M.
\]

This is possible only if the left-hand side is \( +\infty \). The proof is completed.

**Proof of Corollary 3.** This is immediate by applying Theorem 1 and Corollary 1, respectively, with \( r(n) = n(\log n) \).

**Proof of Theorem 2.** Part (i) actually is a very weak form of the real situation. It is stated in this form only for comparison with \( D_n \). As a matter of fact, the Lemma implies that, for almost all \( x \), \( T_n = 1 \) infinitely often, that is, \( R_n \leq 2 \) for infinitely many values of \( n \). Hence, without any normalization, as \( n \to +\infty \),

\[
\lim \inf \log R_n \leq \log 2.
\]

For proving part (ii), we put \( U_n = \max(T_1, T_2, \ldots, T_n) \). By definition,

\[
(10) \quad U_n < D_n \leq U_n + 1.
\]

However, one can easily deduce that a statement similar to (ii) is valid for \( U_n \) (see Barndorff-Nielsen [1]) by the independence of the \( T \)'s. Such a result, together with (10), yields (ii) and thus the proof is complete.

As remarked earlier, Corollary 4 is immediate from Corollary 3 and Theorem 2.
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