AN ABSTRACT SEMILINEAR
VOLterra INTEGRODIFFERENTIAL EQUATION

G. F. WEBB

Abstract. The abstract semilinear Volterra integrodifferential equation

\[ u'(t) = Au(t) + \int_0^t g(t - s, u(s))ds + f(t), \quad t > 0, \quad u(0) = x \in X, \]

is investigated, where \( A \) is the infinitesimal generator of a semigroup of linear operators in a Banach space \( X \) and \( g \) is nonlinear and unbounded in its second place. Some results are proved concerning local existence, global existence, continuous dependence upon initial values, and asymptotic stability. The method used treats the equation in the domain of \( A \) with the graph norm employing results from linear semigroup theory concerning abstract inhomogeneous linear differential equations.

1. Introduction. The purpose of this paper is to study the abstract semilinear Volterra integrodifferential initial value problem

\[ u'(t) = Au(t) + \int_0^t g(t - s, u(s))ds + f(t), \quad t > 0, \quad u(0) = x \in X. \]

In equation (1.1) \( A \) is the infinitesimal generator of a linear semigroup in the Banach space \( X \) and \( g \) is, in general, a nonlinear unbounded operator from \( \mathbb{R}^+ \times X \) to \( X \).

The equation (1.1) has many physical applications and arises in such problems as heat flow in materials with memory [3], [4], [13]. As a model for (1.1) one can take

\[ w_t(x, t) = w_{xx}(x, t) + \int_0^t k(t - s, w_{xx}(x, s))ds + h(x, t), \quad 0 < x < 1, \quad t > 0, \quad w(0, t) = w(1, t) = 0, \quad t > 0, \quad w(x, 0) = w_0(x), \quad 0 < x < 1. \]

For this example we let \( X = L^2(0, 1; \mathbb{R}) \), \( Az = z'' \), \( D(A) = \{ z \in X : z'' \in X, \quad z(0) = z(1) = 0 \} \), \( k : \mathbb{R}^+ \times \mathbb{R} \rightarrow \mathbb{R} \) such that \( k \) is continuous, \( k(s, x) \) is continuously differentiable in its first place, \( k(s, x) \) and \( k_1(s, x) \) are Lipschitz continuous in \( x \) uniformly in \( s \), \( f : \mathbb{R}^+ \rightarrow X \) with \( f(t)(x) = h(x, t) \), and \( g \):
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In the last few years considerable progress has been achieved in the investigation of (1.1). Some important results concerning existence, uniqueness, and asymptotic behavior in this theory may be found in the works listed in our references. In most of these works $g(s, z)$ is written as $a(s)\sigma(z)$ with a monotonicity condition on $\sigma$, thus allowing the nonlinear term to contribute to the existence of solutions. In our work the nonlinear term is treated as a perturbation of the linear equation. Our assumptions on the nonlinear term (which require a Lipschitz condition with respect to $A$ rather than monotonicity), then allow it to be overcome by the linear part of the equation. Our treatment permits the more general form of $g(s, z)$ and is valid in general Banach spaces. Our approach is essentially an extension from the linear to the nonlinear case of the methods of [7], [8], and [15].

2. The results. In what follows we let $X$ be a general Banach space with norm $\| \cdot \|$ and $A$ be the infinitesimal generator of a strongly continuous semigroup of bounded linear operators $T(t)$, $t \geq 0$ in $X$ satisfying $|T(t)| < e^{\omega t}$, $t \geq 0$, where $\omega$ is a real constant. We let $[D(A)]$ denote the Banach space which is the domain of $A$ with graph norm

$$
|x|_A = |x| + |Ax|, \quad x \in D(A).
$$

We make the following assumptions on $f$ and $g$:

(2.1) $f: \mathbb{R}^+ \rightarrow X$, where $f$ is continuously differentiable;

(2.2) $g: \mathbb{R}^+ \times D \rightarrow X$, where $D$ is an open subset of $[D(A)]$, $g$ is continuous, $g$ is continuously differentiable with respect to its first place, and for each $x \in D$ there exist a neighborhood $D_x$ about $x$ and continuous functions $b: \mathbb{R}^+ \rightarrow \mathbb{R}^+$ and $c: \mathbb{R}^+ \rightarrow \mathbb{R}^+$ such that

$$
|g(s, x_1) - g(s, x_2)| \leq b(s)|x_1 - x_2|_A
$$

and

$$
|g_1(s, x_1) - g_1(s, x_2)| \leq c(s)|x_1 - x_2|_A
$$

for all $s \in \mathbb{R}^+$, $x_1, x_2 \in D_x$.

We require the following lemma, which is proved in [9, p. 486]:

**Lemma 2.1.** Let $k: [0, t_1] \rightarrow X$ such that $k$ is continuously differentiable. If for $0 < t < t_1$,

$$
q(t) = \int_0^t T(t-s)k(s)\, ds,
$$

then $q(t) \in D(A)$, $q$ is continuously differentiable, and

$$
q'(t) = Aq(t) + k(t) = \int_0^t T(t-s)k'(s)\, ds + T(t)k(0).
$$

**Theorem 2.1.** Let (2.1) and (2.2) hold. For each $x \in D$ there exists $t_1 > 0$ and a unique function $u: [0, t_1] \rightarrow X$ such that $u$ is continuous from $[0, t_1]$ to $[D(A)]$, $u$ is differentiable from $[0, t_1]$ to $X$, and $u$ satisfies (1.1). Furthermore, if
\[ D = D_x = [D(A)], \text{ then the solution } u \text{ of (1.1) exists on } \mathbb{R}^+. \]

**Proof.** Let \( x \in D \) and let \( N \) be a neighborhood about \( x \) in \([D(A)]\) such that \( \overline{N} \subset D_x \). Let \( t_1 > 0 \) (we will specify \( t_1 \) later) and let \( C = C(0, t_1; \overline{N}) \). Define the mapping \( K \) on \( C \) by

\[
(Ku)(t) = T(t)x + \int_0^t T(t - s) \int_0^s g(s - r, u(r)) \, dr \, ds + \int_0^t T(t - s)f(s) \, ds, \quad u \in C, \ 0 < t < t_1.
\]

By virtue of the hypothesis we have placed on \( g \), the function

\[
k(s) = \int_0^s g(s - r, u(r)) \, dr, \quad 0 < s < t_1,
\]

is continuously differentiable from \([0, t_1]\) to \( X \) and

\[
k'(s) = g(0, u(s)) + \int_0^s g_1(s - r, u(r)) \, dr.
\]

By Lemma 2.1, for \( u \in C, 0 < t < t_1 \), \( (Ku)(t) \in D(A) \), and

\[
(AKu)(t) = T(t)Ax + \int_0^t T(t - s) \left[ g(0, u(s)) + \int_0^s g_1(s - r, u(r)) \, dr \right] ds - \int_0^t g(t - s, u(s)) \, ds + \int_0^t T(t - s)f'(s) \, ds + T(t)f(0) - f(t).
\]

Thus, for \( u \in C \), \( Ku \) and \( AKu \) are both continuous from \([0, t_1]\) to \( X \). If \( t_1 \) is chosen sufficiently small, then \( K \) maps \( C \) into \( C \). Further, if \( t_1 \) is chosen sufficiently small, then \( K \) is a contraction on \( C \), since

\[
|(Ku)(t) - (Kv)(t)| \leq \int_0^t e^{\omega(t - s)} \int_0^s b(s - r)|u(r) - v(r)|_A \, dr \, ds,
\]

\[
|(AKu)(t) - (AKv)(t)|
\]

\[
< \int_0^t e^{\omega(t - s)} \left[ b(0)|u(s) - v(s)|_A + \int_0^s c(s - r)|u(r) - v(r)|_A \, dr \right] ds + \int_0^t b(t - s)|u(s) - v(s)|_A \, ds.
\]

By the Contraction Mapping Theorem there exists a unique \( u \in C \) such that \( Ku = u \). From (2.3) and Lemma 2.1 we see that \( u: [0, t_1] \rightarrow [D(A)] \) is continuous, \( u: [0, t_1] \rightarrow X \) is differentiable, and \( u \) satisfies (1.1).

Finally, if \( D = D_x = [D(A)] \), then \( N \) can be chosen as \([D(A)]\). In this case \( t_1 \) does not depend on \( x \) nor on \( f(t) \) and the solution \( u \) can be continued to \(+ \infty\). That is, let \( \tilde{x} = u(t_1) \) and

\[
\tilde{f}(t) = f(t) + \int_0^{t_1} g(t + t_1 - s, u(s)) \, ds.
\]

Then, \( \tilde{x} \in D(A) \) and \( \tilde{f} \) is continuously differentiable from \( \mathbb{R}^+ \) to \( X \). By the
argument above there exists a unique function $\hat{u}: [0, t_1] \to X$ such that $\hat{u}$ is continuous from $[0, t_1]$ to $[D(A)]$, $\hat{u}$ is differentiable from $[0, t_1]$ to $X$, and

$$\hat{u}'(t) = A\hat{u}(t) + \int_0^t g(t - s, \hat{u}(s)) \, ds + \hat{f}(t), \quad 0 \leq t \leq t_1, \hat{u}(0) = \hat{x}.$$ 

Define $u(t + t_1) = \hat{u}(t), 0 \leq t \leq t_1,$ and

$$u'(t + t_1) = Au(t + t_1) + \int_0^t g(t - s, u(s + t_1)) \, ds + \hat{f}(t) = Au(t + t_1) + \int_0^{t + t_1} g(t + t_1 - s, u(s)) \, ds + f(t).$$

Repeating this process, we see $u$ exists on $\mathbb{R}^+.$

**Theorem 2.2.** Let (2.1) and (2.2) hold and let $x \in D.$ There exist continuous functions $\alpha: \mathbb{R}^+ \to \mathbb{R}^+$ and $\beta: \mathbb{R}^+ \to \mathbb{R}^+$ such that if $u_1$ and $u_2$ satisfy (1.1) for $0 < t < t_1$ with $u_1(0) = x_1$ and $u_2(0) = x_2,$ $u_1(t)$ and $u_2(t) \in D_x$ for $0 < t < t_1,$ then

$$|u_1(t) - u_2(t)|_A < |x_1 - x_2|_A \exp \left( (\alpha(t) + \beta(t) + b(0) + \omega)t \right), \quad 0 < t < t_1.$$

**Proof.** Define $\alpha(t) = \int_0^t e^{-\omega t}(b(s) + c(s)) \, ds, t \geq 0,$ and

$$\beta(t) = \max_{0 \leq t \leq s} e^{-\omega t} b(s), \quad t \geq 0.$$ 

Let $p_1(t) = e^{-\omega t}|u_1(t) - u_2(t)|, \ p_2(t) = e^{-\omega t}|A(u_1(t) - u_2(t))|,$ and $p(t) = p_1(t) + p_2(t), 0 < t < t_1.$ Using (2.3) and (2.4) we have

$$p_1(t) < |x_1 - x_2| + \int_0^t e^{-\omega t} \int_0^s b(s - r)e^{\omega r} p(r) \, dr \, ds,$$

$$p_2(t) < |A(x_1 - x_2)| + \int_0^t b(0) p(s) \, ds$$

$$+ \int_0^t e^{-\omega t} \int_0^s c(s - r)e^{\omega r} p(r) \, dr \, ds + \int_0^t e^{-\omega(t - s)} b(t - s) p(s) \, ds,$$

$$p(t) < |x_1 - x_2|_A + \int_0^t e^{-\omega t} (b(s) + c(s)) p(r) \, dr \, ds$$

$$+ b(0) \int_0^t p(s) \, ds + \int_0^t e^{-\omega(t - s)} b(t - s) p(s) \, ds$$

$$< |x_1 - x_2|_A + (\alpha(t) + \beta(t) + b(0)) \int_0^t p(s) \, ds.$$ 

An application of Gronwall's Lemma now yields (2.5).

**Corollary 2.1.** Let (2.1) and (2.2) hold with $D = D_x = [D(A)]$ and suppose there exist constants $\alpha_0$ and $\beta_0$ such that $\int_0^t e^{-\omega t}(b(s) + c(s)) \, ds < \alpha_0$ for $t \geq 0,$ $e^{-\omega t}b(t) < \beta_0$ for $t \geq 0,$ and $\alpha_0 + \beta_0 + b(0) + \omega = \text{def} \gamma < 0.$ Then the solutions of (1.1) are exponentially asymptotically stable in the $A$-norm in the following sense: if $u_1(t), u_2(t)$ are the solutions of (1.1) for $u_1(0) = x_1, u_2(0) = x_2,
\( x_2, \) respectively, then \(|u_1(t) - u_2(t)|_A < |x_1 - x_2|_A e^{\gamma t}, t > 0.\)

**Proof.** The proof follows from Theorem 2.2 by observing that \(\alpha(t)\) and \(\beta(t)\) satisfy \(\alpha(t) < \alpha_0\) and \(\beta(t) < \beta_0.\)

**Theorem 2.3.** Let (2.1) and (2.2) hold and, in addition, let \(g(t, x)\) and \(g_1(t, x)\) be Lipschitz continuous on bounded sets of \(x\) uniformly in finite intervals of \(t.\) If \(x \in D\) and \(u\) is a noncontinuable solution of (1.1) on \([0, d)\), then either \(d = +\infty\) or given any closed bounded set \(U\) in \(D\) there exists a sequence \(t_k \to d^-\) such that \(u(t_k) \notin U.\)

**Proof.** Assume \(d < \infty\) and the conclusion of the theorem is false. Then there exists a closed bounded set \(U\) in \(D\) such that \(u(t) \in U\) for \(0 < t < d.\) For \(0 < t < t + h < d, (2.3)\) implies

\[
|u(t + h) - u(t)| < |T(t + h)x - T(t)x| + \left| \int_{-h}^{0} \int_{-h}^{s+h} g(s + h - r, u(r)) dr ds \right|
\]

\[
+ \left| \int_{-h}^{t} T(t - s) \left( \int_{0}^{s+h} g(s + h - r, u(r)) dr - \int_{0}^{s} g(s - r, u(r)) dr \right) ds \right|
\]

\[
+ \left| \int_{-h}^{0} T(t - s) f(s + h) ds \right| + \left| \int_{-h}^{t} T(t - s) (f(s + h) - f(s)) ds \right|
\]

Using the estimate below, where \(b\) is the uniform Lipschitz constant of \(g(t, \cdot)\) on \([0, d] \times u,\)

\[
\left| \int_{0}^{t} T(t - s) \left( \int_{0}^{s+h} g(s + h - r, u(r)) dr - \int_{0}^{s} g(s - r, u(r)) dr \right) ds \right|
\]

\[
= \left| \int_{0}^{t} T(t - s) \left( \int_{0}^{s} g(s - r, u(r + h)) dr + \int_{0}^{s} (g(s - r, u(r + h)) - g(s - r, u(r))) dr \right) ds \right|
\]

\[
\leq \left| \int_{0}^{t} T(t - s) \int_{-h}^{0} g(s - r, u(r + h)) dr ds \right|
\]

\[
+ \int_{0}^{t} \int_{-h}^{r} |T(t - s)|b |u(r + h) - u(r)|_A ds dr,
\]

we see that there exist constants \(L\) and \(M\) such that for \(0 < t < t + h < d,\)

(2.6) \[|u(t + h) - u(t)| < Lh + M \int_{0}^{r} |u(s + h) - u(s)|_A ds.\]

In a similar fashion we use (2.4) to show that for \(0 < t < t + h < d,\)

(2.7) \[A(u(t + h) - u(t))| < \hat{L}(h) + \hat{M} \int_{0}^{r} |u(s + h) - u(s)|_A ds\]
for some continuous function $\hat{L} : \mathbb{R}^+ \to \mathbb{R}^+$ with $\hat{L}(0) = 0$ and some constant $M$. Using (2.6), (2.7), and Gronwall's Lemma, we have for $0 < t < t + h < d$, $|u(t + h) - u(t)|_A < (L + \hat{L}(h))\exp((M + M')t)$. Thus, $\lim_{t \to d} u(t)$ exists in $[D(A)]$ and is in $D$. By Theorem 2.1, $u(t)$ can be continued past $d$, contradicting the noncontinuability hypothesis.

**Corollary 2.2.** Let (2.1) and (2.2) hold, let $D = [D(A)]$, and let $g(t, x)$ and $g_x(t, x)$ be Lipschitz continuous on bounded sets of $x$ in $D$ uniformly in finite intervals of $t$. If $x \in D$ and $u$ is a noncontinuable solution of (1.1) on $[0, d)$, then either $d = +\infty$ or $\lim_{t \to d^-} |u(t)|_A = +\infty$.

**Proof.** Suppose $\lim_{t \to d^-} |u(t)|_A < \infty$. Let $U$ be the closure in $[D(A)]$ of \{\{u(t): 0 < t < d\}. Then $U$ is closed and bounded, $U \subset D$, and by Theorem 2.3, we must have $d = +\infty$.

We conclude with the observation that the hypothesis $g : [D(A)] \to X$ such that $g$ is Lipschitz continuous is not sufficient to guarantee the existence of a solution to

$$u'(t) = Au(t) + g(u(t)), \quad t > 0, u(0) = x \in D(A)$$

(for example, take $g = -2A$).
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