CONSTRUCTIVE SOLUTION OF THE 1918 PROBLEM OF LORD RAYLEIGH

M. N. McALLISTER, S. M. ROHDE AND G. T. MCALLISTER

Abstract. In 1918 Lord Rayleigh posed the problem of finding the profile (shape) of a one dimensional slider bearing which will support the greatest weight. In this paper we give, in closed form, the solution of this problem.

1. Introduction. The pressure distribution for a one dimensional slider bearing with profile \( H(x) \) is given as a solution of the Reynolds equation

\[
(H^\prime(x)p'(x))' - H'(x) = 0
\]

with \( p(0) = p(a) = 0 \). Here we are assuming that the slider is moving with unit speed and that the minimum film thickness is one (i.e., \( H(x) > 1 \)). The weight that the slider bearing will support is given by the functional

\[
\mathcal{L}(p) = \int_{\{x: p(x) > 0\}} p(x) \, dx.
\]

In 1918 Rayleigh showed surprisingly in [1] that there exists a profile with a simple jump discontinuity which supports more weight than do profiles of the form \( 1 + mx^n \) or \( e^{\beta x} \) with \( m, n \) and \( \beta \) positive. He also posed the problem of finding a profile which will support the greatest weight; in this regard he only found a profile which caused the first variation of the weight functional to vanish. It is the object of this paper to mathematically solve, in closed form, this unresolved problem.

We will solve the problem of Rayleigh over the set of admissible bearing profiles \( \mathcal{K} = \{ H: H \in L^\infty((0, a)), M > H(x) > 1 \text{ a.e. over } (0, a) \} \) with \( M > 1 \) and \( a \in (0, \infty) \) the given physical parameters. With this generality in \( \mathcal{K} \) we must reformulate (1). For each \( H(x) \in \mathcal{K} \) we let \( p_H(x) \in H^1_{20}(0, a) \) be such that

\[
\int_0^a \left( H^3(x)p_H'(x)\zeta'(x) - H(x)\zeta'(x) \right) \, dx = 0
\]

for all \( \zeta(x) \in H^1_{20}(0, a) \); for a detailed description of this function space see Morrey [2]. Such a function \( p_H(x) \) is the pressure distribution under the slider bearing and the subscript \( H \) is used to denote its dependence on the specific profile \( H \). We now have the problem of Rayleigh: Find an \( H_0 \in \mathcal{K} \) such that

\[
\mathcal{L}(p_{H_0}) = \max \{ \mathcal{L}(p_H): H \in \mathcal{K} \}
\]
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where the functional $\mathcal{L}(\cdot)$ is defined in (2). Note that our $\mathcal{K}$ contains functions with any number of discontinuities.

The functional in (2) is difficult to evaluate for $H \in \mathcal{K}$ as we must know the region of nonnegativity of $p_H(x)$ before we can even integrate. Consequently we will also solve the problem in (3) when $\mathcal{L}(\cdot)$ is replaced by the functional

$$\mathcal{W}(p_H) = \int_0^a p_H(x) \, dx.$$  

(4)

The problem we have outlined here is sometimes called a distributed parameter problem; the control variable $H$ occurs in the coefficient of the highest order derivative. Our solution of (3), or (3) with (4), represents a very rare case that these problems have a closed form solution.

In §2 we construct the profile $H_0$ which solves (3) and the problem in (3) with $\mathcal{L}(\cdot)$ replaced by $\mathcal{W}(\cdot)$. This $H_0$ is a step function with one jump discontinuity and $\mathcal{L}(p_{H_0}) = \mathcal{W}(p_{H_0})$; i.e. the problem of Rayleigh has the same solution whether the functional in (2) or (4) is used.

The condition that the slider is moving at unit speed is imposed only for algebraic convenience. Our methods extend trivially to the case of arbitrary speed.

In the sequel $\|f\|^2 = \int_0^a (f(x))^2 \, dx$.

2. Constructive solution of the problem of Rayleigh. We begin with a simple result.

**Lemma 2.1.** For each $H \in \mathcal{K}$ there exists a unique $p_H(x) \in \mathcal{H}^1_{2,0}(0, a)$ such that

$$\int_0^a \left\{ H^3(x) p_H'(x) \zeta'(x) - H(x) \zeta'(x) \right\} \, dx = 0$$  

(2.1)

for every $\zeta(x) \in \mathcal{H}^1_{2,0}(0, a)$. Moreover,

$$\|p'_H(x)\|_2 < \|H\|_2 < M a^{1/2}$$  

(2.2)

and, consequently, $p_H(x)$ is Hölder continuous with constant $M a^{1/2}$ and exponent $\frac{1}{2}$.

The next lemma follows from [3, Lemma 1.1, p. 67].

**Lemma 2.2.** For each $H \in \mathcal{K}$ there exists a constant $C(H)$, which depends on $H$, such that

$$H^3(x) p_H'(x) - H(x) = C(H)$$  

(2.3)

for almost all $x \in [0, a]$. Moreover

$$C(H) = -\int_0^a \frac{dx}{H^2} \left/ \int_0^a \frac{dx}{H^3} \right..$$  

(2.4)

Now we determine the range of the function $C(H)$ acting on $\mathcal{K}$. 
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Lemma 2.3. For each $H \in \mathcal{H}$, $-C(H) \in [1, M]$ with $-C(H) = 1$ ($-C(H) = M$) if and only if $H(x) = 1$ ($H(x) = M$) a.e. on $[0, a]$.

Proof. If $H \in \mathcal{H}$, $H^3(x) > H^2(x)$ and
\[
\int_0^a \frac{dx}{H^3(x)} < \int_0^a \frac{dx}{H^2(x)}.
\]
Therefore $-C(H) > 1$ with equality if and only if $H(x) = 1$ a.e. Since $M > H(x)$, $MH^2(x) > H^3(x)$ and
\[
\int_0^a \frac{dx}{H^2(x)} < M\int_0^a \frac{dx}{H^3(x)}
\]
with equality if and only if $H(x) = M$ a.e. The result follows from (2.4).

Now we improve our estimate in (2.2).

Lemma 2.4. For each $H \in \mathcal{H}$ let $F(x) = (H(x) + C(H))/H^3(x)$ with $x \in (0, a)$. Let
\[
A_1 = \text{ess sup}\{F(x): x \in (0, a)\} \quad \text{and} \quad A_2 = \text{ess inf}\{F(x): x \in (0, a)\}.
\]
Then (i) $A_1 \cdot A_2 < 0$ with equality if and only if $H(x)$ is equivalent to a constant function on $(0, a)$, and (ii)
\[
A_2 < p'_H(x) < A_1 \quad \text{a.e.} \quad (2.5)
\]

Proof. It is clear that (2.5) follows from (2.3).
If $A_1 \cdot A_2 > 0$ then we contradict $p_H(a) = 0$ as $p_H(x) = \int_0^a p'_H(x) \, dx$ remains valid for $p_H \in \mathcal{H}^{1,0}(0, a)$. Therefore $A_1 \cdot A_2 < 0$.
Suppose $A_1 \cdot A_2 = 0$. Let $A_1 = 0$. Then $A_2 = 0$, else we cannot satisfy the boundary condition $p_H(a) = 0$. Hence $H$ is essentially equivalent to a constant function. Clearly, if $H$ is constant, $A_1 = A_2 = 0$.

The next result shows that $\mathcal{H}$ may be decomposed into subsets.

Lemma 2.5. For each $c \in [-M, -1]$, let
\[
\mathcal{H}_c = \{H: H \in \mathcal{H}, C(H) = c\}. \quad (2.6)
\]

Then
\[
\mathcal{H} = \bigcup \{\mathcal{H}_c: c \in [-M, -1]\}.
\]

Proof. Clearly $\bigcup \{\mathcal{H}_c: c \in [-M, -1]\} \subset \mathcal{H}$. Let $H \in \mathcal{H}$. By Lemma 2.3 there exists $c \in [-M, -1]$ such that $C(H) = c$; i.e., $H \in \mathcal{H}_c$.

Let $c$ be any element of $[-1, -M]$. Consider the function $G_c(X) = (X + c)/X^3$ with $X \in [1, M]$. Since $G'_c(X) = 0$ implies that $X = -3c/2$ with $G''_c(-3c/2) < 0$ and
\[
G'_c(X) = -(2X + 3c)/X^3 > 0
\]
for \(-3c > 2M\), then

\[
\max\{G_c(X) : X \in [1, M]\} = \begin{cases} 
4/27c^2 & \text{for } -2M/3 < c < -1 \text{ and } M > 3/2, \\
(M + c)/M^3 & \text{for } -M < c < -2M/3 \text{ or } M < 3/2;
\end{cases} \tag{2.7}
\]

here \(G_c(M) = (M + c)/M^3\) and \(G_c(1) = 1 + c < 0\). The condition that \(M > 3/2\) above assures us that \(-2M/3 < -1\). It is clear that \(G_c(M) - G_c(4/27c^2) < 0\) \((> 0)\) for \(c \in [-2M/3, -1]\) \((c \in [-M, -2M/3])\).

Also

\[
\min\{G_c(X) : X \in [1, M]\} = 1 + c. \tag{2.8}
\]

For each \(c \in [-2M/3, -1]\) and \(M > 3/2\) we define the piecewise linear function

\[
l_c(x) = \begin{cases} 
4x/47c^2 & \text{for } x \in [0, a], \\
(1 + c)(x - a) & \text{for } x \in [a, a],
\end{cases} \tag{2.9}
\]

with \(a = -27c^2a(1 + c)/(4 - 27c^2(1 + c))\) and for each \(c \in [-M, -2M/3]\) or \(M < 3/2\) we set

\[
l_c(x) = \begin{cases} 
(M + c)x/M^3 & \text{for } x \in [0, a], \\
(1 + c)(x - a) & \text{for } x \in [a, a],
\end{cases} \tag{2.10}
\]

with \(a = -M^3(1 + c)a/(M + c - (1 + c)M^3)\).

Clearly the \(a\) associated with (2.9) or (2.10) is in \([0, a]\) for any \(c \in [-M, -1]\).

The next result gives bounds on \(p_H(x)\) and its functionals.

**Lemma 2.6.** Let \(c\) be a fixed element of \([-M, -1]\), let \(H\) be any element of \(\mathfrak{M}_c\), and let \(p_H\) be the solution to (2.1) corresponding to this \(H\). Then, for each \(x \in [0, a]\), \(p_H(x) < l_c(x)\) and \(l_c(x) > 0\); depending on the size of \(c\) or \(M\) we use (2.9) or (2.10). Therefore, for any \(H \in \mathfrak{M}_c\),

\[
\int_{I_H} p_H(x) \, dx < \int_0^a l_c(x) \, dx, \tag{2.11}
\]

and

\[
\int_0^a p_H(x) \, dx < \int_0^a l_c(x) \, dx = \frac{a}{2} l_c(a)
\]

where \(I_H = \{x: x \in (0, a), p_H(x) > 0\}\).

**Proof.** If \(x \in [0, a]\), then \(p'_H(x) < l'_c(x)\) a.e. implies that \(p_H(x) < l_c(x)\).

Also, for \(x \in (a, a]\),

\[
p_H(x) = -\int_x^a p'_H(\xi) \, d\xi < -\int_x^a (1 + c) \, d\xi = (1 + c)(x - a).
\]
Hence \( p_H(x) < l_c(x) \) in \([0, a]\). From this the bounds in (2.11) easily follow. □

We will establish sufficient conditions that there exists an \( H_c \in \mathcal{K}_c \) such that \( l_c(x) \), as given in (2.9) or (2.10), satisfies (2.1) with \( H = H_c \).

Since \( l_c(x) \) is piecewise linear, that problem is equivalent to finding constants \( A, B \in [1, M] \) such that either

\[
4A^3/27c^2 - A - c = 0 \quad \text{or} \quad (M + c)A^3/M^3 - A - c = 0 \tag{2.12}
\]

and

\[
(1 + c)B^3 - B - c = 0. \tag{2.13}
\]

If such \( A, B \in [1, M] \) exist, then \( H_c(x) = A \) for \( x \in [0, a] \) and \( H_c(x) = B \) for \( x \in [a, a] \) would be in \( \mathcal{K}_c \) and \( l_c(x) \) would satisfy (2.1) with \( H = H_c \).

For the first equation in (2.12), there is only one positive root given by

\[
A = -\frac{3c}{2},
\]

and in the second equation there is only the real root \( A = M \).

In (2.13) we may always take \( B = 1 \).

Let \( c \in [-M, -1] \) be given. Then \( l_c(x) \) solves (2.3) with \( H = H_c \) as described above. From (2.11) we deduce that

\[
\max \left\{ \int_0^a p_H(x) \, dx : H \in \mathcal{K}_c \right\} = \frac{a}{2} l_c(\alpha) = \max \left\{ \int_0^a p_H(x) \, dx : H \in \mathcal{K}_c \right\}.
\]

Moreover, these maxima are assumed by the \( H_c \) as described above. Therefore to solve the problem of Rayleigh we must obtain the value of \( c \) for which \( a l_c(\alpha)/2 \) is the largest possible.

Now we will determine the values of \( c \in [-M, -1] \) so that the triangle with vertices \((0, 0), (a, 0), \) and \((a, l(\alpha))\) has the largest area; i.e. find \( c_0 \) so that

\[
\frac{1}{2} a l_c(\alpha) = \max \left\{ \frac{1}{2} a l_c(\alpha) : c \in [-M, -1] \right\}.
\]

Setting \( \varphi(c) = \frac{1}{2} a l_c(\alpha) \) we have

\[
\varphi(c) = \begin{cases} 
-2a^2(1 + c)/(4 - 27c^2)(1 + c), & -2M/3 < c < -1 \text{ and } M > 3/2, \\
-a^2(M + c)(1 + c)/2(M + c - (1 + c)M^3), & -M < c < -2M/3 \text{ or } M < 3/2.
\end{cases} \tag{2.14}
\]

Note that \( \varphi(c) \) is given by (2.15) whenever \( M < 3/2 \). In both of these expressions \( \varphi(c) > 0 \) for \(-M < c < -1\) and in the first expression \( \varphi(c) > 0 \) for \( c < -1 \), with equality at \( c = -1 \), whereas in the second \( \varphi(c) < 0 \) for \( c < -M \) with equality at \( c = -M \) and \( c = -1 \).

The absolute maximum of \( \varphi(c) \), over \((-\infty, -1]\), in (2.14) is at

\[
c = -\left(2 + \sqrt{3}\right)/3 \text{ with } \varphi(c) < 0 \text{ for } c \in \left(-(2 + \sqrt{3})/3, -1\right].
\]

In (2.15) the absolute maximum of \( \varphi(c) \) is at \( c = c_0 \) with

\[
c_0 = M(M - 1)(M + 1 + \sqrt{M})/(1 - M^3) \in [-M, -1].
\]

If \( c_0 < -2M/3 \) \( (c_0 > -2M/3) \), then the maximum of \( \varphi(c) \) over \([-M, -2M/3]\) is at \( c = c_0 \) \((c = -2M/3)\).
We are now prepared to solve our problem when \( \mathcal{H} = \{ h : h \in L_{\infty}(0, a), h(x) > 1 \text{ a.e.} \} \). This is the case that \( M = \infty \) as no fixed upper bound is given for elements of \( \mathcal{H} \).

**Theorem 2.1.** Let \( M = \infty \). Then

\[
\max \left\{ \int_{0}^{a} p_{H}(x) \, dx : H \in \mathcal{H} \right\} = \int_{0}^{a} p_{H_0}(x) \, dx = \max \left\{ \int_{I_{H}} p_{H}(x) \, dx : \text{\( H \in \mathcal{H} \)} \right\}
\]

(2.16)

where \( H_0(x) = (2 + \sqrt{3})/2 \) for \( x \in [0, a] \) and \( H_0(x) = 1 \) for \( x \in [a, a] \) with

\[
\alpha = -27c_0^2a(1 + c_0)/(4 - 27c_0^2(1 + c_0)), \quad c_0 = -(2 + \sqrt{3})/3,
\]

and \( \mathcal{H}(c_0) \) is given by (2.14).

**Proof.** In this case we always have that \(-3c/2 < M \) for all \( c \in (-\infty, -1] \). Hence only (2.9) applies. Now for any \( c \) the triangle determined by the lines in (2.9) bound \( p_{H}(x) \) for \( H \in \mathcal{H}_{c} \). Hence their area is bounded by \( \mathcal{H}(c) \) as given in (2.14). However, from the first equation in (2.12) and from (2.13) we see there is an \( H \in \mathcal{H}_{c} \), such that the associated solution to (2.1) is given by (2.9) and the values specified in the statement of the theorem yield the maximum area of the triangle. Since \( p_{H_0}(x) > 0, I_{H_0} = [a, b] \) and our results are complete. \( \square \)

We show that the area in (2.14) is larger than the area in (2.15) when both are evaluated at the same value of \( c \in [-M, -1] \); i.e.

\[
-2a^2(1 + c)/(4 - 27c^2(1 + c)) \geq -a^2(M + c)(1 + c)/2(M + c - (1 + c)M^3).
\]

This is equivalent to having

\[
f(Y) \equiv \frac{4}{27} - Y^2(1 + Y) > 0
\]

(2.17)

for \( Y \equiv c/M \in [-1, -1/M] \). Now \( f'(Y) = -Y(2 + 3Y) \) is zero at \( Y = -2/3, f''(-\frac{2}{3}) = 2 > 0, f(-\frac{2}{3}) = 0, f(-1) = \frac{4}{27}, \) and \( f(-1/M) = 4/27 - (M - 1)/M^3 > 0 \) with equality if and only if \( M = \frac{3}{2} \). Therefore (2.17) is verified.

Note that the above also says that (2.14) is equal to (2.15) when \( c = -2M/3 \).

**Corollary 2.1.** If \( M > (2 + \sqrt{3})/2 \), then the conclusion of Theorem 2.1 remains valid.

**Proof.** Because of our constraint on \( M \) the maximum of (2.14) is achieved and by (2.17) this maximum is larger than the maximum of (2.15).

Now we consider the remaining values of \( M \); i.e., \( M \in (1, (2 + \sqrt{3})/2) \).
THEOREM 2.2. If \( M \in [3/2, (2 + \sqrt{3})/2) \) and if
\[
H_0(x) = \begin{cases} 
M, & x \in [0, \alpha), \\
1, & x \in [\alpha, a],
\end{cases}
\]
with \( \alpha = \frac{27aM^2(M - 1)}{4 + 27M^2(M - 1)} \), then \( p_{H_0}(x) \) solves the problem in (2.16) and
\[
\int_0^a p_{H_0}(x) \, dx = \mathcal{B}(-M)
\]
where \( \mathcal{B}(c) \) is given in (2.14).

If \( M \in (1, 3/2) \) and if
\[
H_0(x) = \begin{cases} 
\frac{3c_0}{2}, & x \in [0, \alpha), \\
1, & x \in [\alpha, a],
\end{cases}
\]
with \( c_0 = \frac{M(M - 1)(M + 1 + \sqrt{M})}{(1 - M^3)} \) and \( \alpha = \frac{aM^3(c_0 - 1)}{M + c_0 - (1 + c_0)M^3} \), then \( p_{H_0}(x) \) solves the problem in (2.16) and
\[
\int_0^a p_{H_0}(x) \, dx = \mathcal{B}(c_0)
\]
where \( \mathcal{B}(c) \) is given in (2.15).

PROOF. The first part follows as (2.14) is a decreasing function of \( c \) over the range specified. The second part is a consequence of the fact that \( c_0 \) maximizes (2.15). \( \square \)
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