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Abstract. We show that for a continuous map of a closed interval to itself, if the
set of periodic points is closed, then every recurrent point is periodic. If, furthermore,
the set of least periods of the periodic points is finite, then every nonwandering
point is periodic. This answers a question of L. Block [Proc. Amer. Math. Soc.
67 (1977), 357–360].

Introduction. In [1] and [2], L. Block studied continuous maps of a closed interval
to itself with finitely many periodic points. He showed [1, Theorem B] that if, in
addition, every periodic point is fixed, then every nonwandering point is periodic,
and [2, Theorem A] that the same conclusion holds if the set of nonwandering
points is finite. In [1] he raised the question of whether this conclusion follows just
from the assumption that the set of periodic points is finite.

The main result of this paper is the following, which answers Block's question in
the affirmative.

Theorem 4. For a continuous map of a closed interval to itself, if the set of least
periods of the periodic points is finite, then every nonwandering point is periodic.

In the course of deriving this result, we show (Theorem 3) that Block's result of
[1] is true without the assumption that there are only finitely many periodic points.
We also show (Theorem 1) that if the set of periodic points is closed, then every
recurrent point is periodic, and (Corollary to Theorem 2) that if the set of least
periods of the periodic points is finite, then every orbit is asymptotic to a periodic
orbit.

Notation and terminology. Throughout this paper, \( f: [a, b] \to [a, b] \) will be con-
tinuous.

A point \( x \in [a, b] \) is fixed provided that \( f(x) = x \); \( x \) is periodic provided that
there exists \( n > 1 \) such that \( f^n(x) = x \) (any such \( n \) is called a period of \( x \)); \( x \) is
recurrent provided that for every neighborhood \( U \) of \( x \), there exists \( n > 1 \) such that
\( f^n(x) \in U \); \( x \) is nonwandering provided that for every neighborhood \( U \) of \( x \), there
exists \( n > 1 \) such that \( f^n(U) \cap U \neq \emptyset \). Let \( F(f), P(f), R(f) \) and \( NW(f) \) denote
the sets of fixed, periodic, recurrent and nonwandering points, respectively. Each of
these sets is invariant, i.e., \( f \) maps each set to itself. Furthermore, \( \emptyset \neq F(f) \subseteq P(f) \subseteq R(f) \subseteq NW(f) \), \( F(f) \) and \( NW(f) \) are closed, and for each \( n > 1 \), \( P(f) = P(f^n) \) and \( [3] R(f) = R(f^n) \).

Let \( NP(f) \), \( NR(f) \) and \( W(f) \) denote the sets of nonperiodic, nonrecurrent and wandering (i.e., not nonwandering) points, respectively.

Let \( C \subseteq [a, b] \). We say that \( f \) is completely positive on \( C \) provided that \( f^n(x) > x \) for all \( x \in C \) and all \( n > 1 \); \( f \) is completely negative on \( C \) provided that \( f^n(x) < x \) for all \( x \in C \) and all \( n > 1 \).

Let \( I, J \subseteq [a, b] \). We write \( I < J \) provided that \( x < y \) for all \( x \in I \) and all \( y \in J \).

By a basic neighborhood of \( x \in (a, b) \) we mean an open interval \( I \) such that \( x \in I \subseteq (a, b) \). A basic neighborhood of \( a \) is an interval of the form \( [a, c) \) where \( c < b \) and a basic neighborhood of \( b \) is an interval of the form \( (d, b] \) where \( d > a \).

Results. If \( P(f) \) is closed, then the components of \( NP(f) \) are of the form \( (\alpha, \beta) \), \( [\alpha, \beta) \) or \( (\alpha, \beta] \) where \( \alpha, \beta \in P(f) \). Note that \( P(f) \) is closed if \( P(f) = F(f) \), or more generally, if the set of least periods of the periodic points is finite.

**Lemma 1.** If \( C \) is a component of \( NP(f) \), then for each \( n > 1 \), either \( f^n(x) > x \) for all \( x \in C \) or \( f^n(x) < x \) for all \( x \in C \).

In particular, if \( a \in C \), then \( f \) is completely positive on \( C \) and if \( b \in C \), then \( f \) is completely negative on \( C \).

**Proof.** It suffices to consider the case where \( C \) is an interval. Let \( n > 1 \) and suppose that there exist \( x, y \in C \) such that \( f^n(x) > x \) and \( f^n(y) < y \). Then there exists \( z \in C \) such that \( f^n(z) = z \) and hence \( P(f) \cap C \neq \emptyset \).

If \( a \in C \), then \( a \in NP(f) \) and \( f^n(a) > a \) for all \( n > 1 \). Hence \( f \) is completely positive on \( C \). Similarly, if \( b \in C \), then \( f \) is completely negative on \( C \). □

**Lemma 2.** If \( C = (\alpha, \beta) \) is a component of \( NP(f) \) and \( p \) and \( q \) are fixed, then \( f \) is either completely positive on \( C \) or completely negative on \( C \).

**Proof.** By Lemma 1, either \( f(x) > x \) for all \( x \in C \) or \( f(x) < x \) for all \( x \in C \). We assume the former.

Let \( n > 1 \). Since \( C \) is a component of \( NP(f) = NP(f^n) \), it follows from Lemma 1 that either \( f^n(x) > x \) for all \( x \in C \) or \( f^n(x) < x \) for all \( x \in C \). But \( f^i(p) = p \) for all \( i > 1 \), so if \( x \in C \) is sufficiently close to \( p \), then \( x < f(x) < \cdots < f^n(x) \). Therefore \( f^n(x) > x \) for all \( x \in C \). Since \( n \) was arbitrary, \( f \) is completely positive on \( C \).

Similarly, if \( f(x) < x \) for all \( x \in C \), then \( f \) is completely negative on \( C \). □

An immediate consequence of Lemmas 1 and 2 is the following.

**Lemma 3.** If \( P(f) = F(f) \) and \( C \) is a component of \( NP(f) \), then \( f \) is either completely positive on \( C \) or completely negative on \( C \). □

**Theorem 1.** If \( f : [a, b] \to [a, b] \) is continuous and \( P(f) \) is closed, then \( R(f) = P(f) \).
PROOF. It suffices to show that $NP(f) \subseteq NR(f)$. Let $x \in NP(f)$ and let $C$ be the component of $NP(f)$ containing $x$. Since $P(f)$ is closed, $C$ is a neighborhood of $x$.

Suppose that $a \in C$. We may assume that $f^K(x) \in C$ for some $K \geq 1$, for otherwise there is nothing to prove. By Lemma 2, $f$ and hence $f^K$ is completely positive on $C$. Thus for every $n \geq 2$, $f^{n+1}(x) = f^{(n+1)K}(f^K(x)) > f^K(x)$, so letting $I = [a, f^K(x))$, we have $f^{nK}(x) \notin I$ for all $n \geq 1$. Thus $x \in NR(f^K)$. By [3], $NR(f^K) = NR(f)$ and so $x \in NR(f)$. Similarly, if $b \in C$, then $x \in NR(f)$.

If $C = (p, q)$ where $p, q \in C$, let $M$ be a common period of $p$ and $q$. Then $p, q \in F(f^M)$ and hence by Lemma 2, $f^M$ is either completely positive on $C$ or completely negative on $C$. In either case an argument similar to the one in the preceding paragraph shows that $x \in NR(f)$.

Theorem 2. If $f: [a, b] \rightarrow [a, b]$ is continuous and $P(f) = F(f)$, then for every $x \in [a, b]$, there exists $p \in F(f)$ such that $f^n(x) \rightarrow p$.

PROOF. If $f^n(x) \rightarrow p$, then $p \in F(f)$, for $f^{n+1}(x) \rightarrow f(p)$ and $f^{n+1}(x) \rightarrow p$. Therefore it suffices to show that $(f^n(x))$ converges for every $x \in [a, b]$.

If $f^n(x) \in P(f)$ for some $n > 0$, the result is trivial. Suppose that $f^n(x) \in NP(f)$ for all $n > 0$. Let $C_n$ be the component of $NP(f)$ containing $f^n(x)$. Let $\xi_n = +1$ if $f$ is completely positive on $C_n$ and let $\xi_n = -1$ if $f$ is completely negative on $C_n$.

If there exists $N > 0$ such that $\xi_n = +1$ for all $n > N$, then $f^n(x) < f^{n+1}(x) < \ldots$ and so $(f^n(x))$ converges. Similarly, if $\xi_n = -1$ for all $n > N$, then $(f^n(x))$ converges.

Suppose that both $+1$ and $-1$ appear infinitely often in the sequence $\{\xi_0, \xi_1, \ldots\}$. Let $\mathcal{P} = \{n > 0|\xi_n = +1\} = \{p_1 < p_2 < \ldots\}$ and $\mathcal{R} = \{n > 0|\xi_n = -1\} = \{m_1 < m_2 < \ldots\}$. Then $(f^n(x))$ is increasing and $(f^n(x))$ is decreasing and hence there exist $p, q \in [a, b]$ such that $f^n(x) \rightarrow p$ and $f^n(x) \rightarrow q$. There is a subsequence $\{k_i\}$ of the positive integers such that $k_i \in \mathcal{P}$ and $k_i + 1 \in \mathcal{R}$. Then $f^{k_i+1}(x) \rightarrow f(p)$ and $f^{k_i+1}(x) \rightarrow q$, and hence $f(p) = q$. Similarly, $f(q) = p$. Therefore $p \in P(f) = F(f)$ and hence $p = q$. □

Corollary. If $f: [a, b] \rightarrow [a, b]$ is continuous and the set of least periods of the periodic points is finite, then for every $x \in [a, b]$, there exists $p \in P(f)$ such that $|f^n(x) - f^n(p)| \rightarrow 0$.

PROOF. Apply Theorem 2 to $f^N$ where $N$ is a common period of the periodic points. □

Lemma 4. Let $P(f)$ be closed and let $C$ and $D$ be components of $NP(f)$ such that $f$ is completely positive on both $C$ and $D$. If for some $n > 1$, $x \in C$ and $f^n(x) \in D$, then $x \in W(f)$.

A similar statement holds if $f$ is completely negative on both $C$ and $D$.

PROOF. Since $x \in NP(f)$, $x \neq f^n(x)$. Since $C$ and $D$ are intervals, there are disjoint basic neighborhoods $I$ of $x$ and $J$ of $f^n(x)$ such that $I \subseteq C$, $J \subseteq D$ and $f^n(I) \subseteq J$. Since $f$ is completely positive on $C$, $I < J$. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
To show that \( x \in W(f) \), it suffices to show that \( f^{n+i}(I) \cap I = \emptyset \) for all \( i > 1 \). Let \( y \in I \) and \( i > 1 \). Then \( f^n(y) \in J \subseteq D \). Since \( f \) is completely positive on \( D \), \( f^{n+i}(y) > f^n(y) \) and since \( I \subseteq J \), \( f^{n+i}(y) \notin I \). □

**Theorem 3.** If \( f : [a, b] \to [a, b] \) is continuous and \( P(f) = F(f) \), then \( NW(f) = P(f) \).

**Proof.** It suffices to show that \( NP(f) \subseteq W(f) \). Let \( x \in NP(f) \).

Suppose that \( f^n(x) \in NP(f) \) for all \( n > 0 \). Let \( C_i \) be the component of \( NP(f) \) containing \( f^n(x) \). By Lemma 3, there exist \( i > j > 0 \) such that \( f \) is either completely positive on both \( C_i \) and \( C_j \) or completely negative on both \( C_i \) and \( C_j \). Since \( f^i(x) \in C_j \) and \( f^{i-j}(f^j(x)) \in C_i \), \( f^i(x) \in W(f) \) by Lemma 4 and hence \( x \in W(f) \).

Suppose that \( f^n(x) \in P(f) \) for some \( m > 1 \) and that \( x \in NW(f) \). We may assume that \( y = f^{m-1}(x) \in NP(f) \). Then \( y \in NW(f) \cap NP(f) \) and \( f(y) \in P(f) \).

Let \( C \) be the component of \( NP(f) \) containing \( y \). By Lemma 3, \( f \) is either completely positive on \( C \) or completely negative on \( C \). We assume the former.

There exist basic neighborhoods \( I \) of \( y \) and \( J \) of \( f(y) \) such that \( I \subseteq C \), \( I \cap J = \emptyset \), \( f(I) \subseteq J \subseteq J' \subseteq J \) and \( f(J') \subseteq J \). Then \( I \subseteq J \). Since \( y \in NW(f) \), there exist \( z \in I \) and \( k > 3 \) such that \( f^k(z) \in I \). We may assume that \( f^{k-1}(z) \notin I \). Since \( z, f^k(z) \in I \), it follows that \( f(z), f^{k+1}(z) \in J' \).

We show that

\[
\begin{equation}
\tag{\star}
f^{k+1}(z) < f^{k-1}(z) < f(z).
\end{equation}
\]

This will prove the theorem, for then \( f^{k-1}(z) \in J' \) and hence \( f^{k}(z) = f(f^{k-1}(z)) \in J \), which is impossible since \( f^{k}(z) \in I \) and \( I \cap J = \emptyset \).

To prove (\star), note that \( f^{k-1}(z) > z \in I \) and since \( f^{k-1}(z) \notin I \), \( f^{k-1}(z) > f^k(z) \). Then \( f^{k-1}(z) \in NP(f) \), for otherwise \( f^{k-1}(z) \in F(f) \) and hence \( f^{k-1}(z) = f^k(z) \).

Let \( D \) be the component of \( NP(f) \) containing \( f^{k-1}(z) \). Since \( f(f^{k-1}(z)) = f^k(z) < f^{k-1}(z) \), it follows from Lemma 3 that \( f \) is completely negative on \( D \) and in particular, \( f^{k+1}(z) = f^2(f^{k-1}(z)) < f^{k-1}(z) \).

As in the preceding paragraph, \( f(z) \in NP(f) \). Let \( E \) be the component of \( NP(f) \) containing \( f(z) \). Since \( f^k(z) \in I \), \( f(z) \in J \) and \( I \subseteq J \), it follows that \( f^{k-1}(f(z)) = f^k(z) < f(z) \). Hence by Lemma 3, \( f \) is completely negative on \( E \) and thus \( f^{k-1}(z) = f^{k-2}(f(z)) < f(z) \). This proves (\star) and hence the theorem.

The proof when \( f \) is completely negative on \( C \) is similar. □

It follows from a theorem of Šarkovskii [4] (for an account in English, see [5]) that if the set of least periods of the periodic points is finite, then each such least period is a power of 2. (For a short proof of this consequence of Šarkovskii's Theorem, see [2, Theorem B].)

**Lemma 5.** Let \( N \) be the maximal least period of the periodic points, let \( 0 < i < N - 1 \) and let \( C \) be a component of \( NP(f) \). Then one of the following statements is true.

1. \( f^{n+i}(x) > x \) for all \( x \in C \) and all \( n > 0 \) (\( n > 1 \) if \( i = 0 \)).
2. \( f^{n+i}(x) < x \) for all \( x \in C \) and all \( n > 0 \) (\( n > 1 \) if \( i = 0 \)).
Theorem 1. Let $N$ be the maximal least period of the periodic points and let $C = (p, q)$ be a component of $NP(f)$. Let $i > 0$ and suppose that $f^{nN+i}(x) > x$ for all $x \in C$ and all $n > 0$ ($n > 1$ if $i = 0$). If there exist $y \in C$, $m > 0$ and $j, k > 1$ such that $f^{mN+j}(y) \in C$ and $k \equiv i - j \pmod{N}$, then $f^{nN+k}(x) > x$ for all $x \in C$ and all $n > 0$.

A similar statement is true if $f^{nN+i}(x) < x$ for all $x \in C$ and all $n > 0$ ($n > 1$ if $i = 0$).

Proof. If the conclusion is false, it follows from Lemma 5 that $f^{nN+k}(x) < x$ for all $x \in C$ and all $n > 0$. Let $z = f^{mN+j}(y)$. By Theorem 2 applied to $f^N$, $f^{mN}(z) \rightarrow r \in P(f^N) = P(f)$. Hence, $f^{nN+k}(z) \rightarrow f^k(r) \in P(f)$. Since $f^{nN+k}(z) < z$ for all $n > 0$ and $p$ is the largest periodic point less than $z$, we have $f^k(r) < p$.

Since $k + j \equiv i \pmod{N}$, $k + j = i + hN$ for some integer $h$. Then $f^{nN+k}(z) = f^{nN+k}(f^{mN+j}(y)) = f^{(m+n+h)N+j}(y) > y$ if $m + n + h > 1$. It follows that $f^k(r) > y > p$. This contradiction proves the lemma.

Lemma 7. Let the set of least periods of the periodic points be finite and let $C$ be a component of $NP(f)$. If $NW(f) \cap W(f^2) \cap C = \emptyset$, then $f$ is either completely positive on $C$ or completely negative on $C$.  
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Proof. If \( a \in C \) or \( b \in C \), then the lemma is true by Lemma 1. Suppose \( C = (p, q) \) where \( p, q \in P(f) \). Let \( N \) be the maximal least period of the periodic points. Then the lemma is true if \( N = 1 \) by Lemma 2, so we assume that \( N > 2 \).

Let \( x \in NW(f) \cap W(f^2) \cap C \). Since \( x \in W(f^2) \), there is a basic neighborhood \( I \) of \( x \) such that \( I \subseteq C \) and \( f^2(I) \cap I = \emptyset \) for all \( j \geq 1 \). Since \( x \in NW(f) \), there exist \( y \in I \) and \( k \geq 1 \) such that \( f^k(y) \in I \). Then \( k \) must be odd and we write \( k = mN + j \) where \( m \geq 0 \) and \( j \geq 1 \) is odd.

Since \( F(f^N) = P(f^N) = P(f) \), it follows from Lemma 2 applied to \( f^N \) that \( f^N \) is either completely positive on \( C \) or completely negative on \( C \). We assume the former.

For \( 0 < i < N - 1 \), define \( k_i \) by \( k_0 = 0, k_{i+1} = k_i - j \pmod{N} \) and \( 0 < k_i < N - 1 \). In particular, \( k_1 = k_0 - j \pmod{N} \) and since \( f^{kn+k_i}(z) = f^{nN}(z) > z \) for all \( z \in C \) and all \( n \geq 1 \), it follows from Lemma 6 that \( f^{k_i}(z) > z \) for all \( z \in C \) and all \( n \geq 1 \). By repeated applications of this argument, \( f^{kn+k_i}(z) > z \) for all \( z \in C \), all \( n \geq 0 \) (\( n \geq 1 \) if \( k_i = 0 \)) and all \( i, 0 \leq i < N - 1 \). But since \( N \) is a power of \( 2 \) and \( j \) is odd, \( \{k_i|0 < i < N - 1\} \) is a complete set of residues modulo \( N \). Hence \( f \) is completely positive on \( C \).

Similarly, if \( f^N \) is completely negative on \( C \), then so is \( f \). \( \square \)

Lemma 8. Let the set of least periods of the periodic points be finite and let \( C \) be a component of \( NP(f) \) such that \( f \) is either completely positive on \( C \) or completely negative on \( C \). If \( x \in C \) and \( f(x) \in P(f) \), then \( x \in W(f) \).

Proof. Let \( N \) be the maximal least period of the periodic points. As in the proof of Theorem 3, the lemma is true if \( N = 1 \), so we assume that \( N > 2 \).

Suppose that \( f \) is completely positive on \( C \), \( x \in C \), \( f(x) \in P(f) \) and \( x \in NW(f) \). Then \( x < f^N(x) \in P(f) = P(f^N) \). There are basic neighborhoods \( I \) of \( x \) and \( J \) and \( J' \) of \( f^N(x) \) such that \( I \subseteq C \), \( I < J \) (and in particular, \( I \cap J = \emptyset \) ), \( f^N(I) \subseteq J' \subseteq J \) and \( f^N(J') \subseteq J \). Furthermore, we may assume that

\[
\begin{align*}
    f^i(I) \cap I &= \emptyset \quad \text{for } 1 < i < 2N, \tag{1} \\
    f^{nN}(I) \cap I &= \emptyset \quad \text{for } n \geq 1. \tag{2}
\end{align*}
\]

Condition (1) can be satisfied because \( f^i(x) \neq x \) for all \( i > 1 \) and condition (2) can be satisfied because, by Theorem 3, \( x \in W(f^N) \).

Since \( x \in NW(f) \), there exist \( y \in I \) and \( k \geq 1 \) such that \( f^k(y) \in I \). We may assume that \( k \) is the least such integer. It follows from (1) that \( k > 2N \) and hence we can write \( k = mN + j \) where \( m \geq 2 \) and by (2), \( 1 < j < N - 1 \). Since \( y, f^{mN+j}(y) \in I \), it follows that \( f^N(y), f^{(m+1)N+j}(y) \in J' \).

We show that

\[
\text{(*)}\]

This will prove the lemma, for then \( f^{(m-1)N+j}(y) \in J' \) and hence \( f^{mN+j}(y) = f^N(f^{(m-1)N+j}(y)) \in J \), which is impossible since \( f^{mN+j}(y) \in I \) and \( I \cap J = \emptyset \).

To prove (\( * \)), note that \( f^N(y) \in NP(f) \), for otherwise \( f^{mN+j}(y) \in P(f) \) and hence \( P(f) \cap C \neq \emptyset \). Let \( D \) be the component of \( NP(f) \) containing \( f^N(y) \). Since \( I < J, f^{(m-1)N+j}(f^N(y)) = f^{mN+j}(y) < f^N(y) \), and it follows from Lemma 5 applied...
to $D$ that
\[ f^{mN+j}(f^N(y)) < f^N(y) \quad \text{for all } n > 0. \quad (3) \]

Since $f$ is completely positive on $C$ and $y \in C$, $f^{(m-1)N+j}(y) > y$. Since $1 < (m-1)N + j < k - 1$, $f^{(m-1)N+j}(y) \in I$ and hence, since $f^{mN+j}(y) \in I$, $f^{(m-1)N+j}(y) > f^{mN+j}(y)$. Then $f^N(f^{(m-1)N+j}(y)) = f^{mN+j}(y) < f^{(m-1)N+j}(y)$, $f^{(m-1)N+j}(y) \notin F(f^N)$ and it follows from Lemma 3 applied to $f^N$ that
\[ f^{N}(f^{(m-1)N+j}(y)) < f^{(m-1)N+j}(y) \quad \text{for all } n > 1. \quad (4) \]

Setting $n = 2$ in (4) and $n = m - 2$ in (3), we get (*)& and hence the lemma.

The proof when $f$ is completely negative on $C$ is similar. □

**Theorem 4.** If $f: [a, b] \to [a, b]$ is continuous and the set of least periods of the periodic points is finite, then $NW(f) = P(f)$.

**Proof.** It suffices to show that $NP(f) \cap NW(f) = \emptyset$.

By Šarkovskii's Theorem, the maximal least period of the periodic points is $2^\nu$ for some $\nu \geq 0$. We prove the theorem by induction on $\nu$. The theorem is true for $\nu = 0$ by Theorem 3. Suppose it is true for $\nu$; we prove it for $\nu + 1$.

Let $2^{\nu+1}$ be the maximal least period of the periodic points and let $g = f^2$. Then $P(g) = P(f)$ and the maximal least period (under $g$) of the periodic points is $2^\nu$. By the inductive hypothesis, $NW(g) = P(g)$ and hence $NP(f) = NP(g) = W(g) = W(f^2)$. We show that the assumption $NP(f) \cap NW(f) \neq \emptyset$ leads to a contradiction. Suppose that $x \in NP(f) \cap NW(f)$. Then $f^n(x) \in NW(f)$ for all $n > 0$.

Suppose that $f^n(x) \in NP(f)$ for all $n > 0$. Let $C_n$ be the component of $NP(f)$ containing $f^n(x)$. Thus for all $n > 0$, $f^n(x) \in NW(f) \cap W(f^2) \cap C_n$. By Lemma 7, there exist $i > j > 0$ such that $f$ is either completely positive on both $C_i$ and $C_j$ or completely negative on both $C_i$ and $C_j$. Then by Lemma 4, $f^m(x) \in W(f)$ and hence $x \in W(f)$.

Suppose that $f^m(x) \in P(f)$ for some $m > 1$. We may assume that $f^{m-1}(x) \in NP(f)$. Let $C$ be the component of $NP(f)$ containing $f^{m-1}(x)$. Since $f^{m-1}(x) \in NW(f) \cap W(f^2) \cap C$ and $f(f^{m-1}(x)) = f^m(x) \in P(f)$, it follows from Lemmas 7 and 8 that $f^{m-1}(x) \in W(f)$.

In either case we have a contradiction and hence $NP(f) \cap NW(f) = \emptyset$. □
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