MONOTONICITY CONJECTURE ON PERMANENTS OF DOUBLY STOCHASTIC MATRICES
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Abstract. A stronger version of the van der Waerden permanent conjecture asserts that if $J_n$ denotes the $n \times n$ matrix all of whose entries are $1/n$ and $A$ is any fixed matrix on the boundary of the set of $n \times n$ doubly stochastic matrices, then $\text{per}(\lambda A + (1 - \lambda)J_n)$ as a function of $\lambda$ is nondecreasing in the interval $[0, 1]$. In this paper, we elucidate the relation of this assertion to some other conjectures known to be stronger than van der Waerden's. We also show that this assertion is true when $n = 3$ and in the case when, up to permutations of rows and columns, either (i) $A = J_s \otimes J_t$, $0 < s, t, s + t = n$ or (ii) $A = \left[ Y Z \right]$ where $0$ is an $s \times s$ zero matrix, $Y$ is $s \times t$ with all entries equal to $1/r$, and $Z$ is $t \times t$ with all entries equal to $(t - s)/t^2$, $0 < s < t, s + t = n$.

1. Introduction and notation. A nonnegative matrix is called doubly stochastic if all its row sums and column sums equal 1. The set of all $n \times n$ doubly stochastic matrices, denoted by $\Omega_n$, forms a convex polytope with permutation matrices as vertices [2]. We denote by $I_n$ the $n \times n$ identity matrix, and by $J_n$ the $n \times n$ doubly stochastic matrix all of whose entries equal $1/n$. Let $\partial(\Omega_n)$ denote the boundary of $\Omega_n$.

The famed van der Waerden permanent conjecture [9], still unresolved, asserts that if $A \in \Omega_n$ and $A \neq J_n$, then $\text{per}(A) > \text{per}(J_n)$.

In [5] Friedland and Minc remarked that a somewhat stronger version of this conjecture asserts that the function

$$f_A(\lambda) = \text{per}(\lambda A + (1 - \lambda)J_n),$$

where $A$ is any fixed matrix on $\partial(\Omega_n)$, is strictly increasing in the interval $0 < \lambda < 1$. They showed that this assertion is true when $A$ is either a permutation matrix $P$ or $(nJ_n - P)/(n - 1)$. In [8, p. 158], Minc also proposed the problem of finding other matrices on $\partial(\Omega_n)$ for which this assertion is true.

In the present paper we study this stronger version and observe that being "strictly increasing" is actually equivalent to being "nondecreasing". We thereof pose a conjecture—the Monotonicity Conjecture—and elucidate its relation to some other conjectures known to be stronger than that of van der Waerden. We give evidence supporting this conjecture by finding two more classes of matrices $A$ on $\partial(\Omega_n)$ for which $f_A(\lambda)$ is strictly increasing in the interval $0 < \lambda < 1$.
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2. The monotonicity conjecture. For \( A \in \Omega_n \), let \( M_A \) and \( M_A^* \) denote the statements that \( f_A(\lambda) \) is nondecreasing and strictly increasing in the interval \( 0 < \lambda < 1 \), respectively. Let \( M \) denote the following conjecture.

\[ M \text{(the Monotonicity Conjecture). For all } A \in \partial(\Omega_n), M_A \text{ is true.} \]

**Theorem 2.1.** If \( A \in \Omega_n \) and \( A \neq J_n \), then \( M_A \) and \( M_A^* \) are equivalent.

**Proof.** Being a polynomial in \( \lambda \), \( f_A(\lambda) \) cannot be a constant over a subinterval of \( [0, 1] \) without being a constant throughout. Therefore, if \( f_A(\lambda) = c \) over a subinterval \([\lambda_1, \lambda_2]\) of \([0, 1]\), \( \lambda_1 < \lambda_2 \), then \( f_A(\lambda) \equiv c \). However, this contradicts a result of Marcus and Newman [7] stating that the permanent function has a strict local minimum at \( J_n \).

**Theorem 2.2.** \( M \) is true for \( n = 3 \).

**Proof.** Let \( A_1 = \lambda_1 A + (1 - \lambda_1) J_3 \) and \( A_2 = \lambda_2 A + (1 - \lambda_2) J_3 \), where \( A \in \partial(\Omega_3) \) and \( 0 < \lambda_1 < \lambda_2 < 1 \). By a result of Foregger [4], \( \text{per}(J_3 + (1 - \theta) S) < \text{per}(S) \) for all \( S \in \Omega_3 \) and \( 0 < \theta < 3/2 \). In particular, \( \text{per}(\lambda S + (1 - \lambda) J_3) < \text{per}(S) \) for \( \lambda \in [0, 1] \). Choosing \( S = A_2 \) and \( \lambda = \lambda_1/\lambda_2 \) then yields

\[ \text{per}(A_2) > \text{per}(\lambda A_2 + (1 - \lambda) J_3) = \text{per}(\lambda A_2 + (1 - \lambda_2) J_3) \]
\[ = \text{per}(\lambda A + (1 - \lambda_1) J_3) = \text{per}(A_1). \]

We now derive some consequences of the Monotonicity Conjecture.

**Lemma 2.1.** Let \( A \in \Omega_n \) and \( A \neq J_n \). Then there exist \( A^0 \in \partial(\Omega_n) \) and \( \lambda_0 \in (0, 1) \) such that \( A = \lambda_0 A^0 + (1 - \lambda_0) J_n \). Furthermore, \( M_A \) holds if \( M_{A^0} \) holds.

**Proof.** The first part of the lemma is known (see the proof of Theorem 1.4 in [8, p. 78]). Since \( A \) is a convex combination of \( A^0 \) and \( J_n \), the second assertion follows.

**Corollary 2.1.** If \( M \) holds, then \( M_A \) holds for all \( A \in \Omega_n \).

**Corollary 2.2.** The following statements are all consequences of \( M \).

(i) The van der Waerden conjecture.

(ii) For all \( A \in \Omega_n \), \( f_A(1) > 0 \).

(iii) For \( A \in \Omega_n \), define \( \phi(A) = (nJ_n - A)/(n - 1) \) and in general \( \phi^{(m+1)}(A) = \phi(\phi^{(m)}(A)) \) by iteration. Then if \( A \in \Omega_n \) and \( A \neq J_n \), \( \text{per}(A) > \text{per}(\phi^{(2k)}(A)) \), \( k = 1, 2, \ldots \).

(iv) If \( A \in \Omega_n \) and \( A \neq J_n \), then \( \text{per}(A) > \text{per}((nJ_n + A)/(n + 1)) \).

**Proof.** (i) This follows from Theorem 2.1 and Corollary 2.1.

(ii) This follows from Corollary 2.1 since \( M_A \) implies that \( f_A'(\lambda) > 0 \) for \( \lambda \in (0, 1) \). But \( f_A'(\lambda) \) is a polynomial in \( \lambda \) and hence \( f_A'(1) > 0 \).

(iii) and (iv) both follow from Corollary 2.1 since it is easily checked that

\[ \phi^{(2)}(A) = \left(1/(n - 1)^2\right)A + \left(1 - (1/(n - 1)^2)\right)J_n \]

and

\[ (nJ_n + A)/(n + 1) = \left(1/(n + 1)\right)A + \left(1 - (1/(n + 1))\right)J_n. \]
We remark that (ii) is a special case of a conjecture of Djoković [3], (iii) is a weaker form of a conjecture of Marcus and Minc [6] stating that $\text{per}(A) > \text{per}(\phi(A))$, and (iv) is a conjecture due to E. T. H. Wang [10].

3. Evidence supporting $\mathcal{M}^*$. In this section we prove that $\mathcal{M}^*$ holds in the case when $A$ is permutable to either $J_s \oplus J_t$, $s, t > 0$, $s + t = n$ or $\left[ \begin{array}{cc} J_t & Y \\ Y^T & Z \end{array} \right]$ where $0$ is an $s \times s$ zero matrix, $Y$ is an $s \times t$ matrix with all entries equal to $1/t$, and $Z$ is a $t \times t$ matrix with all entries equal to $(t - s)/t^2$, $0 < s < t$, $s + t = n$. Our main tools will be a result of Baum and Sell [1] and an idea of Friedland and Minc used in [5]. Following the usual notation, for given $A = (a_{ij})$, $A(i_1, i_2, \ldots, i_k; j_1, j_2, \ldots, j_k)$ is the submatrix obtained from $A$ by deleting rows $i_1, i_2, \ldots, i_k$ and columns $j_1, j_2, \ldots, j_k$. For convenience we shall refer to $A(i; j)$ as the submatrix of the entry $a_{ij}$.

Lemma 3.1 [1]. For $A = (a_{ij}) \in \Omega_n$, let $r: \Omega_n \to \Omega_n$ be the transformation defined by $(r(A))_{ij} = a_{ij} \frac{\text{per}(A(i; j))}{\text{per}(A)}$. Then $\text{per}(A) < \text{per}(\lambda A + (1 - \lambda) r(A))$ for $\lambda \in [0, 1)$ and the equality holds if and only if $r(A) = A$.

Lemma 3.2 [5]. Let $A \in \partial(\Omega_n)$. Suppose that, for any $\lambda \in (0, 1)$, there exists $\lambda'$ such that $\lambda' < \lambda'$ and $\tau(\lambda A + (1 - \lambda) J_n) = \lambda' A + (1 - \lambda') J_n$; then $\mathcal{M}_A^*$ holds.

Assume $0 < s, t$. Let $X$ denote an $s \times s$ matrix with all entries equal to a variable $x$, $Y$ an $s \times t$ matrix with all entries equal to a variable $y$, and $Z$ a $t \times t$ matrix with all entries equal to a variable $z$. Let

$$L = L(x, y, z) = \left[ \begin{array}{cc} X & Y \\ Y^T & Z \end{array} \right].$$

Note that, for nonnegative $x$, $y$, and $z$, $L \in \Omega_{s+t}$ if and only if $sx + ty = sy + tz = 1$. We define $f_{s,t} = \text{per}(L)$, $g_{s,t} = \text{per}(L(1; 1))$, $h_{s,t} = \text{per}(L(1; s + t))$ and $f_{0,0} = g_{0,0} = h_{0,0} = 1$ for notational convenience.

Lemma 3.3. (i) $f_{s,t} = sx g_{s,t} + ty h_{s,t}$.
(ii) $g_{s,t} = (s - 1) y h_{s-1,t} + tz f_{s-1,t-1}$.
(iii) $h_{s,t} = (s - 1) x h_{s-1,t} + ty f_{s-1,t-1}$.
(iv) $h_{s-1,t} = (s - 1) y g_{s-1,t-1} + (t - 1) z h_{s-1,t-1}$.

Proof. (i) Expand $f_{s,t}$ along the first row of $L$.
(ii) Expand $g_{s,t}$ along the last column of $L(1; 1)$.
(iii) Expand $h_{s,t}$ along the first column of $L(1; s + t)$.
(iv) Expand $h_{s-1,t}$ along the last row of $L(1, 2; 1, s + t)$.

Lemma 3.4. For all $x, y, z$ such that $\text{per}(L) \neq 0$, there exist $x', y', z'$ such that $\tau(L(x, y, z)) = L(x', y', z')$.

Proof. It suffices to note that the $(s + t - 1) \times (s + t - 1)$ submatrix of an entry in the block $Y$ and that of an entry in the block $Y^T$ are transposes of each other and hence have the same permanent.

Lemma 3.5. Let $L(x, y, z) \in \Omega_{s+t}$, $0 < s, t$. Then there exists $\alpha$ such that $L(x, y, z) = \alpha (J_s \oplus J_t) + (1 - \alpha) J_{s+t}$.
Proof. Let \( n = s + t \) and \( \alpha = 1 - ny \). Since \( L(x, y, z) \in \Omega_n \), \( sx + ty = sy + tz = 1 \), we get \( s(x - y) = (1 - ty) - sy = \alpha = (1 - sy) - ty = t(z - y) \). Therefore
\[
\alpha(J_s \oplus J_t) + (1 - \alpha)J_n = L\left(\frac{\alpha}{s} + \frac{1 - \alpha}{n}, \frac{1 - \alpha}{n}, \frac{\alpha}{t} + \frac{1 - \alpha}{n}\right) = L(x, y, z).
\]

**Theorem 3.1.** If \( A = P(J_s \oplus J_t)Q \) for some permutation matrices \( P \) and \( Q \) and \( 0 < s, t \), then \( \per(\lambda A + (1 - \lambda)J_{s+t}) \) is strictly increasing in the interval \( 0 < \lambda < 1 \).

Proof. Clearly it suffices to prove the theorem for \( A = J_s \oplus J_t \). Without loss of generality, we may assume that \( s > t \). Let \( n = s + t \) and \( \lambda \in (0, 1] \). Then it is readily verified that \( \lambda(J_s \oplus J_t) + (1 - \lambda)J_{s+t} = L(x, y, z) \) where \( x = (s + t\lambda)/sn \), \( y = (1 - \lambda)/n \), and \( z = (t + s\lambda)/tn \). By Lemmas 3.4 and 3.5, there exists \( \lambda' \) such that \( \tau(\lambda(J_s \oplus J_t) + (1 - \lambda)J_n) = \lambda'(J_s \oplus J_t) + (1 - \lambda')J_n \). Our result would follow from Lemma 3.2 if \( \lambda < \lambda' \). Since \( \lambda' \) satisfies the equality
\[
\frac{s + t\lambda'}{sn} = \frac{s + t\lambda g_{s,t}}{sn} f_{s,t},
\]
it suffices to show that \( g_{s,t} > f_{s,t} \). Since \( sx + ty = 1 \), we get by Lemma 3.3 (i) that \( g_{s,t} - f_{s,t} = (1 - sx)g_{s,t} - tyh_{s,t} = ty(g_{s,t} - h_{s,t}) \). We use induction simultaneously on \( s \) and \( t \) to show that \( g_{s,t} > h_{s,t} \). We first establish the induction basis \( g_{n,1} > h_{n,1} \) for all \( s > 1 \). When \( t = 1 \), we have \( x = (s + \lambda)/sn \), \( y = (1 - \lambda)/n \), and \( z = (1 + s\lambda)/n \). Since it is readily verified that \( g_{n,1} = (s - 1)!x^{s-2}y(xz + (s - 1)y^2) \) and \( h_{n,1} = s!x^{s-2}y \), it suffices to show that \( xyz + (s - 1)y^2 > sxy \). Now straightforward computations show that \( xyz + (s - 1)y^2 - sxy = \lambda(1 + s)(1 + s\lambda)/sn^2 > 0 \), and hence the induction basis holds. Assume \( s > t > 1 \). Since \( y - x = -\lambda/s \) and \( z - y = \lambda/t \), we compute, using Lemma 3.3, that
\[
\frac{g_{s,t} - h_{s,t}}{f_{s,t}} = \frac{(s - 1)(y - x)h_{s-1,t-1} + t(z - y)f_{s-1,t-1}}{sn}\]
\[
= \frac{(\lambda/s)[sf_{s-1,t-1} - (s - 1)h_{s-1,t-1}]}{sn} = \frac{(\lambda/s)[s(s - 1)xg_{s-1,t-1} + s(t - 1)yh_{s-1,t-1} - (s - 1)^2yg_{s-1,t-1} - (s - 1)(t - 1)zh_{s-1,t-1}]}{sn} = \frac{(\lambda/s)[(s - 1)(sx - (s - 1)y)g_{s-1,t-1} + (t - 1)(sy - (s - 1)z)h_{s-1,t-1}]}{sn} = \frac{(\lambda/s)[((s - 1)g_{s-1,t-1} + (t - 1)h_{s-1,t-1}) + \lambda(n - 1)(s - 1)\left(\frac{g_{s-1,t-1} - \frac{s(t - 1)}{t(s - 1)}h_{s-1,t-1}}{f_{s-1,t-1}}\right)]}.\]

Since \( s > t \), we have \( s(t - 1)/t(s - 1) < 1 \). Furthermore \( g_{s-1,t-1} > h_{s-1,t-1} \) are positive and the induction hypothesis asserts that \( g_{s-1,t-1} > h_{s-1,t-1} \). It follows that \( g_{s,t} > h_{s,t} \) and the induction is complete.

**Theorem 3.2.** If \( A = P(L(0, 1/t, (t - s)/t^2))Q \) for some permutation matrices \( P \) and \( Q \) where \( t > s > 0 \), then \( \per(\theta A + (1 - \theta)J_{s+t}) \) is strictly increasing in the interval \( 0 < \theta < 1 \).
Proof. Clearly it suffices to prove the theorem for \( A = L(0, 1/t, (t-s)/t^2) \).
We note first that \( A = (-s/t)(J_s \oplus J_t) + (1 + (s/t))J_{s+t} \). Hence \( \theta A + (1 - \theta)J_{s+t} = (-s\theta/t)(J_s \oplus J_t) + (1 + (s\theta/t))J_{s+t} \). It remains to show that \( f_\theta(\lambda) \) is strictly decreasing in the interval \(-s/t < \lambda < 0\) where \( B = J_s \oplus J_t \). We proceed exactly as in the proof of Theorem 3.1. However, this time we need to show that \( \lambda' < \lambda \).
Accordingly, we use induction simultaneously on \( s \) and \( t \) to show that \( g_{s,t} < h_{s,t} \). To establish the induction basis \( g_{1,t} < h_{1,t} \) for all \( t > 1 \), we observe that \( y = (1-\lambda)/n \) and \( z = (t + \lambda)/tn \) when \( s = 1 \); \( g_{1,t} = t!z^t \) and \( h_{1,t} = t!yz^{t-1} \). Now \( z - y = \lambda(1+t)/tn < 0 \) since \( \lambda < 0 \). Therefore, \( g_{1,t} - h_{1,t} = t!z^{t-1}(z - y) < 0 \) and the induction basis holds. Furthermore, \( t > s \) implies that \( s(t - 1)/t(s - 1) > 1 \).
Therefore in the final expression for \( g_{s,t} - h_{s,t} \), we have
\[
g_{s-1,t-1} - (s(t - 1)/(t(s - 1)))h_{s-1,t-1} < 0
\]
by the induction hypothesis. It follows that \( g_{s,t} - h_{s,t} < 0 \).

4. Concluding remarks and an open question. For arbitrary \( A \in \partial(\Omega_n) \) it is in general difficult to verify that \( \mathcal{R}_A \) holds, if it is indeed true. One reason is that it is usually quite tedious to compute \( f_A(\lambda) \). But even when an explicit formula for \( f_A(\lambda) \) is known, it need not be easy to show that \( f_A(\lambda) \) is strictly increasing in the interval \( 0 < \lambda < 1 \). For example, a special case covered by Theorem 3.1 is the matrix \( A = J_m \oplus J_m \in \partial(\Omega_{2m}) \). For this matrix, it is not difficult to see that
\[
f_A(\lambda) = \frac{(m!)^2}{(2m)^{2m}} \sum_{k=0}^{m} \binom{m}{k}^2 (1 + \lambda)^{2m-2k}(1 - \lambda)^{2k}.
\]
Showing that \( f_A(\lambda) \) is increasing in \([0, 1]\), however, seems difficult. The \( \tau \) function introduced by Baum and Sell and the idea developed by Friedland and Mine avoid direct computation of \( f_A(\lambda) \). Nevertheless, the matrix \( A \) must be of some "special" form so that \( \tau(A) \) is of the same form, as can be seen from all the known examples. In this connection, it is natural to ask whether \( \mathcal{R}_A \) holds for all \( A = J_{n_1} \oplus J_{n_2} \oplus \cdots \oplus J_{n_k} \) where \( n_i > 0 \) such that \( \Sigma n_i = n \). Note that all the known examples are special cases of this direct sum. For small values of \( n \), the answer to this question can be easily shown to be in the affirmative. For example, if \( A = I_2 \oplus J_2 \), then \( f_A(\lambda) = (5\lambda^4 + 4\lambda^3 + 4\lambda^2 + 3)/32 \) and hence \( f_A(\lambda) = \lambda(5\lambda^2 + 3\lambda + 2)/8 \). However, we have been unable to settle this question in general.
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