ON A STIELTJES VERSION OF GRONWALL’S INEQUALITY
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ABSTRACT. A unified formulation of Gronwall’s inequality (GI) for certain Stieltjes integrals is presented. An advantage in using Stieltjes integrals lies in the fact that some of the “continuous” and “discrete” versions of the inequality may be obtained as a consequence of the same theorem.

We are concerned here with an extension of the classical GI [2, p. 35] to a form which includes most of the Stieltjes formulations of the latter and a more general result of J. V. Herod [3]. We will essentially be following the treatment given in [3] wherein an abstract GI was formulated (Lemma 1 below) generalizing some previous work of Schmaedeke and Sell [10]. In the latter the mean Stieltjes integral (MSI) and the Dushnik or interior integral (DI) (see e.g. [10] and references therein) provided a more general framework than the natural Riemann-Stieltjes integral (RSI), since it allowed the possibility of discontinuous integrands. A sharp version of the GI was given by Jones [4] using RSI. Use of the Lebesgue-Stieltjes integral provided Pandit [8, p. 323] with a tool for the reformulation of GI with the scope of applying the latter to continuous and discrete phenomena (cf. also [4]). F. V. Atkinson [1, p. 455] also gave an extension of GI using the left Cauchy-Stieltjes integral (CSI) (cf. e.g. [9]). Though the result was not sharp in general it provided, as such, a useful tool for the basic study of Volterra-Stieltjes integral equations. Moreover a discrete version could again be obtained by choosing the distribution function appropriately [6], [8].

Our aim is to provide a more general GI (Theorem 1 below) the form of which was prompted by Pachpatte [7].

1. In the sequel all functions will be real-valued, defined on an interval \( S \equiv [0, b] \), say, and \( \sigma, \mu \) will denote, unless otherwise specified, right-continuous nondecreasing functions on \( S \). We will mainly be following [3] in the use of notation. Thus \( OB \) will stand for the collection of functions of bounded variation on \( S \). I will denote the constant function whose value is 1 on \( S \) whereas \( 1_x \) will be the function whose value is 1 at \( x \) and zero elsewhere. Finally \( 0_x = 1 - 1_x \) for \( x \) in \( S \).

As in [3] we let \( J \) be a function from \( OB \) to the collection of functions from \( S \times S \) to the real numbers satisfying the following properties: If each of \( f \) and \( g \) is
in \( OB \) and \( \{x, y, z\} \) is in \( S \times S \times S \) then

1. \( J[\alpha f + \beta g](x, y) = \alpha J[f](x, y) + \beta J[g](x, y) \) for real \( \alpha, \beta \),

2. \( J[f](x, y) + J[f](y, z) = J[f](x, z) \) if \( x < y < z \) or \( x > y > z \),

3. \( J[f](x, y) > 0 \) provided \( f(y) > 0 \) for \( x, y, z \) as in (2) above,

4. \( J[x] < 0 \) if \( x \) is in \( S \) then each of \( J[0, x](x, x^+) \) and \( J[1, x](x^-, x) \) is less than 1.

We will be assuming further that

5. for fixed \( x \) in \( S \), \( J[f](x, \cdot) \) is in \( OB \).

If \( \sigma, \mu \) are as agreed above, we write \( J[f] \equiv J_\sigma[f] \) (resp. \( J_\mu[f] \)) to show the dependence of \( J \) upon \( \sigma \) (resp. \( \mu \)). In this case we will suppose that

6. (i) \( J_\sigma[f](x, y) = 0 \) for all \( \{x, y\} \) in \( S \times S \) if \( \sigma \) is identically constant on \( S \),

(ii) \( J_{\sigma + \mu}[f](x, y) = J_\sigma[f](x, y) + J_\mu[f](x, y) \) for all \( \{x, y\} \) in \( S \times S \).

For example it is readily verified that if we think of \( J_\sigma[f](x, y) \) as a Stieltjes integral of \( f \) with respect to \( \sigma \) over \([x, y]\) then the MSI and the DI both satisfy (1)–(3) with the former satisfying (4) if we assume in addition that \( \sigma(x) - \sigma(x^-) < \beta \) for \( x \) in \((0, \beta]\), and the latter satisfying (4) automatically because of the right-continuity of \( \sigma \). Furthermore if we take \( J \) to be the left CSI then (1)–(4) are all verified; however the right CSI satisfies (1)–(3) with (4) holding if \( \sigma(x) - \sigma(x^-) < 1 \) for \( x \) in \( S \). Finally it is immediate that all these Stieltjes integrals necessarily satisfy both (5) and (6) without further assumptions on \( \sigma \).

2. Lemma 1 (Herod [3]). Let \( J \) satisfy properties (1)–(4) above. Then there exists a function \( m \) from \( S \times S \) to the real numbers such that if \( f \) is in \( OB \) and

\[
f(x) < \epsilon + J[f](0, x)
\]

for each \( x \) in \( S \) where \( \epsilon \) is real, then

\[
f(x) < \epsilon m(0, x)
\]

for each \( x \) in \( S \).

Remark 1. The properties of this function \( m \) can be found in [3]. In this regard we need only mention that such an \( m(0, \cdot) \) is necessarily of bounded variation on \( S \) (cf. [3, p. 34, Theorem (iii)]). This lemma is sharp in the sense that equality in (2.1) implies equality in (2.2). Hence a function \( J \) which satisfies (1)–(4) "admits" a GI in the sense of Lemma 1. Such a function \( J \) will be termed a Gronwall function for simplicity. For the same reason we will call the function \( m(0, \cdot) \) whose existence is guaranteed by the lemma a Gronwall majorant.

Remark 2. In restricting \( J \) to a specific Stieltjes integral we note that the hypotheses on the function \( f \) may be relaxed somewhat when a GI is sought for that particular integral. For instance, if \( J \) is a MSI it suffices only to require that \( f \) be right-continuous and, as we saw earlier, that \( \sigma(x) - \sigma(x^-) < \beta \) for \( x \) in \((0, \beta]\) (Kroll and Smith [5, p. 385, Theorem]). On the other hand if \( J \) is a left CSI then the right-continuity of \( f \) alone is sufficient with no added assumptions on \( \sigma \) (cf. [1]).
Theorem 1. Let $\sigma, \mu$ be as above and let $J = J_\sigma$ and $J = J_{\sigma+\mu}$ be Gronwall functions which satisfy (5) and (6). Let $f$ in $OB$ be nonnegative on $S$ and let $\epsilon > 0$. If, for each $x$ in $S$,

$$f(x) < \epsilon + J_\sigma[f](0, x) + J_\sigma[J_\mu[f](0, \cdot)](0, x), \quad (2.3)$$

then

$$f(x) < \epsilon \{ 1 + J_\sigma[n(0, \cdot)](0, x) \} \quad (2.4)$$

for each $x$ in $S$ where $n(0, \cdot)$ is the Gronwall majorant associated with the Gronwall function $J_{\sigma+\mu}$.

Remark 3. This result is sharp when $\mu(t) \equiv \text{const}$ on $S$ since the right side of (2.4) reduces to the right side of (2.2) in this case.

We obtain the result in [7] by letting $\sigma, \mu$ both be nonnegative continuously differentiable functions on $S$ and defining $J$ by $J_\sigma[f](0, x) = \int_0^x \sigma(t) \, dt$, etc.

3. Proof of Theorem 1. Let $v(x)$ denote the right side of (2.3). Since $f(x) < v(x)$

$$v(x) < \epsilon + J_\sigma[v](0, x) + J_\sigma[J_\mu[v](0, \cdot)](0, x) \quad (2.3)$$

because of the monotone property of $J$ (cf. (3)),

$$v(x) < \epsilon + J_\sigma[v + J_\mu[v](0, \cdot)](0, x) \quad (3.1)$$

$$v(x) < \epsilon + J_\sigma[V](0, x) \quad (3.2)$$

if we define $V(x)$ to be the function in (3.1) within the outer square brackets. Note that $v(x)$ (hence $V(x)$) is of bounded variation on $S$, because of the hypotheses (5)–(6), and nonnegative. So $V(x) > v(x)$. This, along with (3.2), implies that

$$V(x) = v(x) + J_\mu[V](0, x) \quad (3.3)$$

The hypotheses on $J_{\sigma+\mu}$ along with Lemma 1 imply the existence of a Gronwall majorant $n(0, \cdot)$ such that

$$V(x) < \epsilon n(0, x) \quad (3.4)$$

for each $x$ in $S$. Now inserting (3.4) into (3.2) and making use of (1) we find

$$v(x) < \epsilon + \epsilon J_\sigma[n(0, \cdot)](0, x) \quad (3.5)$$

The conclusion now follows.
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