LATTICES OF CONTINUOUS MONOTONIC FUNCTIONS

MIRIAM COHEN AND MATATYAHU RUBIN

Abstract. Let $X$ be a compact Hausdorff space equipped with a closed partial ordering. Let $I$ be a linear ordering that either does not have a maximal element or does not have a minimal element. We further assume that $(X, I)$ has the Tietze extension property for order preserving continuous functions from $X$ to $I$. Denote by $M(X, I)$ the lattice of order preserving continuous functions from $X$ to $I$. We generalize a theorem of Kaplanski [K], and show that as a lattice alone, $M(X, I)$ characterizes $X$ as an ordered space.

Throughout this paper we keep the following notations. An ordered space is a pair $\langle X, \leq \rangle$ where $X$ is a compact Hausdorff space, and $\leq$ is a partial ordering on $X$ such that $\{\langle x, y \rangle | x \leq y \}$ is closed in $X \times X$. We abbreviate $\langle X, \leq \rangle$ and denote it by $X$ alone.

$I$ denotes a linear ordering: $I$ is always regarded as a topological space with its interval topology. $\bar{I}$ denotes the Dedekind completion of $I$, namely the elements of $\bar{I}$ are those of $I$, and in addition, all pairs $\langle L, R \rangle$ where $L \cup R = I$, $L \cap R = \emptyset$, if $a \in L$ and $b \leq a$ then $b \in L$, and neither does $L$ have a maximum nor does $R$ have a minimum.

A function $f$ from a partially ordered set $\langle A, \leq \rangle$ to a partially ordered set $\langle B, \leq \rangle$ is order preserving (OP), if for every $a, b \in A$: if $a \leq b$, then $f(a) \leq f(b)$. $M(X, I)$ denotes the lattice of OP continuous functions from $X$ to $I$. The lattice operations $\wedge$, $\vee$ are respectively the pointwise minimum and the pointwise maximum; and $f \leq g$ means that for every $x \in X, f(x) \leq g(x)$.

We say that $\langle X, I \rangle$ has the Tietze extension property (TEP), if for every closed subset $F$ of $X$ and every OP continuous function $\tilde{f}: F \to I$ there is $f \in M(X, I)$ which extends $\tilde{f}$.

Nachbin [N, Theorem 6] has shown that if $I = \text{Reals}$, then $\langle X, I \rangle$ has the TEP for every ordered space $X$.

Theorem 1. For $i = 1, 2$, let $\langle X_i, I_i \rangle$ have the TEP, and assume either $I_i$ has no maximal element, or no minimal element. Then, if $M(X_1, I_1)$, $M(X_2, I_2)$ are lattice isomorphic, then there exists an order preserving homeomorphism between $X_1$ and $X_2$.

Theorem 1 generalizes [K] where $X$ is assumed to have the trivial partial ordering, namely, every element is comparable just with itself.

Our method of proof is very similar to Kaplansky's. As in the case of the lattice of all continuous functions, there is a natural way to associate every prime ideal in
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M(X, I) with a point of X. Our first goal will be to define the equivalence relation: "P and Q are prime ideals associated with the same point", using only lattice theoretic notions. So, equivalence classes of prime ideals will represent the points of X. However, both definitions of when P and Q are associated with the same point and when x ∈ cl(A) are more complex than in Kaplansky's case.

We fix a pair ⟨X, I⟩ that has the TEP, and show how to interpret points and closed sets in X in terms of the lattice M(X, I) = M.

**Definition 2.** P ⊆ M is an ideal in M if ∅ ≠ P ≠ M; for every f ∈ P and g ≤ f, g ∈ P; and for every f, g ∈ P, f ∨ g ∈ P. Note that an ideal means a proper ideal. An ideal P is prime, if for every f, g ∈ M: if f ∨ g ∈ P, then either f ∈ P or g ∈ P.

Henceforth, prime ideals will be denoted by P, Q or R. Note at this point that being prime can be expressed in lattice theoretic terms only. The following definition in which we associate prime ideals with points of X is slightly weaker than Kaplansky's (see Lemma 4.c).

**Definition 3.** Let P be a prime ideal of M and x ∈ X. We say that P is associated with x if for every f ∈ P, g ∈ M and an open set U containing x, if g(y) < f(y) for all y ∈ U, then g ∈ P.

The proof of the following lemma is similar to the one given in [K]:

**Lemma 4.** (a) If I D J are ideals, I is associated with x and J is associated with y, then x ≠ y. In particular, every proper ideal is associated with at most one point.

(b) Every prime ideal is associated with a unique point.

(c) If P is associated with x, f ∈ P and g(x) < f(x), then g ∈ P.

**Proof.** (a) Suppose by contradiction x ≠ y. Let f ∈ J and g ∈ I. There are closed neighborhoods F and K of x and y respectively such that for all u ∈ F and v ∈ K, u ≠ v. Let

$$h = g | F \cup (F \wedge g) \cap K.$$ 

 Clearly h is OP and continuous so there is h ∈ M such that h ∈ h. But h must belong to J, since h ≤ f on the neighborhood K of y; however, h cannot belong to I since g ≤ h on the neighborhood F of x, and g ∉ I. This contradicts the fact that J ⊆ I.

(b) Suppose P is a prime ideal associated to no point of X. Then for every x ∈ X, we have functions f, g and an open U ⊃ x, such that g(y) ≤ f(y) for all y ∈ U, but f ∈ P and g ∉ P. A finite number of these neighborhoods cover X. Let f₁, ..., fₙ and g₁, ..., gₙ be the corresponding functions, and define h = f₁ ∨ ... ∨ fₙ and k = g₁ ∧ ... ∧ gₙ. Then k ≤ h, implying k ∈ P, however k ∉ P by primeness of P, a contradiction.

(c) Follows from continuity. □

Now, for any prime ideal P, denote by x_P the point with which it is associated, and define \( \alpha_P \in \bar{I} \) by \( \alpha_P = \sup \{ f(x) | f \in P \} \). Let \( \{x\} = \{ P | x_P = x \} \).

The following prime ideals will turn out to be of importance.

Let x ∈ X, α be a nonminimal of I and β be a nonmaximal element of I. Let \( P_x^{\leq \alpha} = \{ f \in M | f(x) < \alpha \} \), and \( P_x^{\leq \beta} = \{ f \in M | f(x) \leq \beta \} \). These are prime ideals associated with x, and every prime ideal Q, with \( \alpha = \alpha_Q \) and \( x = x_Q \), satisfies: \( P_x^{\leq \alpha} \subseteq Q \subseteq P_x^{\leq \alpha} \).
Notice that \( x < y \) implies \( P_x^{< \alpha} \supseteq P_y^{< \alpha} \), and therefore, unlike in [K], \( P \supseteq Q \) does not imply that \( x_p = x_q \). However, we have the following proposition:

**Proposition 5.** If \( P \supseteq Q \), then (1) \( x_p \leq x_q \) and (2) \( \alpha_p \geq \alpha_q \).

**Proof.** (1) is just a reformulation of Lemma 4.a.

(2) Suppose \( \alpha_p < \alpha_q \). Obviously this is impossible if \( x_p = x_q \). So assume \( x_p < x_q \).

If there exists an \( \alpha \) such that \( \alpha_p < \alpha < \alpha_q \), then let \( g = \alpha \) be the constant function \( \alpha \). Then \( g \in Q - P \), a contradiction. If there does not exist such an \( \alpha \), there exists \( f \in Q \) with \( f(x_0) = \alpha_q \). Let \( U = \{ y \mid f(y) > \alpha_p \} = \{ y \mid f(y) \geq \alpha_q \} \). Then \( U \) is both open and closed, \( x_0 \in U \) and \( x_p \notin U \). Define \( \bar{g} = f \cup U \cup \alpha_q\uparrow x_p \), and let \( g \) be the extension of \( \bar{g} \) to an element of \( M \). Since \( g = f \) on \( U \), we have \( g \in Q \). But since \( g(x_p) > \alpha_p \), \( g \notin P \), a contradiction. \( \square \)

**Corollary 6.** (a) If \( P \supseteq Q \supseteq R \) and \( x_p = x_R \), then \( x_p = x_Q \).

(b) \( P^<\alpha \supseteq Q \) if and only if \( x \leq x_Q \) and \( \alpha \geq \alpha_Q \).

(c) \( Q \supset P^<\alpha \) if and only if \( x \leq x \) and \( \alpha_Q \geq \alpha \).

**Proof.** (b) Assume \( x \leq x_Q \) and \( \alpha \geq \alpha_Q \), and let \( f \in Q \). Then \( f(x) \leq f(x_Q) \leq \alpha_Q \leq \alpha \), thus \( f \in P^<\alpha \). The proof of (c) is similar, and the rest is a corollary to Proposition 5. \( \square \)

In Proposition 10 we shall give a lattice theoretic criterion for two prime ideals to be associated to the same point. In the following definitions we distinguish between the possibilities of having either no minimal element or no maximal element. The latter will be denoted by *. Observe that \( I \) has no minimal (maximal) element iff \( M \) has no minimal (maximal) element.

Let \( P, P_1, P_2 = \{ P' \text{ prime } \mid P_1 \supseteq P' \supseteq P_2 \} \).

**Definition 7.** (1) Let \( S(P, Q) \) denote the following property: (a) \( P \supseteq Q \); (b) for every \( f \in M \) there is a prime \( R \) such that \( f \notin R \), \( R \subseteq Q \) and \( PR = PQ \cup QR \).

(2) Let \( S^*(P, Q) \) denote the following property: (a) \( P \supseteq Q \); (b) for every \( f \in M \) there is a prime \( R \) such that: \( f \in R \), \( R \supseteq P \) and \( RQ = RP \cup PQ \).

**Lemma 8.** (1) Suppose \( M \) does not have a minimal element, then if \( x_p = x \) and \( \alpha_p \geq \alpha \), then \( S(P, P^<\alpha) \) holds.

(2) Suppose \( M \) does not have a maximal element, then if \( x_p = x \) and \( \alpha_p < \alpha \), then \( S^*(P^<\alpha, P) \) holds.

**Proof.** (1) (a) of \( S(P, Q) \) follows from the definitions. (b) Let \( f \in M \). If \( f(x) \geq \alpha \), take \( R = P^<\alpha_x \). If \( f(x) < \alpha \), let \( R = P^<\alpha_f(x) \), then \( P^<\alpha_x \supseteq R \). Furthermore, let \( T \in PR \); then by Corollary 6.a, \( x_T = x \), and by Proposition 5, \( f(x) \leq \alpha_T < \alpha_p \). If \( \alpha_T < \alpha \), then \( P^<\alpha_x \supseteq T \), and if \( \alpha_T \geq \alpha \), \( T \supseteq P^<\alpha_x \). Hence \( PR \subseteq PP^<\alpha_x \cup P^<\alpha_x R \). (2) is proved analogously.

**Lemma 9.** (1) Suppose \( M \) has no minimal elements, and \( P, Q \) satisfy \( S(P, Q) \), then \( x_p = x_q \). (2) Suppose \( M \) has no maximal element, and \( P, Q \) satisfy \( S^*(P, Q) \), then \( x_p = x_q \).

**Proof.** (1) Assume \( x_p \neq x_q \). By Proposition 5, \( x_p < x_q \) and \( \alpha_p \geq \alpha_q \). Let \( \epsilon < \delta < \alpha_q \), and let \( f \) be the constant function with value \( \epsilon \).
By \( S(P, Q) \) there exists a prime \( R \) such that \( Q \supseteq R \ni f \), and \( PR = PQ \cup QR \).

Since \( f \notin R \), \( \alpha_R < \delta \); and since \( Q \supseteq R \), \( x_Q < x_R \). By Corollary 6, \( P \supseteq P^{<\delta} \supseteq R \); that is: \( P^{<\delta} \in PR \). However, \( Q \supseteq P^{<\delta} \) is impossible since \( x_Q > x_P \), and \( P^{<\delta} \subseteq Q \) is impossible since \( \delta < \alpha_Q \), contradicting \( S(P, Q) \).

(2) is proved analogously. \( \square \)

We are ready to give the following criterion:

**Proposition 10.** (1) Assume \( M \) has no minimal element. Then \( x_P = x_Q \) if and only if there exists a prime ideal \( R \) such that both \( S(P, R) \) and \( S(Q, R) \) hold. (2) Assume \( M \) has no maximal element. Then \( x_P = x_Q \) if and only if there exists a prime \( R \) such that both \( S^*(R, P) \) and \( S^*(R, Q) \) hold.

**Proof.** (1) The sufficiency follows from Lemma 9. Conversely, assume \( x_P = x_Q = x \), and let \( \beta < \min\{\alpha_P, \alpha_Q\} \). By Lemma 8, both \( S(P, P^{<\beta}) \) and \( S(Q, P^{<\beta}) \) hold.

(2) is proved analogously. \( \square \)

We proceed with

**Definition 11.** Let \( f, g \in M \) and \( x \in X \), we say \( f \equiv_x g \) if for every \( P \in [x] \), \( g \in P \iff f \in P \).

Note that by Proposition 10, the notion of \( f \equiv_x g \) can be expressed in lattice theoretic terms.

The following series of lemmas culminates in Proposition 16 which gives a necessary and sufficient condition for \( f \equiv_x g \).

**Definition 12.** An ultrafilter in \( X \) is a maximal set of open sets, having the finite intersection property.

It is well known that every set of open sets with the finite intersection property is contained in an ultrafilter. Assume \( U \) is an open subset of \( X \) and \( x \in \text{cl}(U) \). Let \( L = [U] \cup \{W | W \text{ is an open neighbourhood of } x\} \). Then \( L \) has the finite intersection property. Let \( D \) denote an ultrafilter containing \( L \).

**Lemma 13.** Let \( x, U, \) and \( D \) be as above, and \( g \in M \). Let \( Q = \{h \in M | \text{there exists } W \in D \text{ with } h(w) \leq g(w) \text{ for all } w \in W\} \). Then, \( Q \) is a prime ideal associated with \( x \).

Before proving the lemma we need some preliminaries.

**Lemma 14.** Let \( D \) be an ultrafilter in \( X \), and \( S, T \) open sets such that: \( \text{int}(\text{cl}(S)) = \text{int}(\text{cl}(T)) \), then \( S \in D \) if and only if \( T \in D \).

**Proof.** Assume \( T \notin D \). Then there exists some \( W \in D \) such that \( T \cap W = \emptyset \). If \( z \in \text{cl}(T) \cap W \), then every open neighbourhood of \( z \) intersects \( T \) nontrivially. Since \( W \) is such a neighbourhood we get a contradiction. Thus \( \text{cl}(T) \cap W = \emptyset \), but then \( \text{int}(\text{cl}(T)) \cap W = \emptyset \). This implies that \( \emptyset = \text{int}(\text{cl}(S)) \cap W \supseteq S \cap W \). Hence \( S \notin D \). \( \square \)

**Lemma 15.** Let \( D \) be an ultrafilter in \( X \) and let \( F_1, F_2 \) be closed subsets of \( X \) such that \( F_1 \cup F_2 \supseteq W \in D \). Then either \( F_1 \) or \( F_2 \) contain an element of \( D \).

**Proof.** Without loss of generality, assume \( W = \text{int}(F_1 \cup F_2) \). Let \( W_i = \text{int}(F_i), i = 1, 2 \). We will show that either \( W_1 \) or \( W_2 \) are elements of \( D \). Assume the contrary.
Then there exist $V_1, V_2 \in D$ such that $W_i \cap V_i = \emptyset$, $i = 1, 2$. Hence $(V_1 \cap V_2) \cap (W_1 \cup W_2) = \emptyset$. This implies that $W_1 \cup W_2 \notin D$. However, $W = \text{int}(\text{cl}(W)) = \text{int}(\text{cl}(W_1 \cup W_2))$, and $W \in D$, contradicting Lemma 14. □

Let us prove now Lemma 13. Let $x, U, D, g$ and $Q$ be as in Lemma 13. Then obviously $Q$ is an ideal. Assume $f_1 \land f_2 \in Q$ and let $F = \{z \in X | (f_1 \land f_2)(z) \leq g(z)\}$ and $F_i = \{z \in X | f_i(z) \leq g(z)\}, i = 1, 2$. Then $F = F_1 \cup F_2$. Since $f_1 \land f_2 \in Q$, there exists $W \in D$ with $W \subseteq F$. Hence by Lemma 15 either $F_1$ or $F_2$ contains an element of $D$. This implies that either $f_1$ or $f_2$ are in $Q$. Thus $Q$ is prime. Let $h \in Q$ and assume $f(v) \leq h(v)$ for all $v$ in some open neighbourhood $V$ of $x$. Since $h \in Q$, there is some $W \in D$ s.t. $h(w) \leq g(w)$ for all $w \in W$. Hence, for $w \in V \cap W$, $f(w) \leq y(w)$. Since $V \cap W \in D$, this implies that $f \in Q$. We have shown that $Q$ is associated with $x$.

PROPOSITION 16. Let $f, g \in M$, and $x \in X$. Then $f \equiv_x g$ if and only if there exists an open neighbourhood $W$ of $x$, such that $f \upharpoonright W = g \upharpoonright W$.

PROOF. Assume $f \equiv_x g$, but in each open neighbourhood of $x$ there exists a $y$ with $f(y) \neq g(y)$. Let $U = \{y | g(y) < f(y)\}$; without loss of generality, $x \in \text{cl}(U)$. Let $D$ be an ultrafilter containing $U$ and all the open neighbourhoods of $x$. Let $Q = \{h \in M | \text{for some } V \in D, h(v) \leq g(v) \text{ for all } v \in V\}$. Then by Lemma 13, $Q$ is a prime ideal associated to $x$. However, $g \in Q$ while $f \notin Q$, contradicting $f \equiv_x g$.

The converse is obvious by definition. □

In Theorem 18 we show how to describe the closed sets of $X$ in terms of the lattice $M$ and thus get the main theorem, Theorem 1, as a corollary.

DEFINITION 17. Let $x \in X$ and $A \subseteq X$. Let $C(A, x)$ mean that

$$(\exists P \in [x]) \exists f(\forall f' \equiv_x f)(\forall g \in P) \exists Q(x_q \in A \text{ and } f' \notin Q \text{ and } q \in Q).$$

Let $C^*(A, x)$ mean that

$$(\exists P \in [x]) \exists f(\forall f' \equiv_x f)(\forall g \notin P) \exists Q(x_q \in A \text{ and } f' \in Q \text{ and } g \notin Q).$$

THEOREM 18. (1) If $M$ has no minimal element, then for every $A \subseteq X$, and $x \in X$: $C(A, x)$ iff $x \in \text{cl}(A)$.

(2) If $M$ has no maximal element, then for every $A \subseteq X$ and $x \in X$: $C^*(A, x)$ iff $x \in \text{cl}(A)$.

PROOF. (1) Assume $x \in \text{cl}(A)$, let $f \in M$ and $P = P_x^{<f(x)}$. Let $f' \equiv_x f$, $g \in P$ and let $U$ be an open neighbourhood of $x$ such that $f' \upharpoonright U = f \upharpoonright U$. There is an open $W$ such that $x \in W \subseteq U$, and for every $w \in W$, $g(w) < f'(w) = f(w)$. Let $z \in A \cap W$ and $Q = P_z^{<f'(z)}$. Then $g \in Q$ and $f' \in Q$.

Suppose $x \notin \text{cl}(A)$; we show that $C(A, x)$ does not hold. We will show that for every $P \in [x]$ and $f \in M$, there is $f' \equiv_x f$ and $g \in P$ such that for every $a \in A$ there exists a neighbourhood $U$ of $a$ on which $f' \leq g$. Clearly this will contradict $C(A, x)$.

So let $P \in [x]$ and $f \in M$. Let $F = \{z(3a \in \text{cl}(A))(z \leq a \leq x)\}$. Clearly $F$ is closed [N, p. 44] and for every $z \in F$ and $z \in F$. Let $K = \{y | x < y\}$. Since $F, K$ are closed, there is an open $U \supseteq K$ such that $\text{cl}(U) \cap F = \emptyset$. Let $\gamma < \delta < \min\{\alpha_p, f(\text{cl}(U))\}$, and let $\tilde{h} = f \upharpoonright \text{cl}(U) \cup \gamma \upharpoonright F$. $\tilde{h}$ is a continuous OP function on
cl(U) \cup F. Let f' \in M be an extension of \hat{f}; then f' \equiv_x f, by Proposition 16 and since f' \upharpoonright U = f \upharpoonright U.

Let F_1 = F \cup \{x\} and K_1 = \{z \in cl(A) \mid f'(z) \geq \delta\}. Then, if z \in K_1 and y \in F_1 then z \not\in F. For suppose by contradiction that z \leq y, then by definition, z \in F. However, this implies that f'(z) = y < \delta, a contradiction. By [N, p. 46], there exist an open \cal{V} \supseteq K_1, such that for every v \in cl(\cal{V}) and y \in F_1, v \not\in F. Let g_1 = \delta \uparrow F_1 \cup (f' \vee \delta) \uparrow cl(\cal{V}). Clearly, g_1 is continuous and OP. Let g_1 \in M be an extension of g_1, and let g = g_1 \vee \delta. Now, let a \in A; if f'(a) < \delta then f'(a) < g(a), and hence the inequality holds on a neighbourhood of a. If f'(a) \geq \delta, then a \in K_1 \subseteq \cal{V}, and hence by the definition of g_1 and g, g \geq f' on the neighbourhood \cal{V} of a. \Box

Proof of Theorem 1. Let \varphi: M(X_1, I_1) \to M(X_2, I_2) be a lattice isomorphism. Clearly, M(X_1, I_1) has no minimal element iff M(X_2, I_2) does not have a minimal element, and the same holds for the existence of a maximal element. W.l.o.g. M(X_1, I_1) do not have a minimal element. \varphi induces a 1-1 correspondence \tilde{\varphi} between X_1 and X_2 in the following way: let x \in X_1 choose a prime ideal P in M(X_1, I_1) such that x_P = x and define \tilde{\varphi}(x) = x_{\varphi(P)}. Since "x_P = x_Q" is expressible in lattice theoretic terms, \tilde{\varphi}(x) is independent of the choice of P, and it is clearly 1-1 and onto. Let P be a prime ideal in M(X_1, I_1) and \mathcal{P} be a set of prime ideals; the notion "x_P \in cl((x_Q \mid Q \in \mathcal{P}))" is expressible in lattice theoretic terms; this implies that \tilde{\varphi} is a homeomorphism. A similar argument shows that \tilde{\varphi} is OP. Q.E.D.

Discussion and open questions. There were three possible strengthenings of Theorem 1, that we considered.

(1) Can the linear ordering I in Theorem 1 be replaced by a general topological lattice without a minimum or a maximum?

The answer to this question is no. Let X, Y be metric compact spaces, then the set C(Y, R) of all continuous functions from Y to R with the usual maximum topology is a topological lattice. Consider now the following pairs \langle X \times Y, R \rangle and \langle X, C(Y, R) \rangle. Both pairs have the TEP.

M(X \times Y, R) \cong M(X, C(Y, R)), where \varphi(f)(x)(y) = f(x, y).

However, X and Y can be chosen so that X \times Y and X are nonhomeomorphic.

One can still ask whether what we have presented is more or less the only kind of counterexamples. A more definite question is whether M(X_1, L_1) \cong M(X_2, L_2) implies that the two lattices are homeomorphic in the compact open topology.

(2) Was it necessary in Theorem 1 to impose the condition that I does not have both a minimum and a maximum?

The above condition is necessary. We give a counterexample. Let I_n denote a linear ordering with n elements (n is finite). I_n is a compact Hausdorff ordered space when equipped with its interval topology, and the pair \langle I_n, I_k \rangle has the TEP.

Proposition. If k \geq 1 and n \geq 2, then M(I_k, I_n) \cong M(I_{n-1}, I_{k+1}).

Proof. W.l.o.g. I_m = \{1, \ldots, m\}. Let I^* denote the reverse ordering of I. We define \varphi: M(I_k, I_n) \to M(I^*_k, I^*_n): if f \in M(I_k, I_n) and j \in I_{n-1}, then \varphi(f)(j) = 1 + \text{number of } i \text{ such that } f(i) \leq j. It is easy to check that \varphi is an isomorphism between the above lattices.
It is still conceivable that it is possible to characterize all pairs \( \langle X_1, I_1 \rangle, \langle X_2, I_2 \rangle \) that have the TEP and satisfy \( M(X_1, I_1) \cong M(X_2, I_2) \).

We conjecture that if \( \langle X_1, I_1 \rangle \) have the TEP and \( M(X_1, I_1) \cong M(X_2, I_2) \), then for some \( i \neq j \), \( X_i \) and \( X_j \) are homeomorphic.

(3) In both [K] and this work, it remains unsettled whether \( M(X, I) \) determines \( I \).

**Question.** Suppose that \( \langle X_i, I_i \rangle \) have the TEP and \( I_i \) has either no maximum or no minimum, \( i = 1, 2 \), and suppose further that \( M(X_1, I_1) \cong M(X_2, I_2) \). Does it follow that \( I_1 \cong I_2 \)?

**Observation.** The answer of the above question is positive, if \( X_1 \) has a maximum. It is easy to see that for every \( f \in M(X, I) \) the ideal \( P_f \equiv \{ g \mid g \leq f \} \) is prime iff \( X \) has a maximum, and \( f \) is a constant function. Suppose \( X_i \) has a maximum and \( M(X_2, I_2) \cong M(X_1, I_1) \), hence \( X_2 \) has a maximum. Clearly, \( f \in M(X_1, I_1) \) is constant iff \( \varphi(f) \) is. Hence \( I_1 \cong I_2 \).
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