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Abstract. If the geometry of the data in the obstacle problem and the capacitory potential problem is starshaped then so are the solutions. The proofs are based on appropriate maximum principles.

Introduction. Consider the one-dimensional obstacle problem: Find a function \( u \in H^1_0([a,b]), u(x) > \psi(x) \) on \([a,b], u''(x) = 0 \) if \( u(x) > \psi(x) \), where \( \psi: [a,b] \to \mathbb{R} \) is a given "obstacle" with the properties \( \psi(a) < 0, \psi(b) < 0 \) and \( \psi'' < 0 \), i.e. \( \psi \) is strictly concave. Obviously the solution \( u \) has the following geometrical properties:

(i) \( u \) is concave,

(ii) The coincidence set \( I := \{ x \in [a,b] | u(x) = \psi(x) \} \) is an interval.

(iii) The level sets \( \Omega_c := \{ x \in [a,b] | u(x) > c \} \) are intervals.

Not all of these properties are inherited to higher dimensions. In fact property (i) already fails for two dimensions. In order to extend (ii) and (iii) to more than one dimension we have to find out which property of an interval is inherited to higher dimensions. Intervals enjoy many properties; they are, for example, convex, starshaped and simply connected.

If we replace the word "interval" by "simply connected domain", then property (ii) extends to two dimensions \([7, p. 173 ff] \). In general, however, the coincidence set is neither starshaped nor convex as was pointed out by D. Kinderlehrer \([6, p. 14] \).

In this paper the word "interval" is replaced by "starshaped domain" and then property (iii) remains valid for arbitrary dimensions.

1. The obstacle problem. Let \( \Omega \subset \mathbb{R}^d \) be a bounded open set with smooth boundary \( \partial \Omega \). Let \( \psi: \overline{\Omega} \to \mathbb{R} \) be an "obstacle" satisfying

\[
\psi \in C^{1,1}(\Omega), \quad \max_{\Omega} \psi = \psi_{\text{max}} > 0, \quad \psi|_{\partial \Omega} < 0 \quad \text{and} \quad (x - x^0) \nabla \psi(x) < 0 \quad \text{for fixed } x^0 \in \Omega \text{ and any } x \in \overline{\Omega} \setminus \{x^0\}.
\]

The last property is satisfied if \( \psi \) is concave and has a maximum in \( x^0 \), or if the level sets \( \Omega_c := \{ x \in \Omega | \psi(x) > c \} \) of \( \psi \) are starshaped with respect to \( x^0 \).
Let $K := \{ v \in H^1_0(\Omega) \mid u \geq \psi \text{ in } \Omega \}$, let $f(x, u) \in C^{1,\alpha}(\overline{\Omega} \times [0, \psi_{\text{max}}])$ with
\begin{align}
(2) \quad f(x, 0) = 0, \quad f(x, u) \geq 0, \quad f_u(x, u) \geq 0, \quad (x - x^0) \nabla_x f(x, u) \geq 0 \quad \text{on } \overline{\Omega} \times [0, \psi_{\text{max}}],
\end{align}
and let $u \in K$ be the solution of the variational inequality
\begin{align}
(3) \quad \int_{\Omega} \{ \nabla u(\nabla v - \nabla u) + f(x, u)(v - u) \} \, dx \geq 0 \quad \text{for all } v \in K.
\end{align}

It is well known that a unique solution $u \in C^1(\Omega) \cap H^{2,\alpha}(\Omega)$ with $s < \infty$ exists [2, p. 17; 6, p. 108].

**Theorem 1.** If $\Omega$ is starshaped with respect to $x^0$ and if the functions $\psi$ and $f$ satisfy conditions (1) and (2), then the level sets of the solution $u(x)$ to the variational inequality (3) are starshaped with respect to $x^0$. In particular, $u$ has only one critical point $x^0$.

**Proof.** Formally, $u$ satisfies the equations
\begin{align}
\Delta u = f(x, u) \quad \text{in the noncoincidence set } \Omega \setminus I, \quad \text{and} \\
 u = \psi \quad \text{in the coincidence set } I.
\end{align}
The maximum principle [5, p. 206f] implies $0 \leq u(x) \leq \psi_{\text{max}}$ in $\Omega$. Due to the starshapedness of the domain $\Omega$ the function $(x - x^0) \nabla u(x)$ is nonpositive on $\partial \Omega$. Furthermore, $(x - x^0) \nabla u(x) = (x - x^0) \nabla \psi(x) < 0$ on $I \setminus \{x^0\}$ because of (1), so that $(x - x^0) \nabla u(x) < 0$ on $\partial(\Omega \setminus I)$. Since $u \in C^{3,\alpha}(\Omega \setminus I)$ we may compute the Laplacian of $(x - x^0) \nabla u(x)$ in $\Omega \setminus I$ and obtain
\begin{align}
\text{div} \, \text{grad} \{ (x - x^0) \nabla u(x) \} = (x - x^0) \nabla (\Delta u(x)) + 2 \Delta u(x) \quad \text{in } \Omega \setminus I.
\end{align}
Assumption (2) now implies
\begin{align}
-\Delta \{ (x - x^0) \nabla u(x) \} + f_u(x, u) \{ (x - x^0) \nabla u(x) \} \leq 0 \quad \text{in } \Omega \setminus I,
\end{align}
so that by the strong maximum principle [5, p. 34] $(x - x^0) \nabla u(x) < 0$ in $\Omega \setminus \{x^0\}$.

**Remark 1.** It seems to be an open problem, whether a similar statement holds for convex domains $\Omega$ and concave obstacles $\psi$, namely that the level sets of $u$ are convex.

2. The capacitory potential problem. Let $\Omega_1$ and $\Omega_0$ be bounded open subsets of $\mathbb{R}^n$ with smooth boundaries $\Gamma_1$ and $\Gamma_0$ respectively. Let $\Omega_1 \subset \Omega_0$. Denote $\Omega_0 \setminus \overline{\Omega}_1$ by $\Omega$ and suppose that $u \in C^2(\Omega)$ is a solution to the capacitory potential problem
\begin{align}
\Delta u(x) = f(x, u) \quad \text{in } \Omega, \\
u(x) = 1 \quad \text{on } \Gamma_1, \\
u(x) = 0 \quad \text{on } \Gamma_0,
\end{align}
where $f(x, u) \in C^{1,\alpha}(\overline{\Omega} \times [0, 1])$ satisfies
\begin{align}
(2') \quad f(x, 0) = 0, \quad f(x, u) \geq 0, \quad f_u(x, u) \geq 0, \quad (x - x^0) \nabla_x f(x, u) \geq 0 \quad \text{on } \overline{\Omega} \times [0, 1].
\end{align}
Observe that (2) and (2') differ only in the admissible interval for the variable $u$. 
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Theorem 2. If $\Omega_1$ and $\Omega_0$ are starshaped with respect to $x^0 \in \Omega_1$, and if $f$ satisfies condition (2'), then the level sets of the solution $u(x)$ to the capacitory potential problem (4) are starshaped with respect to $x^0$.

For the proof we use the same arguments as in Theorem 1 and show that $(x - x^0) \nabla u(x) < 0$ in $\Omega$.

Remark 2. The resemblance between Theorems 1 and 2 is not surprising. If $\psi$ is defined as the characteristic function of $\Omega_1$ on $\Omega_0$, then the solution of the capacitory potential problem can be interpreted as a solution to an obstacle problem on $\Omega_0$ with irregular obstacle.

Remark 3. The question of convex level lines for convex $\Omega_0$ and $\Omega_1$ has been investigated in [8, p. 203; 1; 3; 4, p. 553]. We want to sketch a new proof for the result of L. Caffarelli and J. Spruck, which does not require the analyticity of $u$ and which uses the structure of $f$ in a more transparent way.

Theorem 3. If $\Omega_0$ and $\Omega_1$ are convex and if $u \in C^{2, \alpha}(\Omega)$ is a solution to the capacitory potential problem,

$$
\Delta u(x) = f(u) \quad \text{in } \Omega,
$$
$$
u(x) = 1 \quad \text{on } \Gamma_1,
$$
$$
u(x) = 0 \quad \text{on } \Gamma_0,$n

where $f(u) \in C^{1, \alpha}([0, 1])$ satisfies

$$ (2^*) \quad f(0) = 0, \quad f(u) \geq 0, \quad f_u(u) > 0 \quad \text{on } [0, 1], $$

then the level sets of $u$ are all convex.

The proof makes use of the fact that a continuous function $u: \Omega_0 \to \mathbb{R}$ defined on a convex domain $\Omega_0$ has convex level sets iff

$$ Q(x_1, x_2) := u((x_1 + x_2)/2) - \min\{u(x_1), u(x_2)\} \geq 0 \quad \text{in } \Omega_0 \times \Omega_0. $$

Let us extend the solution $u$ of the capacitory potential problem by the constant 1 on $\Omega_1$, then $u$ is well defined on $\Omega_0$, and suppose that the function $Q$ has a global negative minimum in $(x_1, x_2) \in \Omega_0 \times \Omega_0$. Because of Theorem 2 we can exclude that $x_1, x_2$ or $(x_1 + x_2)/2$ is not in $\Omega = \Omega_0 \setminus \Omega_1$. We now apply the following lemma.

Lemma. Let $\Omega \subset \mathbb{R}^n$ be a bounded domain, let $u \in C^{2, \alpha}(\Omega)$ and suppose

(i) There exists $x^0 \in \mathbb{R}^n$ such that $(x - x^0) \nabla u(x) < 0$ for $x^0 \neq x \in \Omega$.

(ii) If $Q$ has a global negative minimum in $(x_1, x_2) \in \Omega \times \Omega$, then $(x_1 + x_2)/2 \in \Omega$.

Then if $Q$ has a global negative minimum in $\Omega \times \Omega$, the minimum is attained in a pair $(x_1, x_2) \in \Omega \times \Omega$ for which (a)–(c) hold.

(a) $u(x_1) = u(x_2)$.

(b) The gradients of $u$ in those three points are mutually parallel and point in the same direction, i.e. $\nabla u(x_1) \parallel \nabla u((x_1 + x_2)/2) \parallel \nabla u(x_2)$, and $a = 2bc/(b + c) = \mu b + (1 - \mu)c$, where $\mu = c/(b + c)$, $a = |\nabla u((x_1 + x_2)/2)|$, $b = |\nabla u(x_1)|$ and $c = |\nabla u(x_2)|$.

(c) $(\mu/b^2) \Delta u(x_1) + ((1 - \mu)/c^2) \Delta u(x_2) \leq (1/a^2)\Delta u((x_1 + x_2)/2)$. 
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Let us mention that statements (a) and (b) remain true if the starshapedness assumption (i) is replaced by superharmonicity ($\Delta u < 0$ in $\Omega$) and that (ii) holds for convex domains $\Omega$.

In order to conclude the proof of Theorem 3 we have to observe that the Lemma and the positivity and monotonicity of $f$ imply
\[ \frac{\mu}{b^2} + \frac{1 - \mu}{c^2} \leq \frac{1}{(\mu b + (1 - \mu)c)^2}, \]
a contradiction to the convexity of the function $x^{-2}$. □

The proof of the Lemma is based on the simple observation that $Q$ can be rewritten as
\[ Q(x_1, x_2) = u((x_1 + x_2)/2) - \frac{1}{2}u(x_1) - \frac{1}{2}u(x_2) + \frac{1}{2}|u(x_1) - u(x_2)|, \]
and approximated by a sufficiently smooth function
\[ Q_\epsilon(x_1, x_2) = u((x_1 + x_2)/2) - \frac{1}{2}u(x_1) - \frac{1}{2}u(x_2) + j_\epsilon(u(x_1) - u(x_2)), \]
where $j_\epsilon(s)$ is a regularized approximation to the function $|s|/2$. If $Q$ has a negative minimum then so does $Q_\epsilon$ in $(x_1^*, x_2^*)$ and for $\epsilon \to 0$ there exists a minimizing (sub)sequence converging to some $(x_1, x_2) \in \Omega \times \Omega$.

To prove (a), we assume that $u(x_1) < u(x_2)$. Then $Q$ is $C^2,\alpha$ locally near $(x_1, x_2)$ and the gradient with respect to $x_2$ has to vanish, i.e. $u((x_1 + x_2)/2) = 0$ in contrast to (i).

To prove (b) we first compute the gradients of $Q_\epsilon$ and observe that $|j_\epsilon'| \leq 1/2$. This leads to the parallelity statement. Elimination of $j_\epsilon'$ yields the relation between $a$, $b$ and $c$.

To prove (c) we have to minimize the function
\[ C(x_1, x_2) := u((x_1 + x_2)/2) - \frac{1}{2}u(x_1) - \frac{1}{2}u(x_2) \]
under the equality constraint $u(x_1) = u(x_2)$. This can be done in a fashion similar to [1] and implies the desired inequality (c).
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