INVERSION AND REPRESENTATION FOR THE POISSON-LAGUERRE TRANSFORM
DEBORAH TEPPER HAIMO

ABSTRACT. The Poisson-Laguerre transform of a function \( \phi \) is given by

\[
(*) \quad u(n, t) = \sum_{m=0}^{\infty} g(n, m; t) \phi(m) \frac{m!}{\Gamma(m + \alpha + 1)}
\]

where \( g \), defined by

\[
g(n, m; t) = \frac{\Gamma(n + m + \alpha + 1)}{n! m!} \frac{t^{m+m}}{(1 + t)^{n+m+\alpha+1}}
\cdot {}_2F_1 \left( -n, -m; -n - m - \alpha; 1 - \frac{1}{t^2} \right),
\]

is the associated function of the source solution \( g(n; t) = g(n,0; t) \) of the Laguerre difference heat equation

\[
\nabla_n u(n, t) = u_t(n, t),
\]

with

\[
\nabla_n f(n) = (n + 1)f(n + 1) - (2n + 1 + \alpha)f(n) + (n + \alpha)f(n - 1).
\]

A simple algorithm for the inversion of the transform (*) is derived. For \( m = 0 \), the transform (*) is basically a power series so that the inversion algorithm leads to a useful identity involving binomial coefficients. In addition, a subclass of functions is characterized that is representable by a Poisson-Laguerre transform (*).

1. Introduction. The Laguerre difference heat equation is given by

\[
(1.1) \quad \nabla_n u(n, t) = \frac{\partial}{\partial t} u(n, t),
\]

where we define the Laguerre difference operator \( \nabla_n \) by

\[
(1.2) \quad \nabla_n f(n) = (n + 1)f(n + 1) - (2n + 1 + \alpha)f(n) + (n + \alpha)f(n - 1), \quad \alpha \geq 0.
\]

The fundamental solution of equation (1.1) is the function

\[
(1.3) \quad g(n; t) = \int_{0}^{\infty} e^{-tx} L_n^\alpha(x) d\Omega(x), \quad d\Omega(x) = e^{-x} x^\alpha dx, \quad t > -1,
\]

where \( L_n^\alpha(x) \) is the Laguerre polynomial of degree \( n \). See [4, (7), p. 188].
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The associated function of \( g(n; t) \) is given by
\[
g(n, m; t) = \int_0^\infty e^{-tx} L_n^\alpha(x) L_m^\alpha(x) d\Omega(x), \quad t > -1, 
\]
\[
= \frac{\Gamma(n + m + \alpha + 1)}{n!m!} \frac{t^{n+m}}{(1+t)^{n+m+\alpha+1}} \cdot {}_2F_1 \left( -n, -m; -n - m - \alpha; 1 - \frac{1}{t^2} \right). 
\]  
See [2, (2.28), p. 201].

The Poisson-Laguerre transform of a function \( \varphi \) defined for \( n = 0, 1, 2, \ldots \) is
\[
u(n, t) = \sum_{m=0}^{\infty} g(n, m; t) \varphi(m) \rho(m) 
\]
whenever the series converges, as given in Definition 2.13 of [2, p. 201].

Our goal is to derive a simple algorithm for the inversion of the Poisson-Laguerre transform (1.5). Since the reduced Poisson-Laguerre transform, obtained when \( n = 0 \) in (1.5), is basically a power series, the algorithm leads to a useful identity involving binomial coefficients. In addition, we characterize a subclass of functions representable by a Poisson-Laguerre transform.

The results provide a discrete analogue, in part, of those for the corresponding transforms for the classical heat equation [6, 7], for the generalized heat equation [1, 3], and of the Laguerre differential heat equation [5].

2. Preliminary results. Let \( T \) be the set \( \{-1, 0, 1, \ldots\} \times \{-\infty < t < \infty\} \) of vertical lines in the plane and let \( S \) be a subset of \( T \). A point \( P = (n, t) \in S \) is an inner point of \( S \) if there is a neighborhood \( N \) of \( t \) such that \( \{(n, t) \mid t \in N\} \subset S \) and if the points \( (n - 1, t), (n + 1, t) \in S \). \( S \) is a domain if its vertical segments are connected open sets and if each of its vertical segments, except the end segments, has an inner point. A function \( u(n, t) \) in a domain \( S \) of \( T \) is a Laguerre temperature if and only if \( u(n, t) \in C^1 \) as a function of \( t \) and \( u(n, t) \) satisfies the Laguerre difference heat equation (1.1) for every inner point of \( S \).

In [2] we established that a convergent Poisson-Laguerre transform (1.5) is a Laguerre temperature \( u(n, t) \) with initial temperature \( u(n, 0^+) = \varphi(n) \). We note, then, that the reduced Poisson-Laguerre transform \( u(0, t) \) may be interpreted as a Laguerre temperature at \( n = 0 \) \( t \) seconds after the initial Laguerre temperature is \( \varphi(n) \). We will exploit this approach in deriving an inversion algorithm. To this end, we need the following series representation for the associated source solution.

**Lemma.** For \( t > -1 \),
\[
g(n, m; t) = \sum_{k=0}^{m} \frac{\Gamma(m + \alpha + 1)}{k!(m-k)!\Gamma(k + \alpha + 1)} \left( \frac{\partial}{\partial t} \right)^k g(n; t).
\]
PROOF. We have, using the definition of the Laguerre polynomial,
\[ g(n, m; t) = \int_0^\infty e^{-tx} L_n^\alpha(x) L_m^\alpha(x) d\Omega(x) \]
\[ = \int_0^\infty e^{-tx} L_n^\alpha(x) d\Omega(x) \sum_{k=0}^m \frac{\Gamma(m + \alpha + 1)(-x)^k}{k!\Gamma(k + \alpha + 1)(m - k)!} \]
\[ = \sum_{k=0}^m \frac{\Gamma(m + \alpha + 1)}{k!\Gamma(k + \alpha + 1)(m - k)!} \int_0^\infty (-x)^k e^{-tx} L_n^\alpha(x) d\Omega(x) \]
\[ = \sum_{k=0}^m \frac{\Gamma(m + \alpha + 1)}{k!\Gamma(k + \alpha + 1)(m - k)!} \left( \frac{\partial}{\partial t} \right)^k g(n; t), \]
where the last equation results from the validity of bringing the operator \((\partial/\partial t)^k\) under the integral sign in (1.3), \(g(n; t)\) being a Laplace transform. See [8, Theorem 5a, p. 57].

3. Inversion. We now may establish our primary inversion algorithm.

THEOREM 3.1. For given \(\alpha\), let
\[ u(n, t) = \sum_{m=0}^\infty g(n, m; t)\varphi(m)\rho(m) \]
converge for \(0 < t < \sigma\). Then
\[ \varphi(n) = \lim_{t \to 0^+} \sum_{k=0}^n \frac{\Gamma(n + \alpha + 1)}{k!(n - k)!\Gamma(k + \alpha + 1)} u^{(k)}(0, t). \]

PROOF. Consider
\[ u(n, t) = \sum_{m=0}^\infty g(n, m; t)\varphi(m)\rho(m) \]
\[ = \sum_{k=0}^n \frac{\Gamma(n + \alpha + 1)}{k!\Gamma(k + \alpha + 1)(n - k)!} \sum_{m=0}^\infty \varphi(m) \left( \frac{\partial}{\partial t} \right)^k g(m; t)\rho(m) \]
\[ = \sum_{k=0}^n \frac{\Gamma(n + \alpha + 1)}{k!\Gamma(k + \alpha + 1)(n - k)!} u^{(k)}(0, t), \]
where the second equation follows from (2.1) and the last from the validity of bringing the derivative \((d/dt)^k\) within the summation sign of (3.1). The result then follows on appealing to the inversion of the Poisson-Laguerre transform (3.3) as established in [2, Theorem 6.1, p. 211], whereupon \(\lim_{t \to 0^+} u(n, t) = \varphi(n)\).

Letting \(n = 0\) in (3.1), we have the inversion of the reduced Poisson-Laguerre transform given by the following.

COROLLARY 3.2. Let
\[ f(t) = \sum_{m=0}^\infty g(m; t)\varphi(m)\rho(m) \]
converge for $0 < t < \sigma$. Then

$$\varphi(n) = \lim_{t \to 0^+} \sum_{k=0}^{n} \frac{\Gamma(n+\alpha+1)}{k!(n-k)!\Gamma(k+\alpha+1)} f^{(k)}(t).$$

(3.5)

Note that using (1.3) in (3.4), we find that

$$f(t) = \frac{1}{(1+t)^{\alpha+1}} \sum_{m=0}^{\infty} \left( \frac{t}{1+t} \right)^m \varphi(m),$$

(3.6)

which gives a power series representation in $t/(1+t)$ for $(1+t)^{\alpha+1}f(t)$. The coefficients $\varphi(n)$ are then given by

$$\varphi(n) = \frac{1}{n!} \frac{d^n}{dt^n} \left( \frac{1}{(1-t)^{\alpha+1}} \right) \bigg|_{t=0}$$

$$= \sum_{k=0}^{n} \frac{1}{k!(n-k)!} \frac{\Gamma(n+\alpha+1-k)}{\Gamma(\alpha+1)} \sum_{l=0}^{k} \binom{k}{l} \frac{(k-1)!}{(l-1)!} f^{(l)}(0)$$

$$= \sum_{l=0}^{n} \frac{f^{(l)}(0)}{l!(l-1)!} \sum_{k=l}^{n} \frac{(k-1)!\Gamma(n+\alpha+1-k)}{(k-l)!(n-k)!\Gamma(\alpha+1)}.$$

(3.7)

Comparing (3.7) with (3.5), we have the following identity.

**COROLLARY 3.3.** For $l, n = 0, 1, 2, \ldots$

$$\binom{n+\alpha}{l+\alpha} = \sum_{k=l}^{n} \binom{n+\alpha-k}{\alpha} \binom{k-1}{l-1}.$$

(3.8)

Corollary 3.2 can be used to invert the Laguerre transform as in the following.

**THEOREM 3.4.** Let

$$\varphi^-(x) = \sum_{n=0}^{\infty} L_n^\alpha(x) \varphi(n) \rho(n) \text{ with } \sum_{n=0}^{\infty} |\varphi(n)| < \infty.$$

Then

$$\varphi(n) = \lim_{t \to 0^+} \sum_{k=0}^{n} \frac{\Gamma(n+\alpha+1)}{k!(n-k)!\Gamma(k+\alpha+1)} R^{(k)}(t),$$

where

$$R(t) = \int_{0}^{\infty} e^{-tu} \varphi^-(u) d\Omega(u).$$

**PROOF.** We have

$$R(t) = \int_{0}^{\infty} e^{-tu} d\Omega(u) \sum_{n=0}^{\infty} L_n^\alpha(u) \varphi(n) \rho(n)$$

$$= \sum_{n=0}^{\infty} \varphi(n) \rho(n) \int_{0}^{\infty} e^{-tu} L_n^\alpha(u) d\Omega(u)$$

$$= \sum_{n=0}^{\infty} g(n; t) \varphi(n) \rho(n),$$
where the interchange in summation and integration is justifiable. For,
\[
\left| \sum_{n=0}^{\infty} \varphi(n) \rho(n) \int_{0}^{\infty} e^{-tu} L_{n}^{\alpha}(u) d\Omega(u) \right|
\]
\[
\leq \frac{1}{\Gamma(\alpha + 1)} \sum_{n=0}^{\infty} |\varphi(n)| \int_{0}^{\infty} e^{-tu} e^{u/2} d\Omega(u) < \infty,
\]
where we have used the well-known inequality
\[
|L_{n}^{\alpha}(x)| \leq \frac{e^{x/2}}{\rho(n) \Gamma(\alpha + 1)}.
\]
See [4, (14), p. 207]. The result then follows by appealing to Corollary 3.2.

4. Examples of the inversion formula. The following examples illustrate
Theorem 3.1.

I. We have, by [2, 3, p. 202],
\[
(4.1) \quad u(n, t) = e^{-tx} L_{n}^{\alpha}(x) = \sum_{m=0}^{\infty} g(n, m; t) L_{m}^{\alpha}(x) \rho(m).
\]
It follows that
\[
\lim_{t \to 0^{+}} \sum_{k=0}^{n} \frac{\Gamma(n + \alpha + 1)}{k!(n - k)! \Gamma(k + \alpha + 1)} \frac{\partial^{k}}{\partial t^{k}} (e^{-tx})
\]
\[
= \lim_{t \to 0^{+}} \sum_{k=0}^{n} \frac{(-1)^{k} \Gamma(n + \alpha + 1)}{k!(n - k)! \Gamma(k + \alpha + 1)} e^{-tx} x^{k}
\]
\[
= L_{n}^{\alpha}(x),
\]
as predicted by the theorem.

II. Let
\[
(4.3) \quad u(n, t) = \frac{t^{n}}{(1 + t)^{n+\alpha+1}} e^{-tx/(1+t)} L_{n}^{\alpha} \left( \frac{x}{t(1+t)} \right)
\]
\[
= \sum_{m=0}^{\infty} g(n, m; t) \frac{(-x)^{m}}{m!} \rho(m),
\]
where in [2, 4, p. 202] \( \phi(m) \) should be given as \((-x)^{m}/m!\). Then we have
\[
\lim_{t \to 0^{+}} \sum_{k=0}^{n} \frac{\Gamma(n + \alpha + 1)}{k!(n - k)! \Gamma(k + \alpha + 1)} \frac{\partial^{k}}{\partial t^{k}} \left( \frac{1}{(1 + t)^{\alpha+1}} e^{-tx/(1+t)} \right)
\]
\[
= \sum_{k=0}^{n} \frac{\Gamma(n + \alpha + 1)(-1)^{k}}{k!(n - k)! \Gamma(k + \alpha + 1)} \sum_{l=0}^{k} \frac{\Gamma(k + \alpha + 1)}{\Gamma(l + \alpha + 1)} \binom{k}{l} x^{l}
\]
\[
= \sum_{l=0}^{n} \frac{\Gamma(n + \alpha + 1)x^{l}}{l!(n - l)! \Gamma(l + \alpha + 1)} \sum_{k=l}^{n} \frac{(n - l)!(-1)^{k}}{(k - l)!} \binom{n - k}{l} \rho(k - l)
\]
\[
= (-x)^{n}/n!,
\]
the desired inversion.
III. Let

\[ u(n, t) = \frac{1}{(1 - x)^{\alpha + 1}} g \left( n; t + \frac{x}{1 - x} \right) = \sum_{m=0}^{\infty} g(n, m; t)x^m. \]

See [2, 5., p. 202]. Then we find that

\[
\lim_{t \to 0^+} \sum_{k=0}^{n} \frac{\Gamma(n + \alpha + 1)}{k!(n-k)!\Gamma(k + \alpha + 1)} \frac{\partial^k}{\partial t^k} \left[ \frac{1}{(1 - x)^{\alpha + 1}} g \left( 0; t + \frac{x}{1 - x} \right) \right]
\]

\[ = \lim_{t \to 0^+} \sum_{k=0}^{n} \frac{\Gamma(n + \alpha + 1)}{k!(n-k)!\Gamma(k + \alpha + 1)} (-1)^k \Gamma(k + \alpha + 1)(1 - x)^k \]

\[ = \frac{x^n}{\rho(n)}, \]

as expected.

Theorem 3.4 may be illustrated by the following example.

Let

\[ \varphi(x) = e^{-tx} = \sum_{n=0}^{\infty} g(n; t)L_n^\alpha(x)\rho(n). \]

See [2, 3., p. 202 with n = 0]. Then

\[ R(s) = \int_0^\infty e^{-tx}e^{-sx} d\Omega(x) = \frac{\Gamma(\alpha + 1)}{(s + t)^{\alpha + 1}} \]

and

\[ R^{(k)}(0) = (-1)^k \Gamma(k + \alpha + 1)/(t + 1)^{k+\alpha+1}. \]

It follows that

\[ \lim_{s \to 0^+} \sum_{k=0}^{n} \frac{\Gamma(n + \alpha + 1)}{k!(n-k)!\Gamma(k + \alpha + 1)} R^{(k)}(s) = \sum_{k=0}^{n} \frac{(-1)^k \Gamma(n + \alpha + 1)}{k!(n-k)!\Gamma(k + \alpha + 1)} \]

\[ = \frac{\Gamma(n + \alpha + 1)}{n!(t + 1)^{\alpha + 1}} \sum_{k=0}^{n} \binom{n}{k} \left( -\frac{1}{t + 1} \right)^k \]

\[ = \frac{\Gamma(n + \alpha + 1)}{n!(t + 1)^{\alpha + 1}} L_n^\alpha(t + 1)^{\alpha + 1} \]

\[ = g(n; t), \]

as the theorem stated.

5. Representation. We now establish a representation theorem for the Poisson-Laguerre transform.

**Theorem 5.1.** A necessary and sufficient condition that

\[ u(n, t) = \sum_{m=0}^{\infty} g(n, m; t)\varphi(m)\rho(m); \quad 0 < t < \sigma, \]

with \( \varphi(m) \geq 0 \), and, for some \( t_0 > 0 \),

\[ \sum_{m=0}^{\infty} u(m, t_0) < \infty, \]
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is that

\[ u(n, t) = \int_0^\infty e^{-tx} L_n^\alpha(x) \varphi(x) \, d\Omega(x), \]

where

\[ \varphi(x) = \sum_{m=0}^\infty L_m^\alpha(x) \varphi(m) \rho(m) \]

and

\[ \sum_{m=0}^\infty \varphi(m) < \infty. \]

**Proof.** Suppose, that for \( \varphi(m) \geq 0, \)

\[ u(n, t) = \sum_{m=0}^\infty g(n, m; t) \varphi(m) \rho(m) \]

with (5.2) holding. Then, since, by [2, (4.4), p. 205],

\[ \sum_{m=0}^\infty g(n, m; t) = \frac{1}{\rho(n)}, \]

we have

\[ \sum_{n=0}^\infty u(n, t_0) = \sum_{n=0}^\infty \sum_{m=0}^\infty g(n, m; t_0) \varphi(m) \rho(m) \]

\[ = \sum_{m=0}^\infty \varphi(m) < \infty. \]

It follows that the series

\[ \sum_{m=0}^\infty L_m^\alpha(x) \varphi(m) \rho(m) \]

converges absolutely and defines a function \( \varphi(x). \) Now consider

\[ \int_0^\infty e^{-tx} L_n^\alpha(x) \varphi(x) \, d\Omega(x) \]

\[ = \int_0^\infty e^{-tx} L_n^\alpha(x) \, d\Omega(x) \sum_{m=0}^\infty L_m^\alpha(x) \varphi(m) \rho(m) \]

\[ = \sum_{m=0}^\infty \varphi(m) \rho(m) \int_0^\infty e^{-tx} L_n^\alpha(x) L_m^\alpha(x) \, d\Omega(x) \]

\[ = \sum_{m=0}^\infty g(n, m; t) \varphi(m) \rho(m) = u(n, t), \]
where the interchange in summation and integration is valid. For, appealing to (3.9), and taking note of (5.8), we have

$$
\left| \sum_{m=0}^{\infty} \varphi(m)\rho(m) \int_{0}^{\infty} e^{-tx} L_{n}^{\alpha}(x) L_{m}^{\alpha}(x) \, d\Omega(x) \right| \\
\leq \sum_{m=0}^{\infty} \varphi(m) \int_{0}^{\infty} \frac{e^{-tx} x^\alpha}{\rho(n)[\Gamma(\alpha + 1)]^2} \, dx < \infty.
$$

The necessity of the conditions is thus established.

To prove sufficiency assume that

(5.11) \[ u(n, t) = \int_{0}^{\infty} e^{-tx} L_{n}^{\alpha}(x) \varphi(x) \, d\Omega(x) \]

with (5.4) and (5.5) holding. An appeal to (5.8) yields (5.2). Moreover, applying to (5.1) the calculation of (5.10), we obtain the desired representation (5.1) and the theorem is proved.

6. Examples of the representation theorem. We may illustrate Theorem 5.1 by taking

(6.1) \[ \varphi(m) = g(m; a), \]

a nonnegative function. Then, by [2, (4.16), p. 207, with \( m = 0, \ t_1 = a, \ t_2 = t \)], we have

(6.2) \[ u(n, t) = \sum_{m=0}^{\infty} g(n, m; t) g(m; a) \rho(m) = g(n; t + a) \]

where, by [2, (4.4), p. 205, with \( n = 0 \)],

(6.3) \[ \sum_{n=0}^{\infty} g(n; t + a) = \Gamma(\alpha + 1). \]

Thus (5.2) holds for all \( t \). Further, we have

(6.4) \[ g(n; t + a) = \int_{0}^{\infty} e^{-(t+a)x} L_{n}^{\alpha}(x) \, d\Omega(x) \]

with

(6.5) \[ \sum_{m=0}^{\infty} g(m; a) = \Gamma(\alpha + 1). \]

Also (5.4) holds since, by [2, (2.30), p. 201, with \( m = 0, \ t = a \)], we have \( \varphi(x) = e^{-ax} \).

Since we know, by [2, Theorem 10.1, p. 223], that \( u(n, t) \) is representable by a Poisson-Laguerre transform of a nonnegative function \( \varphi \) if and only if \( u(n, t) \) is a nonnegative Laguerre temperature, Theorem 5.1 deals with a subclass of the nonnegative Laguerre temperatures. We note, for example, that, for

(6.6) \[ \varphi(m) = m/\rho(m), \]
we have, using [2, 2., p. 202],

\[(6.7) \quad u(n, t) = \sum_{m=0}^{\infty} \frac{mg(n, m; t)}{\rho(n)} = \frac{n + t(\alpha + 1)}{\rho(n)}.
\]

Condition (5.2) fails for any \( t \). Thus although \( u(n, t) \) has a Poisson-Laguerre representation (5.1), it fails to have the representation (5.3), as the hypotheses of the theorem are not satisfied.
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