ON NONLINEAR EVOLUTION OPERATORS ASSOCIATED WITH SOME NONLINEAR DISPERSIVE EQUATIONS

SHINNOSUKE OHARU¹ AND TADAYASU TAKAHASHI

ABSTRACT. The initial-boundary value problem for a nonlinear dispersive system with time-dependent boundary condition is discussed in the Sobolev space $H^1$ from the point of view of the theory of nonlinear evolution operators. A notion of weak solution to the problem is introduced and the associated family of solution operators is constructed in such a way that it gives rise to a nonlinear evolution operator with time-dependent domain. Various qualitative properties as well as regularity of the weak solutions are investigated through those of the constructed evolution operator.

Introduction. This paper is concerned with the initial-boundary value problem for the nonlinear dispersive equation

\begin{align}
(1) & \quad u_t + (\phi(u))_x - u_{xxt} = 0, \quad 0 < t < T, \quad 0 < x < 1, \\
(2) & \quad u(0, x) = u_0(x), \quad 0 \leq x \leq 1, \\
(3) & \quad u(t, 0) = h_0(t), \quad u(t, 1) = h_1(t), \quad 0 \leq t \leq T,
\end{align}

where $T > 0$, $h_i$, $i = 0, 1$, are given functions of class $C^1[0, T]$; $\phi$ is a nonlinear function of class $C^1(\mathbb{R})$ satisfying $\phi(0) = 0$ and the growth condition

\[ \limsup_{|\xi| \to \infty} |\phi(\xi)|/|\xi|^2 < \infty; \]

and the initial function $u_0$ is supposed to satisfy the compatibility condition $u_0(0) = h_0(0)$, $u_0(1) = h_1(0)$. Equation (1) is regarded as a mathematical model for long waves of small amplitude. A precise exposition on the derivation of equation (1) was given in [1] for the particular case $\phi(\xi) = \xi + \xi^2/2$, and so far various problems related to (1) have been treated in [2,3,6,9]. In particular, the work of Showalter [10] contains a more general treatment of nonlinear dispersive systems. In the previous paper [6] we indicated that an operator-theoretic approach was efficient for the case in which (3) is replaced by the periodic boundary condition: $u(t, 0) = u(t, 1), \quad 0 \leq t \leq T$, and that the problem was minutely investigated in terms of nonlinear semigroup theory. Here we put the growth condition (4) on the nonlinear function $\phi$ and discuss the global solvability as well as various qualitative properties of solutions of (1) under the nonperiodic boundary condition (3). It is fairly easy to see that the problem (1)–(3) has a local (weak) solution even if condition (4) is not assumed. However, we do not know at this moment whether or not the problem
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admits a solution on all of the given interval \([0, T]\) without restrictions on \(\phi\) such as (4).

In this note we convert under condition (4) the problem (1)–(3) into the Cauchy problem for a time-dependent evolution equation of the form
\[
(5) \quad u'(t) = A(t)u(t), \quad 0 < t < T,
\]
in the Sobolev space \(H^1(0, 1)\) and apply a recent result [7] on time-dependent nonlinear evolution equations to obtain a nonlinear evolution operator \(\mathcal{U}\) in \(H^1(0, 1)\) which provides \(C^1\)-solutions of (5).

For each \(t \in [0, T]\) we define a closed convex subset \(K(t)\) of \(H^1(0, 1)\) by
\[
(6) \quad K(t) = \{ v \in H^1(0, 1) : v(0) = h_0(t), v(1) = h_1(t) \}.
\]
We shall show (in Theorem 3.1) that the evolution operator \(\mathcal{U}\) is obtained as a family of nonlinear operators \(\{U(t, s) : 0 \leq s \leq t \leq T\}\) in \(H^1(0, 1)\) with the properties:

(E1) For \(r, s, t \in [0, T]\) with \(r < s < t\), the operator \(U(t, s)\) maps \(K(s)\) into \(K(t)\), \(U(s, s) = I\) on \(K(s)\), and \(U(t, s)U(s, r) = U(t, r)\) on \(K(r)\).

(E2) For \(s \in [0, T]\) and \(z \in K(s)\), the \(H^1(0, 1)\)-valued function \(U(\cdot, s)z\) is continuously differentiable on \([s, T]\) and satisfies equation (5) on \([s, T]\). Hence \(u(t) \equiv U(t, 0)u_0\) gives a \(C^1\)-solution of (5) satisfying
\[
(7) \quad u(0) = u_0 \in K(0).
\]

Following [7], the evolution operator \(\mathcal{U}\) is said to be constrained in the family \(\mathcal{F} = \{K(t) : t \in [0, T]\}\) and is understood to be defined on a noncylindrical domain \(\bigcup_{0 \leq s \leq T} \{s\} \times K(s)\) since \(K(s) \cap K(t) = \emptyset\) if \(h_s(s) \neq h_t(t)\). Various properties of the solutions of (1)–(3) are obtained through those of \(\mathcal{U}\).

1. The evolution equation in \(H^1(0, 1)\). In this section we derive an evolution equation (5) that is equivalent in \(H^1(0, 1)\) to the equation (1) with the boundary condition (3).

We begin by introducing some necessary spaces and operators. For each nonnegative integer \(k\), \(H^k\) denotes the Sobolev space \(H^k(0, 1)\) with inner product \((\cdot, \cdot)_k\) and norm \(|\cdot|_k\). In particular, \(H^0\) is the Lebesgue space \(L^2 = L^2(0, 1)\). The following closed subspace of \(H^1\) plays an important role:

\[
H_0^1 = \{ v \in H^1 : v(0) = v(1) = 0 \}.
\]
We shall use the fact that any element \(v\) in \(H^1\) can be identified with an absolutely continuous function on \([0, 1]\) and satisfies \(\sup_x |v(x)| \leq 3|v|_1\).

By \(D\) we denote the differential operator \(d/dx\) in \(L^2\) with domain \(H^1\). The operator \(D\) is skew-symmetric in the sense that
\[
(1.1) \quad (Dv, w)_0 = -(v, Dw)_0
\]
holds for \([v, w] \in H^1 \times H_0^1\). In order to treat the nonlinear term on equation (1) we employ the composition operator \(\Phi\) defined by \([\Phi v](x) = \phi(v(x))\) for \(x \in [0, 1]\) and \(v \in H^1\). The operator \(\Phi\) maps \(H^1\) into itself and is locally Lipschitz continuous with respect to the \(L^2\)-norm in the sense that
\[
(1.2) \quad |\Phi v_1 - \Phi v_2|_0 \leq M_r |v_1 - v_2|_0
\]
for \(v_i \in H^1\) with \(|v_i|_1 \leq r\), \(i = 1, 2\) and \(r > 0\), where
\[
(1.3) \quad M_r = \sup_{t} |\phi'(\xi)| : |\xi| \leq 3r, \quad r > 0.
\]
Finally, in addition to the sets $K(t), t \in [0, T]$, we define $K'(t) \equiv \{ w \in H^2 : w(0) = h'_0(t), w(1) = h'_1(t) \}$ for $t \in [0, T]$. In view of (3) the set $K(0)$ is understood to be the class of initial data.

We now give a notion of (weak) solution of (1)–(3). A function $u(t, x)$ on $[0, T] \times [0, 1]$ is said to be a (weak) solution of (1)–(3) if the mapping $t \rightarrow u(t) \equiv u(t, \cdot)$, viewed as an $H^1$-valued function on $[0, T]$, satisfies $u(0) = u_0$, $u(t) \in K(t)$ for $t \in [0, T]$, $u(\cdot) \in C^1([0, T]; H^1)$ and

$$
(1.4) \quad (u'(t), w)_1 + (D\phi u(t), w)_0 = 0 \quad \text{for } t \in (0, T) \text{ and } w \in H^1_0,
$$

where $u'(t)$ stands for the strong derivative in $H^1$ of $u(t)$. Equation (1.4) is a generalized form of Equation (1) and this observation leads us to

**Definition 1.1.** For each $t \in [0, T]$ we define an operator $A(t)$ by setting $w = A(t)v$ if $v \in K(t)$ and $w$ is a solution of the boundary value problem

$$
(1.5) \quad w'' - w = (\phi(v))^\prime, \quad w(0) = h'_0(t), \quad w(1) = h'_1(t).
$$

Each of $A(t)$ is well-defined as a single-valued operator from $K(t)$ into $H^2$ since (1.5) has a unique solution $w$ in $H^2$ which is represented as

$$
(1.6) \quad w(x) = h'_0(t)p(x) + h'_1(t)q(x) + \int_0^1 K(x, \xi)\phi(v(\xi)) d\xi,
$$

where $x, \xi \in [0, 1],

\begin{align*}
    p(x) &= \frac{(e^{2-x} - e^x)}{(e^2 - 1)}, \quad q(x) = \frac{(e^{1+x} - e^{1-x})}{(e^2 - 1)}, \\
    K(x, \xi) &= \frac{-e^{x+\xi} - \text{sgn}(x-\xi)e^{x-\xi} + e^{2-(x+\xi)} + \text{sgn}(x-\xi)e^{2-|x-\xi|}}{2(e^2 - 1)}.
\end{align*}

Formula (1.6) gives an integral representation of the operator $A(t)$.

By means of the operators defined above, the problem (1)–(3) is reduced to the Cauchy problem (5), (7) in the following sense:

**Proposition 1.2.** An $H^1$-valued function $u(\cdot)$ on $[0, T]$ is a $C^1$-solution of (5) iff $u(0) = u_0, u(\cdot) \in C^1([0, T]; H^1)$, $u(t) \in K(t)$, $u'(t) \in K'(t)$ for $t \in [0, T]$, and (1.4) holds for $t \in (0, T)$ and $w \in H^1_0$.

2. Properties of the operators $A(t)$. We begin by defining an $H^1$-valued function $g(\cdot)$ on $[0, T]$ by

$$
[g(t)](x) = h'_0(t)p(x) + h'_1(t)q(x) \quad \text{for } t \in [0, T] \text{ and } x \in [0, 1].
$$

As is easily seen, $g(\cdot) \in C^1([0, T]; H^1)$ and $[g'(t)](x) = h'_0(t)p(x) + h'_1(t)q(x)$ for $t \in [0, T]$ and $x \in [0, 1]$. Now the operators $A(t), t \in [0, T]$, have two remarkable properties listed below.

**Lemma 2.1.** (i) $|A(s)v - A(t)w|_1 \leq |\Phi v - \Phi w|_0 + |g'(s) - g'(t)|_1$ for $s, t \in [0, T], v \in K(s)$ and $w \in K(t)$.

(ii) There are continuous functions $\alpha, \beta, \gamma : [0, T] \rightarrow [0, \infty)$ such that

$$
(A(t)v - g'(t), v - g(t))_1 \leq \alpha(t)|v - g(t)|^2 + \beta(t)|v - g(t)|_1 + \gamma(t)
$$

for $t \in [0, T]$ and $v \in K(t)$.

**Proof.** (i) Let $s, t \in [0, T], v \in K(s)$ and $w \in K(t)$. If $r \in [0, T]$ and $z \in K(r)$, then $A(r)z = D^2A(r)z - D\Phi z$ and $A(r)z - g'(r) \in H^1_0$. Also, $(I - D^2)g'(r) = 0$ for
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r ∈ [0, T]. Hence the application of (1.1) yields

\[ |A(s)v - A(t)w - g'(s) + g'(t)|^2 = (Φv - Φw, D[A(s)v - A(t)w - g'(s) + g'(t)])_0 \]
\[ \leq |Φv - Φw|_0 |D[A(s)v - A(t)w - g'(s) + g'(t)]|_0. \]

From this estimate Assertion (i) follows.

(ii) In view of the growth condition (4) one finds nonnegative numbers a, b, c such

that \(|ϕ(ξ)| \leq a|ξ|^2 + b|ξ| + c\) for ξ ∈ R. Let \(w = A(t)v\). Noting that \(w = D^2w - DΦv,\)
\(g'(t) = D^2g'(t)\) and \(v - g(t) \in H^1\), we have

\[ (w - g'(t), v - g(t))_1 = (Φv, D(v - g(t)))_0 = \int_{h_0(t)}^{h_1(t)} ϕ(ξ) \, dξ - (Φv, Dg(t))_0 \]
\[ \leq a \max_x (|Dg(t)(x)|)|v - g(t)|_0^2 + (a|D^2g(t)|_0 + b|Dg(t)|_0)|v - g(t)|_0 \]
\[ + (a|g^2(t)|_0 + b|g(t)|_0 + c)|Dg(t)|_0 + \int_{h_0(t)}^{h_1(t)} ϕ(ξ) \, dξ, \]

where \(g^2(·)\) denotes the \(H^1\)-valued function on \([0, T]\) defined by \(|g^2(t)(x)| = |g(t)(x)|^2\). Hence the desired functions \(α, β, γ\) are obtained as follows:

\[ α(t) = a \max_x |Dg(t)(x)|, \quad β(t) = a|D^2g(t)|_0 + b|Dg(t)|_0, \]
\[ γ(t) = (a|g^2(t)|_0 + b|g(t)|_0 + c)|Dg(t)|_0 + \int_{h_0(t)}^{h_1(t)} ϕ(ξ) \, dξ. \quad Q.E.D. \]

REMARK 2.2. The choice of the numbers \(a, b, c\) depends upon the nonlinearity

of \(ϕ\): If \(ϕ(ξ) = ξ^2/2 + ξ\), then \(a = 1/2, b = 1\) and \(c = 0\). If \(ϕ\) is Lipschitz continuous,

then \(a = 0, b = \text{Lip}(ϕ)\) and \(c = 0\). Further, if \(ϕ\) is bounded, then \(a = b = 0\) and

\(c = \sup |ϕ(ξ)|\). We do not know whether or not Assertion (ii) is still valid without

the growth condition (4).

REMARK 2.3. Assertion (i) of Lemma 2.1 implies the following facts:

(a) Although \(K(s) \cap K(t) = ∅\) for \(s, t ∈ [0, T]\) with \(h_i(s) ≠ h_i(t)\), the mapping

\((t, v) → A(t)v\) is continuous in the sense that \(t_n → t\) in \([0, T]\), \(v_n ∈ K(t_n)\), and

\(v_n → v ∈ K(t)\) in \(H^1\) imply \(A(t_n)v_n → A(t)v\) in \(H^1\).

(b) For each \(t ∈ [0, T]\), the operator \(A(t)\) is Lipschitz continuous on the intersec-

tion of \(K(t)\) and the closed ball \(B_r(0) = \{v ∈ H^1: |v|_1 ≤ r\}\) for each \(r > 0\).

LEMMA 2.4. Given an \(r > 0\) there exists a constant \(λ_0 = λ_0(r) > 0\) such that

for \(t ∈ [0, T]\), \(λ ∈ (0, λ_0) \cap (0, T - t)\) and \(v ∈ K(t)\) with \(|v|_1 ≤ r\) one finds an

element \(v_λ ∈ K(t + λ) + λ\) with the following properties:

(i) \(v_λ - λA(t + λ)v_λ = v + g(t + λ) - g(t) - λg'(t + λ),\)
\[ (1 - λα(t + λ)) \max\{1, |v_λ - g(t + λ)|_1\} \]
\[ \leq \max\{1, |v - g(t)|_1\} + λ(β(t + λ) + γ(t + λ)). \]

PROOF. We begin by defining a nonnegative nondecreasing function \(ρ(·)\) on

\([0, T]\) by \(ρ(ξ) = \sup\{|g'(s) - g'(t)|: s, t ∈ [0, T], |s - t| ≤ ξ\}\) for \(ξ ∈ [0, T]\). Then

\(\lim_{ξ→0} ρ(ξ) = 0\) since \(g'(·) ∈ C([0, T]; H^1)\). Let \(t ∈ [0, T], r > 0\) and let \(v \in\)
K(t) \cap B_r(0). Choose any \( \lambda_1 > 0 \) so that \( \rho(\xi) \leq 1 \) for \( \xi \in (0, \lambda_1) \), set \( R \equiv r + 2 \), and define \( \lambda_0 = \lambda_0(r) \) by

\[
(2.2) \quad \lambda_0 = \min\{\lambda_1, 1/(RM_R + \sup |g'(t)|_1)\}. 
\]

Let \( \lambda \in (0, \lambda_0) \) and set \( w = v + g(t + \lambda) - g(t) - \lambda g'(t + \lambda) \). We show that \( w \) belongs to the range \( R(I - \lambda A(t + \lambda)) \) of the operator \( I - \lambda A(t + \lambda) \). To this end we define a mapping \( \Gamma : K(t + \lambda) \cap B_R(0) \to H^1 \) by \( \Gamma z = w + \lambda A(t + \lambda)z \) for \( z \in K(t + \lambda) \cap B_R(0) \). It is easy to see that the mapping \( \Gamma \) maps \( K(t + \lambda) \) into itself. Next we see in a way similar to the proof of Lemma 2.1(i) that \( |A(s)z|_1 \leq |\Phi z|_0 + |g'(s)|_1 \) for \( s \in [0, T] \) and \( z \in K(s) \). Hence we infer from (1.2), (2.2) and the definition of \( R \) that

\[
|\Gamma z|_1 \leq |w|_1 + \lambda |A(t + \lambda)z|_1 \leq |w|_1 + \lambda |\Phi z|_0 + \lambda |g'(t + \lambda)|_1 \\
\leq r + \rho(\lambda) + \lambda_0[RM_R + \sup |g'(t)|_1] \leq R
\]

provided \( z \in K(t + \lambda) \cap B_R(0) \). Moreover Lemma 2.1(i) and (1.2) together imply that \( |\Gamma z - \Gamma \hat{z}|_1 \leq |(A(t + \lambda)v) - (A(t + \lambda)\hat{z})|_1 \leq \lambda M_R |z - \hat{z}|_0 \) for \( z, \hat{z} \in K(t + \lambda) \cap B_R(0) \). Therefore \( \Gamma \) has a unique fixed point \( v_\lambda \) in \( K(t + \lambda) \cap B_R(0) \) and

\[
v + g(t + \lambda) - g(t) - \lambda g'(t + \lambda) = w = v_\lambda - \lambda A(t + \lambda)v_\lambda,
\]

which proves Assertion (i).

To show (ii) we recall that

\[
(A(t + \lambda)v_\lambda - g'(t + \lambda), v_\lambda - g(t + \lambda))_1 \\
\leq \alpha(t + \lambda)|v_\lambda - g(t + \lambda)|^2_1 + \beta(t + \lambda)|v_\lambda - g(t + \lambda)|_1 + \gamma(t + \lambda)
\]

by Lemma 2.1 (ii). Using this relation we have

\[
|v_\lambda - g(t + \lambda)|^2_1 = |v - g(t)|_1|v_\lambda - g(t + \lambda)|_1 + \lambda |v_\lambda - g(t + \lambda)|^2_1 \\
+ \lambda \beta(t + \lambda)|v_\lambda - g(t + \lambda)|_1 + \lambda \gamma(t + \lambda),
\]

from which we obtain Assertion (ii). Q.E.D.

REMARK 2.5. Lemma 2.4 states that the operators \( A(t), t \in [0, T] \), satisfy the "tangency condition"

\[
(2.3) \quad \lim_{\lambda \to 0} \lambda^{-1}d(v, R(I - \lambda A(t + \lambda))) = 0 \quad \text{for} \ v \in K(t).
\]

However the domain \( K(t) \) of \( A(t) \) is not necessarily contained in \( R(I - \lambda A(t + \lambda)) \). In fact, suppose \( z = \lambda A(t + \lambda)z = v \) and \( A(t + \lambda)z = w \). Then \( z(0) = h_0(t + \lambda) \), \( z(1) = h_1(t + \lambda) \), \( w(0) = h_0'(t + \lambda) \) and \( w(1) = h_1'(t + \lambda) \), and hence we would have the relations \( h_i(t + \lambda) - \lambda h'_i(t + \lambda) = h_i(t), \ i = 0, 1 \). But this is not the case in general.
3. The evolution operator $\mathcal{U}$. Applying Lemmas 2.1 and 2.4, we obtain

**Theorem 3.1.** There exists a nonlinear evolution operator $\mathcal{U} = \{U(t,s) : 0 \leq s \leq t \leq T\}$ constrained in $\mathcal{F} = \{K(s) : 0 \leq s \leq T\}$ with the following properties:

(a) $U(t,s)z = z + \int_s^t A(\tau)U(\tau,s)z \, d\tau$ for $0 \leq s \leq t \leq T$ and $z \in K(s)$.

(b) $|U(t,s)z - g(t)|_1 \leq \exp(\int_s^t \alpha(\tau) \, d\tau) [\max\{1, |z - g(s)|_1\} + \int_s^t (\beta(\tau) + \gamma(\tau)) \, d\tau]$ for $0 \leq s \leq t \leq T$ and $z \in K(s)$.

(c) Let $s \in [0,T)$, $r > 0$, and let

$$R = \exp \left( \int_0^T \alpha(\tau) \, d\tau \right) \left[ r + 1 + 2 \sup |g(t)|_1 + \int_0^T (\beta(\tau) + \gamma(\tau)) \, d\tau \right].$$

Then $|U(t,s)z - U(t,s)\tilde{z}|_k \leq \exp(M_R(t-s))|z - \tilde{z}|_k$ for $z, \tilde{z} \in K(s) \cap B_r(0), t \in [s,T]$ and $k = 0,1$, where $M_R$ is defined by (1.3).

(d) For $u_0 \in K(0)$, the $H^1$-valued function $u(t) = U(t,0)u_0$ on $[0,T]$ is a unique solution of the problem (1)-(3).

**Proof.** Let $s \in [0,T)$, $r_0 > 0$ and $z \in K(s) \cap B_{r_0}(0)$. Let $r \in \mathbb{R}$ satisfy $r \geq \exp(2T \cdot \sup \alpha(t)|r_0 + 1 + 2 \sup |g(t)|_1 + T \cdot \sup (\beta(t) + \gamma(t)))$, and define $\lambda_0$ by (2.2). Let $n_0$ be such that $(T-s)/n_0 < \min\{\lambda_0, 1/2 \sup \alpha(t)\}$ and set $h_n = (T-s)/n$ and $t_j^n = s + j h_n$ for $j, n$ with $0 \leq j \leq n$ and $n \geq n_0$. Then Lemma 2.4 ensures that for each $n \geq n_0$ one finds a finite sequence $\{z_j^n\}_{j=0}^n$ in $H^1$ such that $z_0^n = z$, $z_j^n \in K(t_j^n)$,

$$z_j^n - h_n A(t_j^n)z_j^n = z_{j-1}^n + g(t_j^n) - g(t_{j-1}^n) - h_n g' (t_j^n),$$

for $1 \leq j \leq n$. Since we have an a priori estimate (3.2) as well as $|z_j^n|_1 \leq \exp(2T \cdot \sup \alpha(t)) |z_1|_1 + 1 + 2 \sup |g(t)|_1 + T \cdot \sup (\beta(t) + \gamma(t)) \leq r$, one can proceed with an induction argument to obtain the finite sequence as mentioned above. Set $e_j^n = h_n^{-1} (g(t_j^n) - g(t_{j-1}^n)) - g'(t_j^n)$. Then (3.1) can be written as

$$z_j^n - z_{j-1}^n = h_n A(t_j^n)z_j^n + e_j^n, \quad j = 1, 2, \ldots, n; \quad z_0^n = z.$$ 

The form (3.3) is regarded as an approximating discrete scheme for (5), and each $e_j^n$ is understood to be an error term at the $j$th step and is estimated as

$$|e_j^n|_1 \leq \int_0^1 |g' (\theta t_j^n + (1 - \theta) t_{j-1}^n) - g'(t_j^n)|_1 \, d\theta \leq \rho(h_n),$$

where $\rho$ is the function defined at the beginning of the proof of Lemma 2.4. Hence $\lim_{n \to \infty} \sup_{1 \leq j \leq n} |e_j^n|_1 = 0$, and the convergence theorem due to Kobayashi, Kobayashi and Oharu [7, Theorem 3.5] can be applied to conclude that there is an $H^1$-valued, continuous function $u(t; s, z)$ on $[s, T]$ and that $z_j^n$ converges to $u(t; s, z)$ as $n \to \infty$ and $t_j^n \to t \in [s, T]$. Since $z_j^n \in K(t_j^n)$ for $1 \leq j \leq n$ and $n \geq 1$, it is seen that $u(t; s, z) \in K(t)$ for $t \in [s, T]$. We now define a family $\mathcal{U}$ of operators $U(t, z), 0 \leq s \leq t \leq T$, by

$$U(t, s)z = u(t; s, z) \quad \text{for} \ t \in [0,T] \ \text{with} \ s \leq t \ \text{and} \ z \in K(s).$$
It can be shown without difficulty (see Theorem 4.1 of [7]) that the family $\mathcal{U}$ forms a nonlinear evolution operator constrained in the family $\mathfrak{K}$. In view of (3.3) and Lemma 2.1(i) we see that $u(t; s, z) = z + \int_s^t A(\tau)u(\tau; s, z)\,d\tau$ for $t \in [s, T]$, from which the first assertion (a) follows. Assertion (b) is obtained by using (3.2). Assertion (c) is deduced from (a), (b), Lemma 2.1(i) and (1.2). Assertion (d) is a consequence of (a) and Proposition 1.2. Q.E.D.

REMARK 3.2. In the above proof one can also apply a result of Pavel [11, Theorem 3.1] instead of [7, Theorem 3.5]. Let $u_0 \in K(0)$ and set $u(t, x) = [U(t, 0)u_0](x)$ for $(t, x) \in [0, T] \times [0, 1]$. Then Assertion (a) and the integral representation (1.6) together imply that $u$ satisfies the integral equation

$$u(t, x) = u_0(x) + (h_0(t) - h_0(0))p(x) + (h_1(t) - h_1(0))q(x)
+ \int_0^t \int_0^1 K(x, \xi)\phi(u(\tau, \xi))\,d\xi\,d\tau$$

for $(t, x) \in [0, T] \times [0, 1]$. From this it follows that if $u_0 \in C^2[0, 1]$, then $u$ satisfies equation (1) on all of $(0, T) \times (0, 1)$. Further regularity properties of $u$ are obtained through this integral equation (cf. [3, 6]).

REMARK 3.3. As is seen from Remark 2.5 and the proof of Theorem 3.1, it is required to employ an approximating discrete scheme (3.3) which includes “error terms”. The above evolution operator $\mathcal{U}$ gives an example of nonlinear evolution operators defined on noncylindrical domains. In comparison with the evolution operators discussed in [4, 5, 8, 10], this suggests the usefulness of the theory of evolution operators with time-dependent domains.
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