SOME ARITHMETIC PROPERTIES
OF THE MINIMAL POLYNOMIALS OF GAUSS SUMS

WAN DAQING

ABSTRACT. For the minimal polynomial \( f(x) = x^k + b_1 x^{k-1} + \cdots + b_k \) of \( \sum_{n=0}^{p-1} \exp(2\pi i n^k/p) \) over \( \mathbb{Q} \), where \( p \) is a prime \( \equiv 1 \pmod{k} \), we evaluate \( b_1, b_2 \) and prove \( p | b_1 \) \((i = 1, \ldots, k)\) but \( p^2 \nmid b_j \) \((j = 2, k)\). Also, we raise the interesting conjecture that \( p^2 \nmid b_j \) for \( k \geq j \geq 2 \).

1. Introduction. Define the Gauss sum \( G(k,p) = G(k) \) by
\[
G(k) = \sum_n \exp\left(\frac{2\pi i n^k}{p}\right),
\]
where \( k \) is a prime with \( p \equiv 1 \pmod{k} \), and \( \sum_n \) indicates that the sum on \( n \) is over an arbitrary complete residue system \( \pmod{p} \). The Gauss sums and their minimal polynomials have been extensively studied (see the survey article [1]).

For \( k = 2 \), the minimal polynomial of \( G(2) \) is
\[
f_2(x) = x^2 - \left(-1\right)^{(p-1)/2} p.
\]

For \( k = 3 \), in his monumental Disquisitiones Arithmeticae, Gauss [5] exhibited the minimal polynomial \( f_3(x) \) of \( G(3) \),
\[
f_3(x) = x^3 - 3px - pr,
\]
where \( 4p = r^2 + 27t^2, r \equiv 1 \pmod{3} \).

For \( k = 4 \), Gauss, Legendre, Lebesgue, Caley, Sylvester, Scott, Pellet, and Carey determined the minimal polynomial \( f_4(x) \) of \( G(4) \). Using the formula of \( G(4) \) in [1], we can easily obtain \( f_4(x) \),
\[
f_4(x) = x^4 - 2p \left(1 + 2 \left(\frac{2}{p}\right)\right) x^2 + 8pax + p \left(p \left(5 - 4 \left(\frac{2}{p}\right)\right) - 4a^2\right),
\]
where \( p = a^2 + b^2, a \equiv -1 \pmod{4} \).

With the increase of \( k \), the formula for \( f_k(x) \) becomes increasingly complicated. Here we only give the historical background on the topic. For \( k = 5 \), Legendre, Carey, Scott, Tanner, Carey, Clashan, and Burnside determined the minimal polynomial \( f_5(x) \) of \( G(5) \). For \( k = 6 \), the minimal polynomial of \( G(6) \) was first exhibited by Smith in 1880 with no proof. A proof was given somewhat later by Carey, also by D. H. and E. Lehmer [3] in 1984. For \( k = 8 \), the minimal polynomial of \( G(8) \) was recently obtained by R. J. Evans [4]. For \( k = 12, 16 \) and \( 24 \), the minimal polynomial \( f_k(x) \) can also be obtained by using the formulae of the corresponding Gauss sums, but they would be very troublesome.
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In this paper, along another direction we investigate arithmetic properties of the minimal polynomial \( f_k(x) \) for arbitrary \( k \). As well, we give an interesting conjecture concerning the coefficients, which might lead to new research topics on Gauss sums.

2. Main result. In this section, we prove the following divisible properties of the coefficients of the minimal polynomial \( f_k(x) \).

**THEOREM.** Let the minimal polynomial of \( G(k) \) over \( Q \) be
\[
f_k(x) = x^k + b_1x^{k-1} + \cdots + b_k.
\]
Then

1. \( b_1 = 0, b_2 = (k/2)p \) or \( (k/2)p(1 - k) \) according as \( \chi(-1) = 1 \) or not, where \( \chi \) is the multiplicative character of \( F_p^* \) with order \( k \).
2. \( p | b_i \ (i = 1, \ldots, k), \ p^2 \nmid b_j \ (j = 2, k) \).

**PROOF.** Let \( \chi \) be a multiplicative character of \( F_p^* \) with order \( k \); define
\[
G_a = G_a(k) = \sum_n \exp \left( \frac{2\pi i a^n}{p} \right), \quad a \neq 0.
\]
It is obvious that \( G_a = G_b \) if \( \chi(a) = \chi(b) \), also \( G_a \in Z[\xi_p] \), where \( \xi_p = e^{2\pi i/p} \). For given \( a, b \in F_p^* \), there exists an element \( \sigma \) of \( \text{Gal}(Q(\xi_p)/Q) \) such that \( \sigma(G_a) = G_b \). Let \( g \) be a primitive root of \( F_p^* \), then we have
\[
G_1 = G_g^k = G_{g^2k} = \cdots
\]
Thus, we have proved that any root of the minimal polynomial \( f_k(x) \) of \( G(k) = G_1 \) is among \( \{G_1, G_g, \ldots, G_{g^{k-1}} \} \).

Let \( F(x) = \prod_{i=0}^{k-1} (x - G_{g^i}) = x^k + b_1x^{k-1} + \cdots + b_k \); by Galois theory we know that \( F(x) \in Z[x] \). We now prove that \( F(x) = f_k(x) \) and \( f_k(x) \) has the desired properties.

Let \( N_s \) denote the number of solutions of congruence
\[
x_1^k + x_2^k + \cdots + x_s^k \equiv 0 \pmod{p}, \quad s \geq 1.
\]
Then
\[
H_s = \sum_{i=0}^{k-1} G_{g^i}^s = \frac{k}{p-1} \sum_{a=1}^{p-1} G_a^s
\]
\[
= \frac{k}{p-1} \sum_{x_1=0}^{p-1} \cdots \sum_{x_s=0}^{p-1} \sum_{a=1}^{p-1} \exp \left( \frac{2\pi i (x_1^k + \cdots + x_s^k)a}{p} \right)
\]
\[
= \frac{k}{p-1} \{(p-1)N_s - (p^s - N_s)\} = \frac{k}{p-1} (pN_s - p^2) \equiv 0 \pmod{p}.
\]
By Newton’s formulae, we have

\[ 0 = H_1 + b_1, \]
\[ 0 = H_2 + b_1 H_1 + 2b_2, \]
\[ 0 = H_3 + b_1 H_2 + b_2 H_1 + 3b_3, \]
\vdots
\[ 0 = H_k + b_1 H_{k-1} + \cdots + b_{k-1} H_1 + k b_k. \]

(2) and (3) together imply

\[ b_1 \equiv 0 \pmod{p}, \]
\[ b_2 \equiv 0 \pmod{p}, \]
\vdots
\[ b_k \equiv 0 \pmod{p}, \]

that is, \( p \mid b_i \ (i = 1, \ldots, k). \)

Since \( N_1 = 1, \) (2) gives \( H_1 = 0 \) and (3) gives \( b_1 = 0. \) From \( H_2 + b_1 H_1 + 2b_2 = 0, \)
and \( b_1 = 0, \) we obtain

\[ b_2 = -\frac{1}{2} H_2 = -\frac{1}{2} \frac{k}{p-1} (pN_2 - p^2), \]
\[ N_2 = N(x^k + y^k \equiv 0 \pmod{p}) \]
\[ = 1 + (p-1)(1 + x(-1) + \cdots + x^{k-1}(-1)) \]
\[ = p + (p-1)(x(-1) + \cdots + x^{k-1}(-1)), \]

(4)

\[ b_2 = -\frac{1}{2} \frac{k}{p-1} p(p-1)(x(-1) + \cdots + x^{k-1}(-1)) \]
\[ = \begin{cases} \frac{k}{2} p, & \text{if } x(-1) \neq 1, \\ \frac{k}{2} p(1-k), & \text{if } x(-1) = 1. \end{cases} \]

Next, we show \( p^2 \nmid b_k. \) From (2) and \( 0 = H_k + b_1 H_{k-1} + \cdots + b_{k-1} H_1 + k b_k, \) we deduce

\[ p^2 \nmid b_k \iff p^2 \nmid H_k \iff p \nmid N_k. \]

Now,

(5)

\[ N_k = N(x_1^k + \cdots + x_k^k \equiv 0 \pmod{p}) \]
\[ \equiv \sum_{x_1, \ldots, x_{k-1}} \sum_{i=0}^{k-1} (-x_i^k - \cdots - x_{k-1}^k)^{(p-1)i/k} \pmod{p}. \]

We notice that

\[ \sum_{x_i \mod p} x_i^{u_1} \cdots x_{k-1}^{u_{k-1}} \equiv 0 \pmod{p} \quad \text{if some } u_i < p - 1. \]
Expanding (5)

\[ N_k \equiv \sum_{x_1, \ldots, x_{k-1}} (-x_1^k - \cdots - x_{k-1}^k)^{(p-1)(k-1)/k} \]

\[ \equiv \sum_{x_1, \ldots, x_{k-1}} (-1)^{(p-1)(k-1)/k} \left( \frac{p-1}{k} \right)^{(k-1)} \left( \frac{p-1}{k} \right)^{\frac{p-1}{k}} \left( \frac{p-1}{k} \right)^{\frac{p-1}{k}} \cdots \left( \frac{p-1}{k} \right)^{\frac{p-1}{k}} \]

\[ \equiv (-1)^{k-1} \cdot (-1)^{(p-1)/k} \left( \frac{p-1}{k} \right)^{\frac{p-1}{k}} \left( \frac{p-1}{k} \right)^{\frac{p-1}{k}} \cdots \left( \frac{p-1}{k} \right)^{\frac{p-1}{k}} \equiv 0 \pmod{p}. \]

Therefore, \( p^2 \nmid b_k \). By the Eisenstein criteria, we deduce that \( F(x) \) is an irreducible polynomial over \( \mathbb{Q} \), \( F(x) = f_k(x) \), and \( f_k(x) \) has the desired properties.

The theorem is completely proved.

3. Further discussion. The above theorem shows that \( f_k(x) \) is \( p \)-Eisensteinian. Observing the formulae in §1 and the known formulae for \( f_k(x) \), we find the remarkable possibility that \( p^2 \nmid b_j \) (\( j = 2, \ldots, k \)). Thus, we give the following

**Conjecture.** Let \( f_k(x) = x^k + b_1 x^{k-1} + \cdots + b_k \) be the minimal polynomial of \( G(k) \) over \( \mathbb{Q} \); then \( p^2 \nmid b_j \) for \( j = 2, \ldots, k \).

Our theorem shows that the conjecture is valid for \( j = 2 \) and \( k \).

**Remark.** According to the referee, arithmetic in \( \mathbb{Q}(\exp(2\pi i/p^k)) \) can be used to delve more deeply, also the result \( p \mid b_i \) (\( i = 1, \ldots, k \)) was generalized by D. H. and E. Lehmer [2, p. 106].
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