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ABSTRACT. Let $\mu$ be a symmetric $p$-stable measure, $0 < p < 1$, on a locally convex separable linear metric space $E$ and let $q$ be a lower semicontinuous seminorm on $E$. It is known that $F(t) = \mu\{x : q(x) < t\}$ is absolutely continuous with respect to the Lebesgue measure. We prove an explicit formula for the density $F'(t)$ and give an asymptotic estimate of it at infinity.

1. Let $X$ be a symmetric Gaussian random element with values in a locally convex metric linear space $E$ with a measurable seminorm $q$. Then the distribution function $F(t) = P\{q(X) < t\}$ is absolutely continuous apart from one possible jump [3, 4]. In these papers some properties of the density $F'(t)$ were also investigated.

Recently it has been shown [2, 6] that if $X$ is a symmetric $p$-stable random element with values in a linear metric separable space $E$ and $q$ is a lower semicontinuous seminorm on $E$ such that $P\{q(X) < \infty\} = 1$, then the distribution function $F(t) = P\{q(X) < t\}$ is absolutely continuous (apart from one possible jump for $1 \leq p < 2$).

In [5] Ryznar gave an estimate of the density $F'(t)$ for $p < 1$ (see Lemma 1 below).

The aim of this paper is to prove that if $p < 1$, then $F'(t)$ exists for all $t > 0$ and is continuous. The asymptotic behavior of $F'(t)$ is also given.

2. In this paper $E$ will stand for a locally convex separable linear metric space. By $q$ we denote a measurable seminorm on $E$, i.e. a measurable function $q : E \to [0, \infty]$ such that $q(x + y) \leq q(x) + q(y)$ and $q(\alpha x) = |\alpha|q(x)$ for all $x, y \in E$ and $\alpha \in \mathbb{R}$. We will always assume in the sequel that $q$ is lower semicontinuous.

A probability measure $\mu$ on $E$ is called strictly $p$-stable if for every two independent random vectors $X$ and $Y$ with distributions $\mu$ and for every $\alpha, \beta > 0$, $\alpha^p + \beta^p = 1$, the distribution $\alpha X + \beta Y$ is equal to $\mu$. We will assume in addition that $\mu$ is symmetric.

If $\mu$ is a symmetric $p$-stable measure on $E$, then there exists a symmetric $\sigma$-finite measure $\nu$ on $E$, $\nu(U^c) < \infty$ for every open neighborhood $U$ of the orgin, and such that $\mu = \lim \exp(\nu(U_n^c))$ for $U_n \searrow \emptyset$. The measure $\nu$ is called the Lévy measure of $\mu$ and has the following property: $\nu(s A) = s^{-p} \nu(A)$ for every Borel set $A$. If $q < \infty \mu$-a.s., then there exists a finite symmetric measure $\sigma$ on $S_1 = \{x : q(x) = 1\}$ such that if $r(x) = q(x)$ and $s(x) = x/q(x)$ then

\[ (1) \quad \nu_{\{q > \varepsilon\}} \{x : q(x + y) \in A\} = \int_{S_1} \int_\varepsilon^\infty 1_A(q(rs + y)) \frac{dr}{r^{1+p}} \sigma(ds) \]
for every $\varepsilon > 0$ and Borel set $A$. We call $\sigma$ the spectral measure for $\mu$ (see [2] for details).

Observe that if $\mu_t$ is a distribution of $t^{1/p}X$, where $X$ has the distribution $\mu$, then $(\mu_t)_{t>0}$ is a continuous convolution semigroup (i.e. $\mu_t \ast \mu_s = \mu_{t+s}$ and $\mu_t \rightharpoonup \delta_0$ weakly) of $p$-stable measures and $\mu_1 = \mu$.

It is known (see [2 or 6]) that if $\mu$ is a symmetric $p$-stable measure on $E$, $0 < p < 2$, then $F(t) = \mu\{x : q(x) < t\}$ is an absolutely continuous function (apart from one possible jump for $1 < p < 2$). When $0 < p < 1$ the density $F'(t)$, as we show has additional regularity properties.

The first result about behavior of $F'(t)$ was obtained by Ryznar [5]:

**Lemmas 1.** If $\mu$ is a symmetric $p$-stable measure, $0 < p < 1$, on a locally convex separable metric linear space $E$ and $q$ is a lower semicontinuous seminorm on $E$, then the density $F'(t)$ (which exists for almost all $t > 0$) has the following property: $\forall \varepsilon > 0 \exists M_\varepsilon > 0 F'(t) < M_\varepsilon$, for all $t > \varepsilon$ for which $F'(t)$ exists.

We also need the following fact due to M. Ryznar (unpublished). Denote by $\nu$ the Lévy measure of a $p$-stable measure $\mu$.

**Lemmas 2.** Let $\mu$ be a symmetric $p$-stable $0 < p < 1$, measure on a separable metric linear space $E$ and let $q$ be a lower semicontinuous seminorm on $E$. Then

$$\lim_{t \to 0+} \frac{1}{t} \mu_t\{x : q(x) > \varepsilon\} = \nu\{x : q(x) > \varepsilon\},$$

wherever $\nu\{x : q(x) = \varepsilon\} = 0$.

**Proof.** It is well known that for every open neighborhood $U$ of the origin such that $\nu(\partial U) = 0$ the measures $(t^{-1}\mu_t[U^c])$ converge weakly to $(\nu[U^c])$. Hence, if $q$ is a continuous seminorm, then $(t^{-1}\mu_t)[\{x : q(x) > \varepsilon\}]$ converges weakly to $\nu[\{x : q(x) > \varepsilon\}]$ whenever $\nu\{x : q(x) = \varepsilon\} = 0$.

If $q$ is lower semicontinuous, then there exists a sequence $(q_n)_{n=1}^{\infty}$ of continuous seminorms such that $q_n \nearrow q$. Let $\varepsilon > 0$ be such that $\nu\{x : q(x) = \varepsilon\} = 0$. Then

$$\lim_{t \to 0+} \frac{1}{t} \mu_t\{x : q(x) > \varepsilon\} \geq \nu\{x : q(x) > \varepsilon\},$$

because the set $\{x : q(x) > \varepsilon\}$ is open. We show that

$$\lim_{t \to 0+} \frac{1}{t} \mu_t\{x : q(x) > \varepsilon\} \leq \nu\{x : q(x) > \varepsilon\}.$$

For every $n \in \mathbb{N}$ and $\varepsilon > 0$ such that $\nu\{x : q(x) = \varepsilon\} = 0$ we have

$$\lim_{t \to 0+} \frac{1}{t} \mu_t\{x : q_n(x) > \varepsilon\} = \nu\{x : q_n(x) > \varepsilon\},$$

and

$$\lim_{n} \nu\{x : q_n(x) > \varepsilon\} = \nu\{x : q(x) > \varepsilon\}.$$

Let us denote by $(X_i)_{i=1}^{\infty}$ a sequence of independent random elements with the distribution $\mu$. We obtain the following inequality:

$$P\{q_n(X_1) > t\} \leq P\left\{k^{-1/p} \sum_{i=1}^{k} q_n(X_i) > t\right\}.$$
By \( \theta \) and \( \theta_n \), we denote \( p \)-stable random variables concentrated on \((0, \infty)\) and such that \( q(X_1) \) and \( q_n(X_1) \) belong to their domains of attraction. From the convergence

\[
P \left\{ k^{-1/p} \sum_{i=1}^{k} q_n(X_i) > t \right\} \to P\{\theta_n > t\} \quad \text{as } k \to \infty
\]

and from (4) we obtain

\[
P\{q_n(X_1) > t\} \leq P\{\theta_n > t\}.
\]

Now, because

\[
\lim_n P\{q(X_1) > t\} = P\{q(X_1) > t\} \quad \text{and} \quad \lim_n P\{\theta_n > t\} = P\{\theta > t\},
\]

(5) gives the inequality

\[
P\{q(X_1) > t\} \leq P\{\theta > t\}.
\]

Now, using in turn (7), (6), (5), (2), and (3) we obtain

\[
\lim_{t \to \infty} \frac{1}{t^{1+p}} P\{q(X_1) > \varepsilon t\} \leq \lim_{t \to \infty} \frac{1}{t^{1+p}} P\{\theta > \varepsilon t\} \leq \nu\{x: q(x) > \varepsilon\},
\]

which completes the proof.

3. In this section we prove our result. To avoid trivial complications we assume throughout the remainder of the paper that the linear span of the set \( \{x: q(x) \neq 0\} \cap \text{supp} \mu \) is at least two-dimensional. When the above subspace is one-dimensional our theorem obviously remains valid with one exception: at the point 0 there exist only one-sided derivatives of \( F \). Denote \( U_t = \{x: q(x) < t\} \).

**THEOREM.** Let \( E \) be a locally convex separable metric linear space and let \( q \) be a lower semicontinuous seminorm on \( E \). Let \( \mu \) be a symmetric \( p \)-stable, \( 0 < p < 1 \), measure on \( E \). Assume that \( q < \infty \) \( \mu \)-a.s. and that \( \dim (\{q \neq 0\} \cap \text{supp} \mu) > 2 \). Denote \( F(t) = \mu\{x: q(x) < t\} \). Then

(a) the density \( F'(t) \) exists for all \( t \geq 0 \) and is continuous on \((0, \infty)\),

(b) the function \( f(x) = \mu(U_t) - \mu(U_t + x) \) belongs to \( L^1(\nu) \), where \( \nu \) is the Lévy measure of \( \mu \), and for every \( t > 0 \),

\[
F'(t) = \frac{p}{t} \int_E [\mu(U_t) - \mu(U_t + x)] d\nu(x),
\]

(c) there exists the limit

\[
\lim_{t \to \infty} t^{1+p} F'(t) = \sigma(S_1),
\]

where \( \sigma \) is defined by (1).

The proof is divided into several steps.

**Step 1.** We prove that under the assumption of the Theorem if \( F'(s) \) exists then

\[
\frac{s}{p} F'(s) = \lim_{t \to 0+} \frac{1}{t} \int_E [\mu(U_s) - \mu(U_s + x)] d\mu_t(x).
\]
Indeed, if $F'(s)$ exists then there exists the following limit:

$$
\lim_{t \to 0^+} \frac{1}{t} \int_E [\mu(U_s) - \mu(U_s + x)] d\mu_t(x) = \lim_{t \to 0^+} \frac{1}{t} \left[ \mu(U_s) - \int_E \mu(U_s + x) d\mu_t(x) \right]
$$

$$
= \lim_{t \to 0^+} \frac{1}{t} [\mu_1(U_s) - \mu_1(U_s + x)]
$$

$$
= \lim_{t \to 0^+} \frac{1}{t} \left[ F(s) - F \left( \frac{s}{(1 + t)^{1/p}} \right) \right] = \frac{s}{p} F'(s).
$$

It is obvious that $F(t) = 0$ for $t < 0$. Applying our assumption about dimension on the set $\{x : q(x) \neq 0\} \cap \text{supp } \mu$ we infer from Theorem 4.1 in [1] that $F(t) < Ct^2$ for small $t > 0$, hence $F'(0) = 0$.

Step 2. In this step we prove two important properties of the function $f(x) = \mu(U_s) - \mu(U_s + x)$. Namely, the function $f(x)$ is bounded, continuous $\nu$-a.e., and there exists a constant $M > 0$ such that $|f(x)| < M \cdot q(x)$ whenever $q(x) < 1$. The function $f$ is clearly bounded and $|f(x)| \leq 1$. If $q(x) < s/2$ then

$$
f(x) = \mu(U_s) - \mu(U_s + x) \leq F(s) - F(s - q(x)) = \int_{s-q(x)}^{s} F'(t) dt \leq M_s/2q(x)
$$

because $F'(t) < M_s/2$ by virtue of Lemma 1. Now we show that $f(x)$ is $\nu$-a.e. continuous.

Fix $s > 0$ and denote $S_s = \{x : q(x) = s\}$. If $x \in E$ is such that $\mu(S_s + x) = 0$, then for every sequence $(x_n)$ converging to $x$ we have

$$
|f(x_n) - f(x)| \leq |\mu(U_s + x_n) - \mu(U_s + x)| \to 0 \quad \text{as } n \to \infty;
$$

hence $f$ is continuous at $x$.

We show that $\nu\{x : \mu(S_s + x) > 0\} = 0$. Fix $x \in S_1$ and let $\mu_x$ be a symmetric $p$-stable measure concentrated on $\text{lin }\{x\}$ and with the one-dimensional density $p(y)$. Then $\mu \ast \mu_x$ is also a symmetric $p$-stable measure on $E$ and for every $s > 0$ we have $(\mu \ast \mu_x)(S_s) = 0$ [7]. Hence

$$
0 = (\mu \ast \mu_x)(S_s) = \int_{-\infty}^{+\infty} \mu(S_s + yx) p(y) dy
$$

and, consequently, for almost all $y \in R$ we have $\mu(S_s + yx) = 0$. Let us choose $\varepsilon > 0$ and consider a finite measure $\nu_\varepsilon = \nu|_{\{q>\varepsilon\}}$. We have

$$
\mu \ast \nu_\varepsilon(S_s) = \int_{S_1} \mu(S_s + yz) \frac{1}{y^{1+p}} dy = 0.
$$

Hence, for $\nu_\varepsilon$ almost all $x \in E$ we have $\mu(S_s + x) = 0$. When $\varepsilon \to 0$ we get the desired conclusion.

Step 3. In this step we show that for every $s > 0$

$$
\lim_{t \to 0^+} \frac{1}{t} \int_E [\mu(U_s) - \mu(U_s + x)] d\mu_t(x) = \frac{p}{s} \int_E [\mu(U_s) - \mu(U_s + x)] d\nu(x).
$$

Recall that we denote $f(x) = \mu(U_s) - \mu(U_s + x)$. Let us choose $\varepsilon > 0$ and consider the equality

$$
\frac{1}{t} \int_E f(x) d\mu_t(x) = \frac{1}{t} \int_{\{x : q(x) \leq \varepsilon\}} f(x) d\mu_t(x) + \frac{1}{t} \int_{\{x : q(x) > \varepsilon\}} f(x) d\mu_t(x).
$$
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Using the well-known estimate \( \mu\{x: q(x) > u\} \leq cu^{-p} \) (see [1]) and Step 2 we have
\[
\frac{1}{t} \int_{\{x: q(x) \leq \varepsilon\}} f(x) \, d\mu_t(x) \leq M_s \frac{1}{t} \int_{\{x: q(x) \leq \varepsilon\}} q(x) \, d\mu_t(x)
\]
\[
\leq M_s \cdot t^{(1/p) - 1} \int_{\{x: q(x) \leq et^{-1/p}\}} q(x) \, d\mu_1(x)
\]
\[
\leq M_s \cdot t^{(1/p) - 1} \int_{et^{-1/p}}^{\infty} \mu\{x: q(x) > u\} \, du \leq M_s' \cdot \varepsilon^{-1/p}.
\]

By virtue of Lemma 2 \( t^{-1} \mu_t\{q > \varepsilon\} \) converges weakly to \( \nu\{q > \varepsilon\} \) whenever \( \nu(S_\varepsilon) = 0 \).

The function \( f(x) \) is \( \nu \)-a.e. continuous; hence,
\[
\lim_{t \to 0^+} \frac{1}{t} \int_{\{x: q(x) > \varepsilon\}} f(x) \, d\mu_t(x) = \int_{\{x: q(x) > \varepsilon\}} f(x) \, d\nu(x).
\]
This ends the proof of Step 3.

**Step 4.** In this step we show that the function
\[
h(s) = \frac{p}{s} \int_E \left[ \mu(U_s) - \mu(U_s + x) \right] \, d\nu(x)
\]
is continuous for all \( s > 0 \). Let us choose and fix \( s > 0 \). Then by virtue of Lemma 1 and Steps 2 and 3 it follows that for every \( \varepsilon > 0 \)
\[
\int_E \left[ \mu(U_s) - \mu(U_s + x) \right] \, d\nu(x) \leq \int_{\{x: q(x) \leq \varepsilon\}} M_s q(x) \, d\nu(x) + \int_{\{x: q(x) > \varepsilon\}} 1 \, d\nu(x) < \infty.
\]
Now, let \( s_n \) tend to \( s \). Then \( \mu(U_{s_n}) - \mu(U_{s_n} + x) \) tends to \( \mu(U_s) - \mu(U_s + x) \) for \( \nu \)-almost all \( x \in E \), because, for all \( t > 0 \), \( \mu(S_t) = 0 \) and \( \mu(S_t + x) = 0 \) for \( \nu \)-almost all \( x \in E \), by Step 2.

The arguments used in Step 3 imply the convergence \( h(s_n) \) to \( h(s) \). Hence, the function \( h(s) \) is finite and continuous for all \( s > 0 \). By virtue of Step 1 the function \( F'(s) \) is equal to \( h(s) \) for almost all \( s > 0 \). The absolute continuity of \( F(s) \) implies that \( F'(s) \) exists for all \( s > 0 \), it is a continuous function, and the following formula holds:
\[
F'(s) = \frac{p}{s} \int_E \left[ \mu(U_s) - \mu(U_s + x) \right] \, d\nu(x) \quad \text{for every } s > 0.
\]

**Step 5.** In this step we show that there exists a constant \( C > 0 \) such that for \( s > 1 \)
\[
F'(s) \leq C \cdot s^{-1/p}.
\]
From Step 4 we know that
\[
F'(s) = \frac{p}{s} \int_E \left[ \mu(U_s) - \mu(U_s + x) \right] \, d\nu(x).
\]
We estimate the integral
\[
\int_E \left[ \mu(U_s) - \mu(U_s + x) \right] \, d\nu(x) = \int_0^\infty \int_{S_t} \left[ \mu(U_s) - \mu(U_s + rz) \right] \sigma(dz) \frac{1}{r^{1+p}} \, dr
\]
\[
\leq \sigma(S_1) \cdot \left[ \int_0^s \frac{F(s) - F(s - r)}{r^{1+p}} \, dr + \int_s^\infty \frac{F(s)}{r^{1+p}} \, dr \right].
\]
We estimate both integrals:
\[
\int_0^s \frac{F(s) - F(s-r)}{r^{1+p}} \, dr = \lim_{\varepsilon \to 0} \int_{\varepsilon}^s \frac{F(s) - F(s-r)}{r^{1+p}} \, dr.
\]

Integrating by parts we obtain
\[
\int_{\varepsilon}^s \frac{F(s) - F(s-r)}{r^{1+p}} \, dr = \frac{1}{p} \int_{\varepsilon}^s \frac{F'(s-r)}{r^p} \, dr - \frac{F(s)}{ps^p} + \frac{1}{p} \frac{F(s) - F(s-\varepsilon)}{\varepsilon^p}.
\]

Finally,
(8)
\[
\int_{\varepsilon}^s \frac{F'(s-r)}{r^p} \, dr = \int_{\varepsilon}^{s/2} \frac{F'(s-r)}{r^p} \, dr + \int_{s/2}^s \frac{F'(s-r)}{r^p} \, dr
\]
\[
\leq \max_{s/2 \leq r \leq s} F'(r) \frac{1}{1-p} \left[ \left( \frac{s}{2} \right)^{1-p} - \varepsilon^{1-p} \right] + \frac{2p}{sp} \int_{s/2}^s F'(s-r) \, dr
\]
\[
\leq M \left[ \left( \frac{s}{2} \right)^{1-p} - \varepsilon^{1-p} \right] + \frac{2p}{sp} \text{ by Lemma 1.}
\]

When \( \varepsilon \to 0 \) we obtain
\[
\int_0^s \frac{F(s) - F(s-r)}{r^{1+p}} \, dr \leq M \frac{1}{p} \left( \frac{s}{2} \right)^{1-p} + \frac{2p}{ps^p} - \frac{F(s)}{ps^p}.
\]

The second integral \( \int_{s}^{\infty} (F(s)/r^{1+p}) \, dr \) is less than
\[
\int_{s}^{\infty} \frac{1}{r^{1+p}} \, dr = \frac{1}{ps^p}.
\]

Hence there exists a constant \( C_1 > 0 \) such that for \( s > 1 \)
\[
F'(s) \leq \sigma(S_1) \cdot \frac{1}{s} \cdot \left[ M \left( \frac{s}{2} \right)^{1-p} + \frac{2p}{sp} \right] \leq C_1 \cdot s^{-p}.
\]

Let us observe that in (8) we used the estimate \( \max_{s/2 \leq r \leq s} F'(r) \leq M \), obtained from Lemma 1 and Step 4. Now we can use the estimate \( \max_{s/2 \leq r \leq s} F''(r) \leq C_1 (s/2)^{-p} \); hence we obtain
(9)
\[
F'(s) \leq \frac{C_2}{s^{2p}} + \frac{C_3}{s^{1+p}} \text{ for } s \text{ large enough.}
\]

Iterating this procedure \( n \) times, \( n = \lceil (p+1)/p \rceil + 1 \), we obtain: There exists \( C > 0 \) such that \( F'(s) \leq Cs^{-1-p} \) for all \( s > 1 \).

Step 6. In this step we show that \( \lim_{s \to \infty} s^{1+p} F'(s) = \sigma(S_1) \). Choose and fix \( \varepsilon > 0 \). For \( s \) large enough we have the inequality
\[
F'(s) \geq \frac{P}{s} \int_{\{x: q(x) > (1+\varepsilon)s\}} [\mu(U_s) - \mu(U_s + x)] \, d\nu(x)
\]
\[
\geq \frac{P}{s} \int_{\{x: q(x) > (1+\varepsilon)s\}} [\mu(U_{\varepsilon s}) - \mu(U_{\varepsilon s} + x)] \, d\nu(x)
\]
\[
\geq \frac{P}{s} \int_{(1+\varepsilon)s}^{\infty} \sigma(S_1) \frac{F(\varepsilon s/2)}{r^{1+p}} \, dr = F(\varepsilon s/2) \cdot \sigma(S_1) \frac{1}{(1+\varepsilon)^p} \cdot s^{1+p},
\]

hence \( \lim \inf_{s \to \infty} s^{1+p} F'(s) \geq \sigma(S_1)/(1+\varepsilon)^p \).
On the other hand we have

\begin{equation}
\limsup_{s \to \infty} s^{1+p} F'(s) \\
\leq \limsup_{s \to \infty} p s^p \sigma(S_1) \left[ \int_0^{(1-\varepsilon)s} \frac{K F'(\varepsilon s)}{r^p} dr + \int_{(1-\varepsilon)s}^s \frac{F(s)}{r^{1+p}} dr + \int_s^\infty \frac{F(s)}{r^{1+p}} dr \right],
\end{equation}

where $K > 0$ is a constant. Because $F'(\varepsilon s) \leq C/(\varepsilon s)^{1+p}$ by Step 5, we have

\begin{align*}
\limsup_{s \to \infty} p s^p \sigma(S_1) \int_0^{(1-\varepsilon)s} \frac{K F'(\varepsilon s)}{r^p} dr \\
\leq \limsup_{s \to \infty} p s^p \sigma(S_1) K \left[ \frac{C}{(\varepsilon s)^{1+p}} \cdot \frac{1}{(1-p)} [(1-\varepsilon)s]^{1-p} \right] = 0.
\end{align*}

Estimating the second term of the right-hand side of inequality (10), we get

\begin{align*}
p s^p \sigma(S_1) \int_{(1-\varepsilon)s}^s \frac{F(s)}{r^{1+p}} dr &= \sigma(S_1) F(s) s^p \left[ \frac{1}{s^p (1-\varepsilon)^p} - \frac{1}{s^p} \right] \\
&\leq \sigma(S_1) \left[ \frac{1}{(1-\varepsilon)^p} - 1 \right] \quad \text{for every } \varepsilon > 0;
\end{align*}

hence this expression tends to 0 as $s \to \infty$. Estimating the third term in (10) we obtain

\begin{equation}
\limsup_{s \to \infty} p s^p \cdot \sigma(S_1) \int_s^\infty \frac{F(s)}{r^{1+p}} dr = \sigma(S_1).
\end{equation}

Finally, \( \limsup_{s \to \infty} s^{1+p} F'(s) = \sigma(S_1) \), which gives the desired conclusion. This ends the proof of our theorem.
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