ANALYTICITY OF THE INTERFACE OF THE POROUS MEDIA EQUATION AFTER THE WAITING TIME

SIGURD ANGENENT

(Communicated by Walter Littman)

ABSTRACT. We prove that the free boundary of a solution of the porous media equation, with compactly supported initial data, is real analytic after the waiting time. The proof uses the maximal regularity theory of Da Prato and Grisvard.

1. Introduction. Consider the Cauchy problem for the porous media equation,

\[ \begin{align*}
  u_t &= (u^m)_{xx}, & x \in \mathbb{R}, t > 0, \\
  u(x,0) &= u_0(x), & x \in \mathbb{R}.
\end{align*} \tag{1} \]

We assume that \( u_0 \) is continuous, nonnegative and that \( \{ x | u_0(x) > 0 \} \) is a bounded interval.

It is known that problem (1) has a unique weak solution, which in general is not a classical solution. This solution is continuous and nonnegative on \( [0, \infty) \times \mathbb{R} \).

For fixed \( t > 0 \), \( u(t, \cdot) \) has compact support and there are functions \( \zeta_{\pm}(t) \) such that

\[ \{ x | u(t,x) > 0 \} = (\zeta_{-}(t), \zeta_{+}(t)). \]

These functions \( \zeta_{\pm}(t) \) are known to be locally Lipschitz functions of \( t > 0 \), such that \( \zeta_+(t) \) and \( -\zeta_-(t) \) are nondecreasing. The curves \( x = \zeta_{\pm}(t) \) are called the free boundaries of the solution \( u(t,x) \).

There exist numbers \( t_\pm > 0 \) such that \( \zeta_{\pm}(t) \) is constant for \( t < t_\pm \) and strictly monotone for \( t \geq t_\pm \). These numbers \( t_\pm \) are the so-called waiting times for \( \zeta_+ \) and \( \zeta_- \).

We refer to the survey article of Aronson \cite{3} for more references and background information on the free boundaries \( \zeta_{\pm} \).

In \cite{5} Caffarelli and Friedman have shown that on \( \zeta_{\pm}(t) \) is a \( C^1 \) function of \( (t_\pm, \infty) \).

Recently Aronson and Vazquez \cite{4}, and Höllig and Kreiss \cite{6} have improved this result by showing that \( \zeta_{\pm} \) is actually \( C^\infty \) on \( (t_\pm, \infty) \).

Our main result is the following.

**THEOREM 1.** On \( (\max(t_+, t_-), \infty) \) \( \zeta_+ \) and \( \zeta_- \) are real analytic functions.

The proof consists of three steps. First we write problem (1) as an abstract parabolic initial value problem in the sense of Da Prato and Grisvard \cite{7}. The theory in \cite{7} then allows us to conclude that problem (1) generates a local semiflow in a suitable Banach space. Thus one obtains a local existence result. An easy
argument involving the analytic dependence of solutions on parameters allows one to conclude that these local solutions are real analytic.

In the second step one shows that the local semiflow is actually a global semiflow. This amounts to establishing a priori estimates on a Hölder norm of \( u^{m-1}(u^{m-1})_{xx} \) in the interval \([\zeta_-(t), \zeta_+(t)]\).

These two steps allow us to prove Theorem 1 with the extra assumption that for some \( t \) after the waiting time \( u(t, \cdot) \) has a certain amount of smoothness (to be specified below).

The final step of the proof then invokes a recent estimate of Aronson and Vazquez (namely that \( (u^{m-1})_{xx} \) is bounded) in order to show that \( u(t, \cdot) \) has the required smoothness for arbitrary small \( t > \max(t_+, t_-) \), so that we can conclude analyticity of \( \zeta_{\pm}(t) \) for \( t > \max(t_+, t_-) \).

2. Local existence and analyticity. It will be convenient to work with \( v = mu^{m-1} \) instead of \( u \). We have

\[
(2) \quad v_t = vv_{xx} + \frac{1}{m-1}(v_x)^2.
\]

Next we consider the function

\[
V(t, \xi) = v \left( t, \frac{\zeta_+ + \zeta_-}{2} + \frac{\zeta_+ - \zeta_-}{2} \cos \xi \right) \quad (\xi \in \mathbb{R}, t \geq 0).
\]

A direct computation shows that \( V \) formally satisfies

\[
(3) \quad V_t = \left( \frac{2}{\zeta_+ - \zeta_-} \right)^2 \left[ \frac{V}{\sin^2 \xi} (V_{\xi \xi} - \cot \xi V_{\xi}) + \frac{1}{m-1} \left( \frac{V_{\xi}}{\sin \xi} \right)^2 \right]
+ \frac{(1 + \cos \xi)Z_+ + (1 - \cos \xi)Z_-}{\zeta_+ - \zeta_-} \cdot \frac{V_{\xi}}{\sin \xi}.
\]

where \( Z_{\pm}(t) = \zeta_{\pm}'(t) \).

Although the transformation \( x \rightarrow \xi \) has turned the relatively simple equation \( (2) \) into the more complicated \( (3) \) one should note the following:

(a) \( V(t, \cdot) \) is a \( 2\pi \) periodic even function.

(b) The free boundary \( x = \zeta_+ (\zeta_-) \) corresponds to \( \xi = \pi + 2\pi \mathbb{Z} \ (0 + 2\pi \mathbb{Z}) \), and therefore has a fixed position in the new coordinate \( \xi \).

(c) The transformation \( \xi \rightarrow x(\xi) \) is regular at all \( \xi \in \mathbb{R} \), except at \( \xi \in \pi \mathbb{Z} \) (i.e. at the free boundary). At \( \xi = 0 \) one has the following relations:

\[
V(t, \xi) = v_x(t, \xi_-) \frac{\zeta_+ - \zeta_-}{4} \cdot \xi^2 + o(\xi^2),
\]

i.e.,

\[
V_{\xi}(t, 0) = 0,
\]

\[
V_{\xi}(t, \xi) = \zeta_+ - \zeta_- \cdot v_x(t, \xi_-) + o(1),
\]

\[
\frac{V(t, \xi)}{\sin^2 \xi} = \zeta_+ - \zeta_+ \cdot v_x(t, \xi_-) + o(1),
\]

and at \( \xi = \pi \) one obtains similar relations.
(d) If \( v_x(t, \xi) \) is nonzero, then the relations above imply that \( V(t, \xi)/\sin^2 \xi \) is strictly positive on \( \mathbb{R} \), so that (3) becomes uniformly parabolic.

So (3) is a nondegenerate parabolic equation. The price we have to pay for eliminating the degeneracy in (2) is the occurrence of singularities in first order terms (i.e. \( \cot(\xi) \cdot V_\xi \) and \( V_\xi/\sin \xi \)) in the equations.

Equation (3) by itself is not enough to describe the time development of \( v(t, x) \): one needs equations for \( \zeta'_+ \) and \( \zeta'_- \).

These may be derived from the condition \( V_t(t, 0) = V_t(t, \pi) = 0 \) (\( t > 0 \)) and from (3). One obtains

\[
\zeta'_\pm(t) = Z_\pm(t) = \frac{2}{m-1} \cdot \frac{V_{\xi \xi}(t, \xi_\pm)}{\xi_+ - \xi_-},
\]

where \( \xi_+ = \pi \) and \( \xi_- = 0 \).

If we now regard \( V, \zeta_+ \) and \( \zeta_- \) as independent variables then (3) and (4) give us an initial value problem for \( (V, \zeta_+, \zeta_-) \). In order to state our local existence result we have to introduce a number of Banach spaces.

For \( 0 < \theta < 1 \) define

\[
E_{0, \theta} = \{ V \in h^\theta(\mathbb{R}) : V(\xi) \equiv V(\xi + 2\pi) \equiv V(-\xi) \text{ and } V(0) = V(\pi) = 0 \},
\]

\[
E_{1, \theta} = h^{2+\theta}(\mathbb{R}) \cap E_{0, \theta}.
\]

Here \( h^s(\mathbb{R}) \) denotes the little Hölder space of exponent \( s \in \mathbb{R} \setminus \mathbb{Z} \).

Furthermore let \( X_{0, \theta} \) and \( X_{1, \theta} \) be defined by

\[
X_{k, \theta} = E_{k, \theta} \oplus \mathbb{R}^2 \quad (k = 0, 1),
\]

and consider the open subset \( \mathcal{O}_\theta \) of \( X_{1, \theta} \) given by

\[
\mathcal{O}_\theta = \{ (V, \zeta_-, \zeta_+) \in X_{1, \theta} : \zeta_- < \zeta_+, V(\xi) > 0 \text{ for } 0 < \xi < \pi \text{ and } V_{\xi \xi}(0), V_{\xi \xi}(\pi) > 0 \}.
\]

We remind the reader that, due to the singularity of the transformation \( \xi \to x \), one has \( V_{\xi \xi}(0) = \frac{1}{2}(\zeta_+ - \zeta_-) v_x(t, \zeta_-) \), so that the condition \( V_{\xi \xi} > 0 \) at \( \xi = 0, \pi \) is equivalent to \( v_x \neq 0 \) at \( x = \zeta_\pm \).

The initial value problem (3), (4) may now be written as

\[
w'(t) = F(w(t))
\]

where \( F : \mathcal{O}_\theta \to X_{0, \theta} \) is given by

\[
F(V, \zeta_+, \zeta_-) = (V_t, Z_+, Z_-).
\]

In [2] we prove the following result:

**Theorem 2.** \( F : \mathcal{O}_\theta \to X_{0, \theta} \) is a real analytic map. For each \( w \in \mathcal{O}_\theta \) the Fréchet derivative \( dF(w) \), seen as an unbounded operator in \( X_{0, \sigma} \) with domain \( X_{1, \sigma} \) (\( 0 < \sigma \leq \theta \)), is the generator of an analytic semigroup.

The proof of this theorem is rather long, and the larger part of the proof is devoted to the problem of showing that \( dF(w) \) generates an analytic semigroup. Using various perturbation theorems this problem may be reduced to that of showing that

\[
A = a(x) \left( \frac{d}{dx} \right)^2 + b(x) \frac{d}{dx} \quad (0 < x < \infty)
\]
with \(0 < a, a^{-1}, b \in h^\theta([0, \infty))\), generates an analytic semigroup in \(h^\theta([0, \infty))\) if one takes

\[
\text{dom}(A) = \{u \in h^{2+\theta}([0, \infty)) \mid u'(0) = 0\}.
\]

This is done in [2a] by explicitly constructing the resolvent of \(A\).

Given Theorem 2 we can directly apply the theory of Da Prato and Grisvard [7]. We get the following

**Theorem 3.** \(F: O_\theta \to X_{0, \theta}\) generates a local semiflow on \(O_\theta\).

Although they do not state this explicitly it follows at once from Da Prato and Grisvard's theory [7], especially the proof of Theorem 4.1 in p. 356) that, if \(F\) depends smoothly on a parameter \(\lambda\) (in some Banach space), then the solution also depends smoothly on \(\lambda\) (one uses the Implicit Function Theorem). In particular, if \(F\) depends analytically on \(\lambda\) then so does \(w\) (in the \(C([0,T]; X_{1,\theta})\) topology).

Since \(w(\lambda t)\) (for \(\lambda \in \mathbb{R}_+\)) is a solution of \(w'(t) = \lambda F(w(t))\), and \((\lambda, w) \mapsto \lambda F(w)\) is a real analytic map from \(\mathbb{R}_+ \times O_\theta\) to \(X_{0,\theta}\), \(w(\lambda t) \in C([0,T]; X_{1,\theta})\) depends analytically on \(\lambda\). Hence, for \(t > 0\), \(w(t)\) is real analytic. In particular, \(\zeta_+\) and \(\zeta_-\) are real analytic on \((0, T)\). This completes the first step of the proof of Theorem 1.

### 3. Global analyticity.

For any \(w_0 \in O_\theta\) we have shown that there exists a maximal solution \(w: [0, t_{\text{max}}) \to O_\theta\) of (5). In this section we shall prove that \(t_{\text{max}} = +\infty\).

It is a standard result from the theory of local semiflows that \(t_{\text{max}} = +\infty\) if the following holds: for any finite \(t \leq t_{\text{max}}\) the set \(\{w(s) \mid 0 \leq s < t\}\) is precompact in \(O_\theta\). Since \(O_\theta\) is an open subset of \(X_{1,\theta}\) we therefore have to verify that the set \(\{w(s) \mid 0 \leq s < t\}\) stays away from the boundary of \(O_\theta\), and is precompact in the larger space \(X_{1,\theta}\).

The orbit segment will certainly stay away from the boundary of \(O_\theta\), since it is known that \(\zeta_-(t)\) is always strictly less than \(\zeta_+(t)\), \(V(t, \xi)\) is strictly positive on \(0 < \xi < \pi\) and \(V_{\xi\xi}(t, \xi)\) is strictly positive at \(\xi = 0\) and \(\xi = \pi\) (here we use the fact that our solutions coincide with the weak solutions of the porous media equation).

To prove \(t_{\text{max}} = +\infty\) it therefore suffices to prove that \(w(s) = (V(s, \cdot), \zeta_-(s), \zeta_+(s))\) remains in a compact subset of \(X_{1,\theta}\) as long as \(s < t\) for any finite \(t \leq t_{\text{max}}\). Since the free boundaries \(\zeta_{\pm}(s)\) are bounded on bounded time intervals, this gives us the following criterion for global existence.

**Lemma.** If, for any \(t \leq t_{\text{max}}\), the set \(\{V(s, \cdot) \mid 0 \leq s < t\}\) is precompact in \(h^{2+\theta}(\mathbb{R})\) then \(t_{\text{max}} = +\infty\).

To obtain this precompactness we shall derive on a priori bound on a Hölder norm of \(V_{\xi\xi}(t, \cdot)\), higher than \(h^\theta\). Since the solution is \(C^\infty\) away from the boundary we can obtain such an a priori estimate through a local study of the equation near the boundary.

In order to do this we return to equation (2) and introduce new coordinates \((y, t)\) which are related to \((x, t)\) via

\[
v(x, t) = \frac{1}{2} y^2.
\]

Using the result of Cafferelli and Friedman [5], which says that \(v_x\) is uniformly continuous up to the boundary, one easily verifies that for fixed \(t\) the coordinates \(\xi\)
and $y$ are $C^1$ functions of each other, up to the boundary and uniformly in bounded $t$-intervals.

Therefore Hölder continuity of $V_{\xi}(t, \cdot)$ with respect to $\xi$ is the same as Hölder continuity with respect to $y$. In what follows we shall derive an a priori bound on the Hölder norm of $V_{\xi}(t, \cdot)$ with respect to $y$.

First we derive an equation for $v_x$, as a function of $y$ and $t$. Differentiating the relation $2v = y^2$ gives

\[ p \cdot x_y = y, \]
\[ q \cdot (x_y)^2 + p \cdot x_{yy} = 1, \]
\[ v_t + p \cdot x_t = 0, \]

where $p = v_x$ and $q = v_{xx}$. Thus we obtain

\[ -x_t = \frac{1}{2} yp_y + \frac{1}{m-1} p. \]

Using $p \cdot x_y = y$ this gives the following equation for $p$:

\[ p_t = \frac{1}{2} p^2 \left( p_{yy} + \frac{m+1}{m-1} p_y \right) \]

which holds whenever $p \neq 0$. Now let $t_0 \leq t_{\text{max}}$ be a finite given number. It is known that $p$ is continuous up to the free boundary (Caffarelli and Friedman [5]) so that there is a small $\eta > 0$ such that (6) holds on $0 \leq t \leq t_0$, $0 \leq y \leq \eta$. On the curve $y = \eta$ the function $p(t, y)$ is $C^\infty$, say $p(t, \eta) = \phi(t)$. Then we have the following initial-boundary value problem

\[
\begin{cases}
  p_t = \frac{1}{2} p^2 \left( p_{yy} + \frac{m+1}{m-1} p_y \right), & 0 \leq t \leq t_0, |y| \leq \eta, \\
  p(t, \eta) = \phi(t), & 0 \leq t \leq t_0, \\
  p(t, -y) = p(t, +y), & |y| \leq \eta, \\
  p(0, y), & \text{given.}
\end{cases}
\]

This equation is quasilinear, so that we may use the existence and regularity theory of Amann [1], or Angenent [2b]. In order to do this however, we must get rid of the inhomogeneous boundary condition $p = \phi(t)$. Therefore we define a differential operator

\[ A = \left( \frac{d}{dy} \right)^2 + \frac{m+1}{m-1} \frac{d}{dy}, \]

and we choose a $C^\infty$ function $\psi(t, y)$ which satisfies

\[ \psi(t, -y) = \psi(t, y), \]
\[ \psi_t = \frac{1}{2} \psi^2 A(\psi) \text{ for } 0 \leq t \leq t_0, \text{at } y = \eta \]

and

\[ \psi(t, \eta) = \phi(t), \quad 0 \leq t \leq t_0. \]

Such a function may be defined in terms of $\phi(t)$ and $\phi'(t)$ along (e.g. for a suitable choice of $k \in \mathbb{R}$,

\[ \psi(t, y) = \phi(t) + k \frac{\phi'(t)}{\phi(t)^2} \left( 1 - \left( \frac{y}{\eta} \right)^2 \right)^2 \]

is such a function).
Next we write \( p = P + \psi \), and we obtain the following equations for \( P \):

\[
\begin{aligned}
    P_t &= \frac{1}{2} (P + \psi)^2 A(P) + \frac{1}{2} (P + \psi)^2 A(\psi) - \psi_t, \\
    P(t, \eta) &= 0, \\
    P(t, -y) &= P(t, y), \\
    P(t, 0) & \text{ given.}
\end{aligned}
\]

This equation can be written as

\[
\begin{aligned}
    \begin{cases}
        P_t = L(P, t)P + f(P, t), \\
        P(0) \text{ given},
    \end{cases}
\end{aligned}
\]

where \( L(P, t) \) is the differential operator given by \( \frac{1}{2} (P + \psi)^2 A \). This operator works in the space

\[
E_{0, \theta} = \{ P \in h^\theta([-\eta, +\eta]) \mid P(-y) = P(y), P(\eta) = 0 \}
\]

and has domain

\[
E_{1, \theta} = \{ P \in h^{2+\theta}([-\eta, +\eta]) \cap E_{0, \theta} \mid (AP)(\eta) = 0 \}.
\]

The mapping \( (P, t) \mapsto f(P, t) = \frac{1}{2} (P + \psi)^2 A(\psi) - \psi_t \) is well defined from \( E_{0, \theta} \times [0, t_0) \) to \( E_{0, \theta} \). In [2a] we prove the following

**Lemma.** For \( t \in [0, t_0] \) and \( P \in E_{0, \theta} \) such that \( p^2 = (P + \psi)^2 \) is strictly positive the operator \( L(P, t) \) generates an analytic semigroup in \( E_{0, \sigma} \) \((0 < \sigma \leq \theta)\).

The theory in [1 or 2b] then implies the following local existence theorem.

**Theorem.** If \( p(0, y) \) belongs to \( h^\theta([0, \eta]) \) then problem (7) has a local solution. If this local solution remains bounded in \( h^\theta \) then it is defined for \( 0 < t < t_0 \).

The solutions produced by this theorem are smooth up to the boundary (see [1, 2a]). In fact the theory in [1 or 2b] says that \( p(t, \cdot) \in h^{2+\theta} \). A careful computation shows that

\[
\begin{aligned}
    V_{\xi \xi} &= \frac{\zeta_+ - \zeta_-}{2} \cos(\xi) \cdot p + \left( \frac{\zeta_+ - \zeta_-}{2} \sin(\xi) \right)^2 \cdot q
    \\
    \text{and } q &= p \cdot p_y / y.
\end{aligned}
\]

If \( p \in h^{2+\theta} \), then the first term is a \( C^1 \) function of \( \xi \). Except for a constant factor the second term may be written as

\[
(\sin(\xi))^2 q = \left( \frac{\sin(\xi)}{\xi} \right)^2 \cdot \frac{\xi^2}{y} \cdot p \cdot p_y.
\]

Since \( (\xi^2/y)_y = 2(\xi/y) \cdot \xi_y - (\xi/y)^2 \), the expression \( \xi^2/y \) is a \( C^1 \) function of \( y \) or \( \xi \). Hence \( p \in h^{2+\theta} \) implies that \( V_{\xi \xi} \) is a \( C^1 \) function of \( \xi \). This was the a priori bound on \( V_{\xi \xi} \) we needed to prove global analyticity. The only thing we still have to do is get an a priori bound on \( \|p\|_{h^\theta} \).

There are two ways of obtaining a bound for \( \|p\|_{h^\theta} \).

The first is to use a result of Aronson and Vazquez [4] which states that after the waiting time \( q = v_{xx} \) is a bounded function (up to the boundary). Since \( p_y = yq/p \), boundedness of \( q \) implies that \( p \) is \( C^1 \) up to the boundary, and therefore certainly \( h^\theta \) for any \( \theta \in (0, 1) \).
The other method does not use the result of Aronson and Vazquez, but the continuity result of Caffarelli and Friedman [5]. This result states that \( p(t, y) \) is continuous up to \( y = 0 \) (i.e. we have an a priori bound on the modulus of continuity of \( p \)). We may choose \( \eta \) so small that for given \( \varepsilon > 0 \) and \( T > 0 \)

\[
|p(t, y) - p(t, 0)| \leq \varepsilon |p(t, 0)|
\]
holds for \( |y| \leq \eta \) and \( 0 \leq t \leq T \).

Now note that \( r = p_y \) satisfies the equation

\[
r_t = \left( \frac{p^2}{2} \left( r_y + \frac{m - 1}{m - 1} r \right) \right)_y .
\]

Therefore

\[
\frac{d}{dt} \int_0^\eta \frac{1}{2} r^2 dy = \int_0^\eta r r_t dy
\]

\[
= \left[ \frac{p^2}{2} \left( r_y + \frac{m + 1}{m - 1} r \right) \right]_0^\eta - \int_0^\eta \frac{p^2}{2} \left( r_y^2 + \frac{m + 1}{m - 1} r r_y \right) dy
\]

\[
\leq C - \int_0^\eta \frac{p^2}{2} \left( r_y^2 + \frac{m + 1}{m - 1} r r_y \right) dy.
\]

Apply the Hardy-type inequality

\[
0 \leq \int_0^\eta r y r_y dy \leq 2 \int_0^\eta (r_y)^2 dy,
\]

in order to get

\[
\frac{d}{dt} \int_0^\eta \frac{1}{2} r^2 dy \leq C - (p(0, t) + O(\varepsilon)) \int_0^\eta r_y^2 dy \leq C
\]

if \( \varepsilon \) is small enough. Thus we find that

\[
\int_0^\eta r^2 dy \leq \int_0^\eta r(0, y)^2 dy + 2C \cdot t.
\]

Therefore \( p \) remains bounded in \( H^1 \), and, because of the inclusion \( H^1 \hookrightarrow h^{1/2} \), \( p \) remains bounded in \( h^{1/2} \).

REMARKS. 1. Although the second method makes the proof self-contained (except for the Caffarelli-Friedman result) it has the drawback that we have to assume that \( p \) belongs to \( H^1 \) for some \( t > 0 \). The Aronson-Vazquez result guarantees that for \( \text{any} \) initial value of the porous media equation \( v_{xx} \) eventually becomes bounded.

2. Our local analysis of the free boundary also applies for \( t \in (t_-, \infty) \) or \( t \in (t_+, \infty) \), where \( t_\pm \) are the waiting times of the free boundaries. Thus we recover the results of Aronson and Vazquez [4], and Höllig and Kreiss [6]:

THEOREM. On \( (t_+, \infty) \) \( \zeta_+ \) is \( C^\infty \).

By contrast analyticity seems to be a global property (at least in our approach), and we cannot improve upon Theorem 1.
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