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ABSTRACT. Conditions are prescribed for a function $g$ which are sufficient to ensure that it is the Radon transform of a continuous function $f$ on $\mathbb{R}^n$ such that $f(x) = O(|x|^{-n-k-1})$ as $|x| \to \infty$. Roughly speaking, these criteria involve smoothness and the classical polynomial consistency conditions up to order $k$ on $g$. In particular, the result implies Helgason's Schwartz theorem for the Radon transform [Acta Math. 113 (1965)].

1. Introduction. The Radon transform of an integrable function $f$ on $\mathbb{R}^n$ is defined by

$$R_\theta f(t) = \int_{(x,\theta)=t} f(x) \, dx.$$ 

Here $\theta$ is a direction, i.e., a point on the unit sphere $S^{n-1}$, $t$ is a real number and the integral is over the hyperplane orthogonal to $\theta$ and passing a directed distance $t$ from the origin. We address the questions of when a given function $g$ on $S^{n-1} \times \mathbb{R}$ is the Radon transform of a function $f$ and what regularity and decay conditions on $f$ can be deduced from those of $g$. The fundamental result on this question is due to Helgason [3]. His theorem says that an even function $g$ in the Schwartz space $S(S^{n-1} \times \mathbb{R})$ is the Radon transform of a function $f$ in the Schwartz space $S(\mathbb{R}^n)$ if and only if

$$\int_{-\infty}^{\infty} g(\theta, t) t^j \, dt = P_j(\theta), \quad j = 0, 1, \ldots,$$

is representable as a homogeneous polynomial of degree $j$ in $\theta$. He also showed that under the above hypotheses $f$ has compact support if and only if $g$ does and that the convex hull of the support of $f$ is determined by the support of $g$.

The first result is called the Schwartz theorem for the Radon transform and the second the Paley-Wiener theorem for the Radon transform [4]. An $L^2$ version of the Paley-Wiener theorem for the Radon transform was obtained by Lax and Phillips [6]. Smith et al. [9] showed that any even function in the Sobolev space $H^s(S^{n-1} \times \mathbb{R})$, $s = (n - 1)/2$, is in the range of the closure $\overline{R}$ of the Radon transform as an unbounded operator on $L^2(\mathbb{R}^n)$, but that $\overline{R}$ is not necessarily defined by an absolutely convergent integral. Recently, Solmon [10] showed that

Received by the editors September 1, 1987.


Key words and phrases. Radon transform, polynomial consistency condition, asymptotic behavior.

The first author was supported by Air Force Office of Scientific Research Grant No. AFOSR-86-1045.

The second author was supported by NSF Grant No. DMS-8602300 and Consiglio Nazionale Delle Ricerche, Firenze, Italia.
any even \( g \) in \( S(S^{n-1} \times \mathbb{R}) \) is the Radon transform of a \( C^\infty \) function \( f \) such that 
\[
 f(x) = O(|x|^{-n}) \text{ as } |x| \to \infty, \text{ and that } f(x) = O(|x|^{-n-k-1}) \text{ if and only if (1.1) holds for } j = 0, 1, \ldots, k. 
\]

In this paper we show that a sufficiently smooth even function on \( S^{n-1} \times \mathbb{R} \) which together with a finite number of derivatives decays sufficiently fast at \( \infty \) is the Radon transform of a continuous function \( f \) that is \( O(|x|^{-n}) \) as \( |x| \to \infty \), and show how satisfying a finite number of the conditions (1.1) influences the behavior of \( f \) at \( \infty \). (Of course, precise conditions on the smoothness and decay are given.) In particular, the result given here implies the Schwartz theorem of Helgason and the recent extension by Solmon. Our proof is based on a result on the asymptotic behavior of the Fourier transform due to Madych [7], rather than the Radon inversion formula as in [10]. This approach is independent of dimension, shorter and simpler than that in [10]. Moreover, the theorem given here is more general.

2. Operators and formulas. Let \( \theta \) be a point on the unit sphere \( S^{n-1} \) in \( \mathbb{R}^n \), \( n \geq 2 \), and \( t \) be a real number. The Radon transform of an integrable function \( f \) on \( \mathbb{R}^n \) in the direction \( \theta \) at the point \( t \) is the function

\[
(2.1) \quad Rf(\theta, t) = R_\theta f(t) = \int_{\langle x, \theta \rangle = t} f(x) \, dx,
\]

where \( \langle , \rangle \) denotes the usual Euclidean inner product on \( \mathbb{R}^n \) and \( dx \) represents integration with respect to \( n-1 \) dimensional Lebesgue measure on the hyperplane \( \langle x, \theta \rangle = t \).

The Fourier transform of an integrable function \( f \) on \( \mathbb{R}^n \) is defined by

\[
(2.2) \quad \hat{f}(\xi) = (2\pi)^{-n/2} \int f(x) e^{-i(x, \xi)} \, dx,
\]

where the integral is taken over all of \( \mathbb{R}^n \). Fixing \( \theta \) in (2.1) and taking the one dimensional Fourier transform gives the well-known formula

\[
(2.3) \quad (R_\theta f)^\mathcal{F}(\tau) = (2\pi)^{(n-1)/2} \hat{f}(\tau \theta).
\]

The operator \( \Lambda \) is defined in terms of Fourier transforms by

\[
(2.4) \quad (\Lambda f)^\mathcal{F}(\xi) = |\xi| \hat{f}(\xi),
\]

so that \( \Lambda^2 = -\Delta \), where \( \Delta \) is the Laplacian. We shall also use the Calderón-Zygmund representation of \( \Lambda \), [1],

\[
(2.5) \quad \Lambda = \sum_{j=1}^{n} \mathcal{H}_j D_j,
\]

where \( D_j \) denotes partial differentiation with respect to the \( j \)th coordinate and \( \mathcal{H}_j \) is the singular integral operator defined by convolution with the kernel \( c_n x_j / |x|^{n+1}, c_n \) a constant depending only on \( n \); i.e., \( \mathcal{H}_j \) is the \( j \)th Riesz transform.

The dual Radon transform is the formal adjoint of the Radon transform and is defined on functions on \( S^{n-1} \times \mathbb{R} \) by

\[
(2.5) \quad R^t g(x) = \int_{S^n} g(\theta, \langle x, \theta \rangle) \, d\theta.
\]
The Radon transform, dual Radon transform, and Calderon-Zygmund operator are related by the Radon inversion formula

\[(2.6) \quad f = 2^{-1} (2\pi)^{1-n} \Lambda^{n-1} R_t R f.\]

**Remark 2.7.** If \( f \in L^p(\mathbb{R}^n), 1 < p < n/(n-1), \) then for almost every \( \theta, R_\theta f(t) \) exists for almost every \( t \) and for a.e. \( \theta \) (2.2) is valid for a.e. \( \tau. \) Also (2.6) holds almost everywhere on \( \mathbb{R}^n. \) See [10].

We use the standard multi-index notation. Thus if \( \nu \) is a multi-index i.e. an \( n \)-tuple of nonnegative integers, \( x \in \mathbb{R}^n, \) and \( D = (D_1, \ldots, D_n) \), then \( x^\nu = x_1^{\nu_1} \cdots x_n^{\nu_n}, \) \( D^\nu \) is the differential operator \( D_1^{\nu_1} \cdots D_n^{\nu_n} \), and \( |\nu| = \nu_1 + \cdots + \nu_n. \)

Also, \( D_\theta^j \) denotes a \( j \)th order (tangential) differential operator on the sphere \( S^{n-1} \) with smooth coefficients and \( g^{(j)}(\theta, t) \) denotes the \( j \)th order partial derivative of \( g(\theta, t) \) with respect to \( t. \)

A function \( f \) on \( \mathbb{R}^n \) will be said to be \( O(|x|^{-m}) \) as \( |x| \to \infty \) if there exist constants \( C, M > 0 \) such that \( |f(x)| < C|x|^{-m} \) whenever \( |x| > M. \) The analogous definition is taken for the statements \( f(x) = O(|x|^{-m}) \) as \( |x| \to 0, \) and \( g(\theta, t) = O(|t|^{-m}) \) as \( |t| \to \infty \) or \( 0. \)

The proof of the theorem on the range of the Radon transform is based on the following asymptotic result about Fourier transforms which is a straightforward generalization of [7, Proposition 5].

**Lemma.** Let \( f \) be a function on \( \mathbb{R}^n \) such that \( \hat{f} \) is integrable. Suppose that \( \alpha \geq 0, m \) is an integer satisfying \( m > n + \alpha, \) and that

(i) \( \xi^{\alpha} \hat{f}(\xi) \) is in \( C^m(\mathbb{R}^n \setminus \{0\}), \) and

(ii) \( |\xi|^m |D^\nu(\xi^{\alpha} \hat{f}(\xi))| \) is bounded on \( \mathbb{R}^n \) for all \( \nu \) such that \( 0 \leq |\nu| < m. \)

Then \( f \) is continuous and \( f(x) = O(|x|^{-n-\alpha}) \) as \( |x| \to \infty. \)

**Proof.** Since \( \hat{f} \) is in \( L^1(\mathbb{R}^n), \) \( f \) is continuous and bounded and it suffices to show that

\[(2.8) \quad |f(x)| \leq C|x|^{-n-\alpha} \quad \text{if} \ |x| > 1.\]

To see (2.8) let \( |x| > 1, \) set \( r = |x|, \) \( x' = x/r, \) and write

\[f(x) = (2\pi)^{-n/2} \int |\xi|^{\alpha} h(\xi) e^{i(x, \xi)} d\xi\]

\[= (2\pi)^{-n/2} r^{-n-\alpha} \int |\xi|^\alpha h \left( \frac{\xi}{r} \right) e^{i(x', \xi)} d\xi,\]

where \( h(\xi) = |\xi|^{-\alpha} \hat{f}(\xi). \)

The last formula indicates that to verify (2.8) it suffices to show that the Fourier transform of \( h_r(\xi) = |\xi|^\alpha h(\xi/r) \) is bounded on the unit sphere independent of \( r > 1. \)

To see this let \( \varphi \) be a function in \( C^\infty(\mathbb{R}^n) \) such that \( \varphi(\xi) = 1 \) for \( |\xi| < 1 \) and \( \varphi(\xi) = 0 \) for \( |\xi| > 2 \) and write \( h_r = h_0 + h_\infty \) where \( h_0(\xi) = h_r(\xi)\varphi(\xi) \) and \( h_\infty(\xi) = h_r(\xi)(1 - \varphi(\xi)). \) Since \( \|h_0\|_1 \) is bounded independent of \( r \) it follows that \( h_0(x) \) is bounded for all \( x \) and hence is certainly bounded on the unit sphere. To obtain a similar conclusion concerning \( h_\infty \) write

\[(2.9) \quad D^\nu h_\infty(\xi) = A(\xi) + B(\xi),\]
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where
\[ A(\xi) = \sum c_\mu |\xi|^{|\alpha| - |\mu|}D^{\nu-\mu} h(\xi/r)r^{-|\nu-\mu|}(1 - \varphi(\xi)), \]
the c_\mu's are appropriate constants, and the sum is taken over all multi-indices \( \mu \) such that \( 0 \leq \mu \leq \nu \). \( B(\xi) \) is a similar expression except that each term contains a derivative of \((1 - \varphi)\) of order one or higher. Observe that
\[ |\xi|^{|\alpha| - |\mu|}D^{\nu-\mu} h(\xi/r)r^{-|\nu-\mu|} = |\xi|^{|\alpha| - |\nu|}(|\xi/r|)^{|\nu| - |\mu|}D^{\nu-\mu} h(\xi/r) \]
and the expression in parentheses is bounded by virtue of statement (ii) in the hypothesis. Thus
\[ (2.10) \quad |A(\xi)| \leq C|\xi|^{|\alpha| - |\nu|}(1 - \varphi(\xi)). \]
A similar observation shows that \( B \) is supported in \( 1 \leq |\xi| \leq 2 \) and is bounded. These facts concerning \( A \) and \( B \) imply that
\[ (2.11) \quad |D^\nu h(\xi)| \leq c|\xi|^{|\alpha| - |\nu|}(1 - \varphi(\xi)). \]
Now, if \(|\nu| = m\), recalling that \( m \) is greater than \( n + \alpha \), it follows from (2.11) that \( \|D^\nu h\|_1 \) is bounded independent of \( r \). Since this is true for all such \( \nu \), we may conclude that \( |x|^m h(x) \) is bounded independent of \( r \) and hence \( h_\infty \) is bounded on the unit sphere. This implies the desired result. \( \square \)

3. The range theorem and corollaries. It is convenient to introduce the following definition.

**Definition.** A function \( g \) on \( S^{n-1} \times \mathbb{R} \) is said to be uniformly integrable if there exists an integrable function \( h \) on \( \mathbb{R} \) such that \( |g(\theta, t)| \leq h(t) \) for all \( \theta \) and \( t \).

The range theorem follows.

**Theorem.** Let \( g \in C^r(S^{n-1} \times \mathbb{R}) \), where \( r \geq m = n + 2 + k, k \geq -1 \). Assume
\[ g(-\theta, -t) = g(\theta, t), \]
(3.1) \( t^{k+1+q}D^{q}g^{(q)}(\theta, t) \) is uniformly integrable for \( j = 0, 1, \ldots, m - q \), and \( q = 0, 1, \ldots, n + 1 \); and
\[ (3.2) \quad \int_{-\infty}^{\infty} g(\theta, t) t^l dt = P_l(\theta) \] is representable as a homogeneous polynomial of degree \( l \) for \( l = 0, 1, \ldots, k \).

Then there exists a function \( f \) in \( C^s(\mathbb{R}^n) \) (\( s = r + 1 - n, n \) odd and \( s = r - n, n \) even), such that \( f(x) = O(|x|^{-n-k-1}) \) as \( |x| \to \infty \) and \( Rf(\theta, t) = g(\theta, t) \) for all \( \theta \) and \( t \). Moreover, for each \( x \in \mathbb{R}^n \) the inversion formula
\[ (3.3) \quad f(x) = 2^{-1}(2\pi)^{-n}A^{n-1}Rf g(x) \]
holds.

**Remark.** When \( k = -1 \), (3.2) is taken to be vacuous.

**Proof.** The continuity of \( g \) and (3.1) with \( q = j = 0 \) imply that \( g \) is uniformly integrable. Thus, the function \( \hat{f} \) defined in polar coordinates on \( \mathbb{R}^n \) by
\[ (3.4) \quad \hat{f}(\tau \theta) = (2\pi)^{(1-n)/2} \hat{g}_\theta(\tau) = (2\pi)^{-n/2} \int_{-\infty}^{\infty} g(\theta, t)e^{-itr} dt \]
is bounded on $\mathbb{R}^n$ and continuous on $\mathbb{R}^n - \{0\}$. We show that $\hat{f}$ satisfies the hypotheses of the Lemma with $\alpha = k + 1$. Leibnitz formula gives

$$\left(\frac{d}{dt}\right)^{n+1} (t^m g) = \sum_{q=0}^{n+1} c_{m,k} t^{k+1+q} g^{(q)}, \tag{3.5}$$

with the $c_{m,k}$ known constants. By (3.1) each term on the right side of (3.5) is uniformly integrable and hence so is the left side. Since $g^{(n+1)}$ is continuous, solving for $g^{(n+1)}$ in (3.5) shows that $g^{(n+1)}$ is uniformly integrable. Thus $\hat{g}$ is continuous on $S^{n-1} \times \mathbb{R}$ and uniformly $O(\tau^{-n-1})$ as $\tau \to \infty$. This, (3.4), and the fact that $\hat{f}$ is bounded imply that $\hat{f}$ is integrable and hence its inverse Fourier transform $f$ is continuous.

We will show at the end of the proof that the polynomial condition (3.2) can be replaced by

$$\int_{-\infty}^{\infty} g(\theta, t) t^l \, dt = 0, \quad l = 0, 1, \ldots, k, \tag{3.6}$$

without loss of generality. Accepting this for now, the uniform integrability assumption of (3.1) allows differentiation under the integral sign in (3.6) giving

$$\int_{-\infty}^{\infty} D^l_{\theta} g(\theta, t) t^l \, dt = 0, \quad l = 0, 1, \ldots, k; \quad j = 0, 1, \ldots, m. \tag{3.7}$$

Since $t^{k+1} D^l_{\theta} g$ is uniformly integrable, the above and Taylor’s theorem give that

$$\int_{-\infty}^{\infty} t^{k+1} D^l_{\theta} g(\theta, t) t^l \, dt = 0, \quad l = 0, 1, \ldots, k; \quad j = 0, 1, \ldots, m, \tag{3.8}$$

where the Fourier transform is in the sense of distributions when $p > k + 1$. If $0 \leq p \leq k + 1$, (3.7) and the uniform integrability assumption (3.1) show that $\int_{-\infty}^{\infty} t^{k+1} D^l_{\theta} g(\theta, t) t^l \, dt = 0, \quad l = 0, 1, \ldots, k, \quad j = 0, 1, \ldots, m,$

where the Fourier transform is in the sense of distributions when $p > k + 1$. If $0 \leq p \leq k + 1$, (3.7) and the uniform integrability assumption (3.1) show that terms of the form (3.8) are continuous on $\mathbb{R}^n - \{0\}$ and bounded independent of $\theta$. Suppose $m \geq |\nu| \geq l \geq \tau \geq k + 1$. Leibnitz formula shows that $\int_{-\infty}^{\infty} (\partial / \partial t)^l (\tau^{-k-1} D^l_{\theta} g)^{-1}(\tau \theta), \quad l = 0, 1, \ldots, |\nu| \leq m, \quad j = 0, 1, \ldots, |\nu| - l.$

This, in turn, is a sum of terms of the form

$$t^{k+1+q} D^l_{\theta} g(q), \quad q = 0, 1, \ldots, p - k - 1. \tag{3.9}$$

Each such term is uniformly integrable by (3.1). Thus $(t^p D^l_{\theta} g)^{-1}(\tau \theta)$ is continuous on $\tau > 0$ and uniformly $O(\tau^{k+1-p})$ as $\tau \to \infty$ and 0. Hence (3.8) is bounded in this case also.

The Lemma now implies that $f(x) = O(|x|^{-n-k})$ as $|x| \to \infty$.

Since $f$ is continuous and $O(|x|^{-n})$ as $|x| \to \infty$, $Rf$ is continuous also. Moreover $f \in L^p(\mathbb{R}^n)$ for all $p > 1$. By Remark (2.7), (2.2) holds a.e. This, together with (3.4), shows that $Rf = g$ a.e. and thus, by continuity, everywhere. Again Remark (2.7) gives that the inversion formula (2.6), and hence (3.3), holds a.e. To show that it holds everywhere it suffices to show that the right hand side of (3.3) is continuous. If $n$ is odd, then (2.3), (2.5) and the fact that $g \in C^\alpha(S^{n-1} \times \mathbb{R})$ show that the right hand side of (3.3), and hence $f$, is $C^{\sigma+1-n}$. If $n$ is even, then write $\Lambda^{n-1} = \Lambda(\Delta^{(n-2)/2})$ and use the Calderón-Zygmund representation of $\Lambda$, (2.4).

This, together with the fact that the Riesz transforms, $\mathcal{F}^\beta$, reduce differentiability
by at most $\varepsilon$ for any $\varepsilon > 0$, shows that the right side of (3.3), and hence $f$, is $C^{r-n}$. This completes the proof of the Theorem with the exception of showing that, without loss of generality, (3.2) can be replaced by (3.6). To see this, note that by [10, Lemma 7.4], there exists a $C^\infty$ function $h$ vanishing outside of the unit ball in $\mathbb{R}^n$ such that
\[ \int_{-\infty}^{\infty} R_\theta h(t) t^l \, dt = P_l(\theta), \quad l = 0, 1, \ldots, k, \]
where the $P_l$ are the same polynomials as those that appear in (3.2). Replacing $g$ by $g - R_h$ does not effect (3.1) but replaces (3.2) by (3.6), and $f$ by $f - h$ which has no effect on the smoothness of $f$ or its rate of decay at $\infty$. The proof is complete.

**REMARK.** The proof actually shows that when $n$ is even then all partial derivatives of $f$ or order $r - n$ satisfy a Hölder condition of order $\alpha$ for any $\alpha < 1$. Also, it follows from [9, Theorem 12.6] that the classical Radon inversion formula $f = 2^{-1}(2\pi)^{-n} R_t \Lambda^{n-1} g$ is valid everywhere.

We now give a few corollaries of the Theorem.

The Schwartz space $S(S^{n-1} \times \mathbb{R})$ consists of those $C^\infty$ functions on $S^{n-1} \times \mathbb{R}$ which, together with their derivatives of all orders, decay at infinity faster than the reciprocal of any polynomial in $t$.

**COROLLARY 1** [10]. Let $g \in S(S^{n-1} \times \mathbb{R})$ and suppose that $g(-\theta, -t) = g(\theta, t)$.

Then

(a) $g = Rf$ for some $C^\infty$ function $f$ such that $f(x) = O(|x|^{-n})$ as $|x| \to \infty$.

(b) $f(x) = O(|x|^{-n-k-1})$ if and only if (3.2) holds for $l = 0, 1, \ldots, k$.

(c) If $f(x) = O(|x|^{-m})$ then for all $\nu \in \mathbb{N}^n$, $D^\nu f(x) = O(|x|^{-m-|\nu|})$.

**PROOF.** When $g \in S(S^{n-1} \times \mathbb{R})$, (3.1) is satisfied for all choices of $j, q$ and $k$. So (a) and (b) are immediate consequences of the Theorem. To see that (c) holds observe from (2.2) that $R_\theta D^\nu f = \theta^\nu (R_\theta f)^{(|\nu|)}$ and by integration by parts that if $g = Rf$ satisfies (3.2) for $l = 0, 1, \ldots, k$, then $\theta^\nu g^{(|\nu|)}$ satisfies (3.2) for $l = 0, 1, \ldots, |\nu| + k$, and apply (b).

**COROLLARY 2.** Let $g \in C^{n+1}(S^{n-1} \times \mathbb{R})$ and suppose that $g(-\theta, -t) = g(\theta, t)$.

Assume that (3.1) is satisfied with $k = -1$. Then the inversion formula for $R_t$,
\[ g = 2^{-1}(2\pi)^{-n} R_t \Lambda^{n-1} R_t g, \]
holds everywhere.

**PROOF.** By the Theorem $Rf = g$ everywhere with $f$ given by (3.3).

**REMARK.** Inversion formulas for $R_t$ have been given earlier for functions in $S(S^{n-1} \times \mathbb{R})$. Helgason [3] gave an inversion formula when (3.6) is satisfied for all nonnegative integers $l$. Gonzalez [2] and Hertle [5] proved that (3.9) holds for $n$ odd and Solmon [10] showed it holds in all dimensions.

The last corollary is a sort of Tauberian theorem.

**COROLLARY 3.** Let $g \in C^{n+2}(S^{n-1} \times \mathbb{R})$ be such that $g(-\theta, -t) = g(\theta, t)$.

Suppose that (3.1) is satisfied for $k = 0$. Then $g$ is the Radon transform of an integrable function $f$ if and only if
\[ \int_{-\infty}^{\infty} g(\theta, t) \, dt = c, \]
where $c$ is a constant, independent of $\theta$. 
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PROOF. Since the hypotheses of the Theorem are satisfied with \( k = 0 \), \( g \) is the Radon transform of a continuous function that is \( O(|x|^{-n-1}) \) as \( |x| \to \infty \), and hence of an integrable function. So the condition is sufficient. The necessity of the condition is an immediate consequence of Fubini's theorem.

REMARK. Peters [8] has shown that the Radon transform of the function \( f(x) = \frac{\sin(|x|^2)}{|x|^2} \), in the plane, is \( O(|t|^{-2}) \) as \( t \to \infty \). Since \( f \) is a radial function its Radon transform is independent of \( \theta \) and hence so is \( \int_{-\infty}^{\infty} Rf(\theta, t) \, dt \). Nevertheless \( f \) is not integrable on \( \mathbb{R}^2 \). Hence condition (3.10) is not sufficient by itself to imply the integrability of \( f \).
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