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ABSTRACT. We give conditions on a CR submanifold M in \( \mathbb{C}^n \) and a compact submanifold \( N \subset M \) such that the average value on N of a CR function on M can be estimated uniformly by the \( L^1 \)-norm of the CR function on a neighborhood of \( N \) in M. The conditions involve the Levi form of M and the transversality of \( N \) to the holomorphic tangent bundle of M.

1. Introduction and statement of results. If \( f \) is a holomorphic function on a domain \( \Omega \) in \( \mathbb{C}^n \) and if \( \Omega_1 \subset \Omega \subset \Omega \) then it is well known (see [H, Theorem 2.2.3]) that there is a constant \( K \) which depends only on \( \Omega_1 \) and \( \Omega \) with
\[
|f(z)| \leq K \|f\|_{L^1}(\Omega)
\]
for all \( z \in \Omega_1 \). If \( N \) is a closed submanifold of \( \Omega \), then one can easily integrate (1.1) over \( N \) to obtain the following subaveraging estimate
\[
\left| \int_N f \, d\sigma_N \right| \leq K \|f\|_{L^1}(\Omega)
\]
where \( \Omega \subset \hat{\Omega} \) is an open set which contains \( N \) and \( K \) depends only on \( N, \Omega \) and \( \hat{\Omega} \). Here \( d\sigma_N \) is surface measure on \( N \).

Now an estimate analogous to (1.1) for CR functions on a CR submanifold \( M \) generally fails. For example on a strictly pseudoconvex real hypersurface, the existence of peak functions implies that (1.1) fails. It is then natural to investigate whether or not the subaveraging estimate (1.2) holds for CR functions. This paper carries out this investigation. Our result (Theorem 1.1 below) in particular implies that if \( M \) is a real hypersurface whose Levi form does not vanish at each point of \( N \subset M \), then the subaveraging estimate holds provided \( N \) is always transverse to the holomorphic tangent bundle to \( M \). Thus, there are plenty of cases (e.g. \( M \) strictly pseudoconvex) in which the subaveraging estimate (1.2) holds but (1.1) fails. Counterexamples (to (1.2)) are provided in §3 in the case when \( N \) is not holomorphically transverse.

Our theorem handles the case when \( \text{codim}_{\mathbb{R}} M \geq 1 \) and therefore we need some additional notation before we can state our result.

Let \( M \) be a smooth generic CR submanifold in \( \mathbb{C}^n \) with \( \text{codim}_{\mathbb{R}} M \geq 1 \). Let \( H(M) \) be the holomorphic tangent bundle of \( M \) with fibre \( H_p(M), p \in M \). We also let \( N_p(M) \) be the space of vectors which are orthogonal (under the Euclidean metric in \( \mathbb{R}^{2n} \)) to the real tangent space of \( M \) at \( p \) (\( T_p(M) \)) and we let
\[
\pi_p : T_p(\mathbb{R}^{2n}) \rightarrow N_p(M)
\]
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be the orthogonal projection. The first Levi form \( \mathcal{L}_p: H_p(M) \to N_p(M) \) is defined by
\[
\mathcal{L}_p(X_p) = \pi_p J[X, JX], \quad X_p \in H_p(M),
\]
where \( X \in H(M) \) is any vector field extension of \( X_p \) and \( J \) is the usual complex structure map on \( \mathbb{R}^{2n} \cong \mathbb{C}^n \). Note that \( \pi_p Jv \in N_p(M) \) for \( v \in T_p(M) \) and \( \pi_p(Jv) \neq 0 \) if and only if \( v \notin H_p(M) \). We let \( \Gamma_p \) be the convex hull of the image of \( \mathcal{L}_p \) in \( N_p(M) \). The cone \( \Gamma_p \) essentially determines the size of the normal cross section of the open set to which CR functions on \( M \) extend as holomorphic functions (see [BP]).

Now we are in a position to formulate our main theorem and some of its consequences.

1.1. Theorem. Let \( N \) be a compact submanifold of \( M \) of \( \dim \mathbb{R} N \geq 1 \), without boundary. We assume the following on \( N \) and \( M \):
\[(1.3a)\quad \text{For each } p \in N \subset M, \text{ the interior of } \Gamma_p \text{ (with respect to the topology on } N_p(M)) \text{ is nonempty.}\]

\[(1.3b)\quad \text{For each } p \in N, \pi_p JT_p(N) \cap \{\text{int } \Gamma_p\} \neq \emptyset.\]

Then for a given neighborhood \( \omega \) of \( N \) in \( M \) there is a constant \( C = C(N, \omega) \) such that for each CR function \( f \) on \( \omega \)
\[
\int_N f \, d\sigma_N \leq C \int_\omega |f| \, d\sigma_M,
\]
where \( d\sigma_N, d\sigma_M \) are surface measures on \( N \) and \( M \), respectively.

When \( M \) is a real hypersurface with nonvanishing Levi form, requirement (1.3a) is automatically satisfied because \( N_p(M) \) is just a one-dimensional line which is normal to \( M \). If \( N \subset M \) is a compact submanifold of \( M \) without boundary with \( T_p(N) \) transverse to \( H_p(M) \) (i.e. \( T_p(N) \not\subset H_p(M) \)) then requirement (1.3b) is satisfied. Thus we have the following important corollary.

1.2. Corollary. Let \( M \) be a real hypersurface of \( \mathbb{C}^n \) and \( N \subset M \) a compact submanifold of \( M \) without boundary, \( \dim \mathbb{R} N \geq 1 \), such that \( \mathcal{L}_p(M) \neq 0 \) for each \( p \in N \). If \( T_p(N) \not\subset H_p(M) \) for each \( p \in N \), then the conclusion of Theorem 1.1 holds.

Another special case of Theorem 1.1 is the following.

1.3. Corollary. Let \( M \) be a CR submanifold of \( \mathbb{C}^n \) with \( \text{codim}_\mathbb{R} M = k \geq 1 \). Let \( N \subset M \) be a submanifold of \( M \) with \( \dim \mathbb{R} N = k \) and such that (1.3a) holds. If \( T_p(N) \cap H_p(M) = \emptyset \) for each \( p \in N \) then the conclusion of Theorem 1.1 holds.

To prove the above corollary, we note that if \( T_p(N) \cap H_p(M) = \emptyset \), then \( \pi_p JT_p(N) = N_p(M) \) and therefore (1.3b) is satisfied.

If \( M \) is a convex hypersurface and \( N \subset M \) is a one-dimensional curve which is the boundary of an analytic disc \( D \) which intersects \( M \) transversally, then estimate (1.3c) follows easily. One merely thinks of \( D \) as part of a family of analytic discs with boundaries in \( M \) and then by extending the given CR function to a holomorphic function to the inside of \( M \), estimate (1.3c) follows from the subaveraging
properties of holomorphic functions (see [L and W]). Therefore our theorem is more meaningful in situations where \( N \) is not the boundary of some analytic object.

The next section is devoted to the proof of our theorem and the final section contains some counterexamples to estimate (1.3c) in the case when (1.3b) is violated.

2. Proof of the Main Theorem. The outline of the proof is as follows. We realize \( N \) as the boundary of a manifold \( \tilde{N} \subset \mathbb{C}^n \) whose coordinate functions satisfy a Cauchy-Riemann equation to infinite order at \( N \). The transversality condition (1.3b) will ensure that \( \tilde{N} \) will be transverse to \( M \). We then use Henkin’s integral kernels to represent the given CR function and with the help of Stoke’s theorem, we transfer the integration over \( N \) which appears on the left side of (1.3c) to an integration over \( \tilde{N} \). The transversality of \( \tilde{N} \) to \( M \) allows us to estimate Henkin’s kernels on \( \tilde{N} \) and the estimate (1.3c) will follow.

**Henkin’s extension formulas.** We fix \( N \subset M \) and the open set \( \omega \) in \( M \) which contains \( N \) as given in the hypothesis of Theorem 1.1. We let \( f \) be a CR function on \( \omega \). For each \( p \in N \), assumption (1.3a) allows us to extend \( f \) as a holomorphic function \( F \) defined on an open set \( \mathcal{O}_p \subset \mathbb{C}^n \). The size of the cross section of \( \mathcal{O}_p \) is determined by the cone \( \Gamma_p \), which by definition is the convex hull of the image of the Levi form \( \mathcal{L}_p: H_p(M) \to N_p(M) \). More precisely, given any smaller cone \( \Gamma' \subset \Gamma_p \) there is an open set \( \omega_p \) in \( M \) containing \( p \) and \( \delta > 0 \) such that

\[
(2.1) \quad \omega_p + \{ \Gamma' \cap B(0, \delta) \} \subset \mathcal{O}_p.
\]

Here, \( B(0, \delta) \) represents the ball centered at the origin (= \( p \)) in \( N_p(M) \) and the notation \( \Gamma' \subset \Gamma_p \) means that \( \{ \Gamma' \cap S \} \subset \Gamma_p \cap S \) where \( S \) is the unit sphere in \( N_p(M) \).

Using Henkin’s integral formulas (see [AH, Theorem 5.2.1]) we can write down an explicit formula for \( F \). We let \( D(p, r) \) be the set \( \{ q \in M : |q - p| < r \} \). There is a choice of \( r_p > 0, \delta > 0 \) and the set \( \omega_p \) can be shrunk if necessary so that if \( r_p/2 \leq r \leq r_p \) then

\[
(2.2) \quad F(w) = \int_{\zeta \in D(p, r)} K_1(\zeta, w)f(\zeta) + \int_{\zeta \in \partial(D(p, r))} K_2(\zeta, w)f(\zeta)
\]

for \( w \in \omega_p + \{ \Gamma' \cap B(0, \delta) \} \). Here \( K_1 \) and \( K_2 \) are explicit kernels and all we need to know about these kernels is that they satisfy the following estimates:

\[
(2.3) \quad |K_j(\zeta, w)| \leq C/|\zeta - w|^{2n}, \quad |\nabla_w K_j(\zeta, w)| \leq C/|\zeta - w|^{2n+2}, \quad j = 1, 2,
\]

which holds for \( \zeta \in \overline{D(p, r)}, w \in \omega_p + \{ \Gamma' \cap B(0, \delta) \} \) and where the constant \( C \) is independent of \( \zeta, w \) and \( r \) if say \( r_p/2 \leq r \leq r_p \). The constant may depend on \( \omega_p, \Gamma' \) and \( r_p \).

**Extension of the submanifold \( N \).** Assumption (1.3a) allows us to say that for each \( p \in M \) there is a nonzero vector \( v_p \in T_p(N) \) so that the nonzero vector \( \pi_p J(v_p) \) lies in the interior of \( \Gamma_p \). Now we can locally parameterize \( N \) by a \( C^\infty \) map \( G: \mathbb{R}^k \to N \) with \( G(0) = p \). We give coordinates \( (x, u) \) to \( \mathbb{R}^k \), with \( x \in \mathbb{R}, u \in \mathbb{R}^{k-1} \) chosen so that \( G_* (\partial/\partial x|_0) = v_p \), where \( G_* \) represents the differential of \( G \). Since \( \pi_p J(v_p) \) lies in the interior of \( \Gamma_p \), clearly we can choose a cone \( \Gamma'_p \subset \Gamma_p \) and an open set \( \omega_p \).
containing \( p \) such that

\[
\pi_p J \left\{ G \left( \frac{\partial}{\partial x} (x,u) \right) \right\} \in \Gamma_p''
\]

for all \((x,u) \in G^{-1}(\omega_p \cap N)\).

We give to \( C \times R^{k-1} \) the coordinates \((z,u)\) where \( z = x + iy \in C \) and where \((x,u)\) are the coordinates of \( R^k \) chosen above. We extend \( G(x,u) \) to \( G(z,u) \) in such a way that \( (\partial G/\partial \bar{z})(x + iy,u) \) vanishes to infinite order at \( y = 0 \). In particular, \( G \) satisfies the Cauchy-Riemann equations in the variable \( z \) when \( y = \text{Im} z = 0 \). Therefore in view of (2.4) we have

\[
\pi_p J \left\{ \frac{\partial G}{\partial y} (x + i0, u) \right\} = \pi J_p \left\{ \frac{\partial G}{\partial x} (x + i0, u) \right\} \in \Gamma_p'' < \Gamma_p,
\]

for all \((x,u) \in G^{-1}(\omega_p \cap N)\).

Fix a \( \delta' > 0 \) (to be chosen later). Define for \( 0 < t < \delta' \)

\[
\tilde{N}_{t,\delta'} = \{ G(x+iy, u); (x,u) \in G^{-1}(\omega_p \cap N), t \leq y < \delta' \},
\]

\[
N_t = \{ G(x+it, u); (x,u) \in G^{-1}(\omega_p \cap N) \}.
\]

Note that \( N_0 = N \cap \omega_p \), and also note that the tangent cone of \( \tilde{N}_{0,\delta'} \) at \( G(x,u) \) is spanned by the tangent space of \( N \) at \( G(x,u) \) and by the vector \( (\partial G/\partial y)(x + i0, u) \) for each \((x,u) \in G^{-1}(\omega_p \cap N)\). Choose a cone \( \Gamma'_p \) with \( \Gamma''_p < \Gamma'_p < \Gamma_p \). In view of (2.5) and the above discussion, \( \delta' > 0 \) can be chosen and \( \omega_p \) can be shrunk if necessary so that

\[
\tilde{N}_{0,\delta'} \subset \omega_p + \{ \Gamma'_p \cap B(0,\delta) \}
\]

where \( \delta \) is chosen as in (2.1). Note in particular that (2.6) implies that \( \tilde{N}_{0,\delta'} \) is transverse to \( M \). We choose an open set \( \omega_p \ni p \) which satisfies the requirement of (2.1), (2.2) and (2.6). We get an open cover \( \{ \omega_p, p \in N \} \) of \( N \). By the compactness of \( N \) we can extract a finite number of points \( p_{j1} \) with corresponding open sets \( \omega_{p_{j1}} \) which cover \( N \). We chose a partition of unity \( \psi_{j1} \) subordinate to the cover \( \omega_j \cap N \) (so \( \psi_j \) is only defined on \( N \cap \omega_j \)).

We have

\[
\int f \ d\sigma_N = \sum_{j=1}^{l} \int_{N \cap \omega_{p_{j}}} f \psi_j d\sigma_N = \sum_{j=1}^{l} \int_{N \cap \omega_{p_{j}}} F_j \psi_j d\sigma_N
\]

where \( F_j \) is the holomorphic extension of \( f \) defined on \( \omega_{p_{j}} \cup \{ \Gamma'_p \cap B(0,\delta_{p_{j}}) \} \). We shall estimate each term in the above sum on the right and for simplicity we shall drop the subscript \( j \) (so \( \omega_p = \omega_{p_{j}}, \Gamma'_p = \Gamma'_p, F_j = F \) and \( \psi_j = \psi \) etc.).

Completion of the proof of the theorem. Let \( \phi(x,u) \) be the smooth compactly supported function in \( G^{-1}(\omega_p \cap N) \subset R^k \) defined by

\[
\phi dx du = G^* (\psi d\sigma_N).
\]

We extend \( \phi \) to \( \phi(z,u) \) on \( C \times R^{k-1} \) so that \( (\partial \phi/\partial \bar{z})(z,u) \) vanishes to infinite order at \( y = \text{Im} z = 0 \). We may also assume that \( \phi(x+iy,u) = 0 \) for \( y \geq \delta'/2 \) where \( \delta' \) is the number in the definition of \( \tilde{N}_{t,\delta'} \). We let

\[
\Phi = G^{-1} \{ \phi(z,u) dz du \}.
\]
We note that
\[ \int_N F \psi \, d\sigma_N = \int_{N_0} F \Phi. \]
So we shall obtain an estimate for \( \int_{N_t} F \Phi \) which is uniform in \( t > 0 \) and then let \( t \to 0 \).

Using Stoke’s theorem and the fact that \( \Phi \) vanishes on \( N_t \) for \( t \geq \delta' / 2 \), we obtain
\[ \int_{N_t} F \Phi = \int_{\tilde{N}_{t,\delta'}} (dF \wedge \Phi + F \wedge d\Phi). \]

(2.7)

Now \( F \) is holomorphic on a neighborhood of \( \tilde{N}_{t,\delta'} \) because \( \tilde{N}_{t,\delta'} \subset \tilde{N}_{0,\delta'} \subset \omega_p + \{ \Gamma' \cap B(0, \delta) \} \) (see (2.6)). Therefore \( dF = \partial F \) in the first integral on the right of (2.7) above. We pull this integral back via \( G \) to \( \mathbb{C} \times \mathbb{R}^{k-1} \) to obtain
\[ \int_{\tilde{N}_{t,\delta'}} \partial F \wedge \Phi = \sum_{l=1}^n \int_{t \leq y \leq \delta'} \int_{(x,u) \in \mathbb{R}^k} \frac{\partial F}{\partial w_l} (G(z,u)) \partial G_l \wedge \phi(z,u) \, dz \wedge du \]
(2.8)

\[ = \sum_{l=1}^n \int_{t \leq y \leq \delta'} \int_{(x,u) \in \mathbb{R}^k} \frac{\partial F}{\partial w_l} (G(z,u)) \partial G_l \wedge \phi(z,u) \, dz \wedge du. \]

For \( q \in \mathbb{C}^n \), let \( \text{dist}(q) \) be the Euclidean distance from \( q \) to \( M \). We claim for some \( c > 0 \)
\[ \text{dist}(G(x + iy, u)) \geq c|y| \quad \text{for } 0 < y < \delta'. \]

(2.9)

To prove this estimate we note that \( G(x,u) \in M \) and \( (\partial G / \partial y)(x,u) \) is a vector which is transverse to \( M \). This is because \( \tilde{N}_{0,\delta'} \) is transverse to \( M \). More precisely, the function \( G \) which parameterizes \( \tilde{N}_{0,\delta'} \) satisfies the Cauchy-Riemann equations at \( (x + i0, u) \in \mathbb{R}^k \), i.e. \( (\partial G / \partial y)(x + i0, u) = J((\partial G / \partial x)(x + i0, u)) \) and because the vector \( (\partial G / \partial x)(x + i0, u) \) is an element of \( T_p(M) \) but not an element of \( H_p(M) \) where \( p = G(x,u) \). Therefore there is a positive constant \( c > 0 \) with
\[ \text{dist}(G(x + iy, u)) \geq c|G(x + iy, u) - G(x,u)| \geq c \frac{|\partial G}{\partial y}(x,u)| |y| \]
and (2.9) is established.

In view of (2.9) and (2.3), we have that for \( \zeta \in M \)
\[ \left| \frac{\partial K_i}{\partial w_l} (G(z,u), \zeta) \right| \leq \frac{C}{|G(z,u) - \zeta|^{2n+2}} \leq \frac{C}{\text{dist}(G(x + iy, u))^{2n+2}} \leq \frac{C}{|y|^{2n+2}} \]
(2.10)

where \( C \) is a uniform constant which is independent of \( x, y, u \) and \( \zeta \). In addition \( \partial G_l / \partial z \) vanishes to infinite order at \( y = 0 \). Therefore
\[ \left| \frac{\partial G}{\partial z} (x + iy, u) \right| \leq C|y|^{2n+2} \]
(2.11)

for some uniform constant \( C \). By inserting formula (2.2) for \( F \) into the right side of (2.8) and then by using estimates (2.10) and (2.11), we obtain
\[ \int_{\tilde{N}_{t,\delta'}} \partial F \wedge \Phi \leq C \left[ \int_{\zeta \in D(p,r)} |f(\zeta)| \, d\sigma(\zeta) + \int_{\zeta \in \partial D(p,r)} |f(\zeta)| \, d\sigma(\zeta) \right] \]
(2.12)
where the constant $C$ is independent of $f$ and $t$ with $0 \leq t < \delta'$ and $r$ with $r_p/2 \leq r \leq r_p$. Letting $t \to 0$ we obtain the same inequality as in (2.12) with $t$ replaced by 0.

The second integral on the right side of (2.7) is handled similarly. We pull it back via $G$ to obtain

$$\int_{t \leq y \leq \delta'} \int_{(x,u) \in \mathbb{R}^k} F(G(z,u)) \frac{\partial \phi}{\partial \bar{z}}(z,u) \, d\bar{z} \wedge dz \wedge du.$$ 

Since $\partial \phi/\partial \bar{z}$ vanishes to infinite order, one can repeat the above arguments and estimate this term by the right side of (2.12). Thus combining these estimates for both terms on the right side of (2.7) (with $t = 0$) we obtain

$$\int f \, d\sigma_N \leq C \left[ \int_{\mathbb{R}^2} |f(\zeta)| \, d\sigma(\zeta) + \int_{\partial \mathbb{R}^2} |f(\zeta)| \, d\sigma(\zeta) \right]$$

where the constant $C$ is independent of $f$ and $r$, $r_p/2 \leq r \leq r_p$. We now integrate the above estimate as $r$ goes from $r_p/2$ to $r_p$ to obtain

$$\int f \, d\sigma_N \leq C \left[ \int_{\mathbb{R}^2} |f(\zeta)| \, d\sigma(\zeta) \right].$$

Since $\psi (= \psi_j)$ is an arbitrarily chosen element of the partition of unity, we may sum over $j$, $1 \leq j \leq l$ and obtain the estimate

$$\int f \, d\sigma_N \leq C \int \omega |f| \, d\sigma_M$$

as desired.

3. Examples. In this section we give two counterexamples to estimate (1.3c) if the assumption (1.3b) is violated.

The first example concerns the case where $M$ is a hypersurface and $N$ is a curve on $M$ which is tangent at some point $p$ to the space $H_p(M)$. Moreover we shall see how the constant $C$ in (1.3c) depends on transversality of $N$ with respect to the complex tangent space of $M$. This all is done in $\mathbb{C}^2$ because the situation in $\mathbb{C}^n$ is analogous.

The second example shows that if the codimension of $M$ is higher than 1, the assumption of transversality of $N$ with respect to the complex tangent space of $M$ is not enough. In this case, the constant $C$ in (1.3c) reflects the extent to which the spaces $\pi_p JT_p(N), p \in N$, lie inside to the convex hull of the image of the Levi form. In the example given, the codimension of $M$ is 2 and $N$ is a curve on $M$, but analogous examples can be easily generated for any dimensions.

**Example 3.1.** Let $M$ be a hypersurface in $\mathbb{C}^2$ given by

$$M = \{(z_1, z_2) \in \mathbb{C}^2; \text{Re} \, z_2 = |z_1|^2 \text{ and } (z_1, \text{Im} \, z_2) \in B\}$$

where

$$B = \{(z_1, y_2) \in \mathbb{C} \times \mathbb{R}; |z_1| < 1, |y_2| < 1\}.$$ 

Fix two positive, sufficiently small real numbers $\lambda, \mu$. For any $a \in \mathbb{R}$, $a \geq 0$, define a closed curve $N^a$ passing through $0 = (0,0)$, and parameterized by
$z(t) = (z_1(t), z_2(t))$, $t \in [-1, 1]$, where $z(-1) = z(1)$. Moreover assume that the parameterization satisfies two conditions:

(3.2) \[ z_1(t) = t, \quad z_2(t) = t^2 + iat \quad \text{for } |t| \leq \lambda, \]

(3.3) \[ \text{Re } z_2(t) \geq \mu \quad \text{for } \lambda \leq |t| \leq 1. \]

Notice that if $a = 0$ then $N^0$ is tangent to $H_0(M)$ and if $a > 0$ then $N^a$ is transverse to this space.

For any positive $\varepsilon$ define the smooth CR function

$f_\varepsilon(z) = 1/(z_2 + \varepsilon), \quad z \in M.$

Consider both integrals which appear in inequality (1.3c). By $C_1, C_2, \ldots$ denote some positive constants.

**Upper estimate of the integral $\int_M |f_\varepsilon| \, d\sigma_M$.**

(3.4) \[ \int_M |f_\varepsilon| \, d\sigma_M \leq C_1 \int_B \left( |z_1|^2 + \varepsilon \right)^{1/2} \, dx_1 \, dy_1 \, dy_2. \]

The integral on the right of (3.4) can be estimated for small $\varepsilon$ by

(3.5) \[ \pi \int_{-1}^{1} \left( \varepsilon^2 + y_2^2 \right)^{-1/2} \, dy_2 \leq -C_2 \ln \varepsilon. \]

Consequently, (3.4) and (3.5) gives

(3.6) \[ \int_M |f_\varepsilon| \, d\sigma_M \leq -C_1 C_2 \ln \varepsilon. \]

**Lower estimate of the integral $|\int_{N^0} f_\varepsilon \, d\sigma_N|$.** Using (3.2) and (3.3) we obtain

(3.7) \[ \left| \int_{N^0} f_\varepsilon \, d\sigma_N \right| \geq \int_{-\lambda}^{\lambda} \frac{1}{t^2 + \varepsilon} \, dt - C_3 \geq C_4 \varepsilon^{-1/2} - C_3. \]

If $\varepsilon$ is small, then (3.6) and (3.7) show that (1.3c) cannot be satisfied.

If $a \geq 0$, the following generalization of (3.7) can be proved:

(3.8) \[ \left| \int_{N^a} f_\varepsilon \, d\sigma_N \right| \geq C_5 (a^4 + \varepsilon^2)^{-1/4} \]

where $C_5$ does not depend on $a$ and $\varepsilon$. The last inequality together with (3.6) show how the constant $C$ in (1.3c) depends on $a$ which reflects transversality of $N^a$ with respect to $H_0(M)$.

**Example 3.2.** Let $M$ be a real submanifold of $\mathbb{C}^4$ given by the equations

$\text{Re } z_3 = |z_1|^2, \quad \text{Re } z_4 = |z_2|^2$.

for $z \in B = \{ z \in \mathbb{C}^4; |z_0| < 1, |y_{|j|} < 1, \alpha, \beta = 1, 2 \}$ where $z_0 = x_\alpha + iy_\alpha$, $a = 1, 2, 3, 4$. The complex tangent space $H_0(M)$ is spanned by $\partial/\partial z_1$ and $\partial/\partial z_2$. The Levi form $\mathcal{L}_0(\xi)$ for $\xi = z_1 \partial/\partial z_1 + \overline{z}_2 \partial/\partial z_2 \in H_0(M)$ is

$\mathcal{L}_0(\xi) = z_1 \frac{\partial}{\partial x_3} + \overline{z}_2 \frac{\partial}{\partial x_4}$

and its image covers the first quadrant of the plane spanned by $\partial/\partial x_3$ and $\partial/\partial x_4$. 
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Fix two positive sufficiently small real numbers $\lambda, \mu$. For any $(a, b) \in \mathbb{R}^2$ define a closed curve $N^{a,b}$ parameterized by $z(t) = (z_{a}(t))_{a=1,2,3,4}$, $t \in [-1,1]$, where $z(-1) = z(1)$. Moreover assume that the parameterization satisfies the following conditions:

$$
\begin{align*}
    z_1(t) &= t, \quad z_2(t) = t, \quad z_3(t) = t^2 + iat, \quad z_4(t) = t^2 + i bt \\
    \text{Re} \ z_3(t) &> \mu, \quad \text{Re} \ z_4(t) > \mu \quad \text{for } |t| \leq \lambda,
\end{align*}
$$

Notice that $N^{0,0}$ is tangent to $H_0(M)$ and if $(a, b) \neq (0,0)$ then $N^{a,b}$ is transverse to $H_0(M)$. If $ab > 0$ then $N^{a,b}$ satisfies (1.3b) in a neighborhood of the origin. If $ab \leq 0$ then (1.3b) is not satisfied at the origin.

For any $\varepsilon > 0$, $c \geq 0$, $d \geq 0$, $(c,d) \neq (0,0)$ define the smooth CR function

$$
    f_{\varepsilon}^{c,d}(z) = \frac{1}{cz_3 + dz_4 + \varepsilon}, \quad z \in M.
$$

Similarly as in the previous example, it can be shown that if $ab \leq 0$, say $a \geq 0$ and $b \leq 0$, then there exist some positive constants $C_1, C_2, C_3$ that for small $\varepsilon$,

$$
    \int_{N_{a,b}} |f_{\varepsilon}^{c,d}| \, d\sigma_M \leq -C_1 \ln \varepsilon, \quad \left| \int_{N_{a,b}} f_{\varepsilon}^{c,d} \, d\sigma_N \right| > C_2 \varepsilon^{-1/2} - C_3,
$$

for $c = -b, d = a$ if $(a, b) \neq (0,0)$ or any positive $c, d$ if $(a, b) = (0,0)$. Consequently inequality (1.3c) is not satisfied for small $\varepsilon$.

If $a > 0$ and $b > 0$, then $a^2 + b^2 = 1$, i.e. (1.3b) is satisfied in a neighborhood of the origin, the following inequality can be proved:

$$
    \inf_{c,d} \left| \int_{N_{a,b}} f_{\varepsilon}^{c,d} \, d\sigma_N \right| \geq C_4 \left( \min(a, b) \right)^4 + \varepsilon^2)^{-1/4},
$$

where the infimum is over nonnegative $c, d$ such that $c^2 + d^2 = 1$, and the constant $C_4$ does not depend on $a, b$ and $\varepsilon$. Notice that $\min(a, b)$ gives the angle between the line $\pi_0JT_0(N^{a,b})$ and the closest side of the complement of the image of the Levi form. The last inequality together with the first inequality (3.8) show how the constant $C$ in (1.3c) depends on the position of the spaces $\pi_pJT_p(N)$ in the image of the Levi form.
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