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Abstract. In this paper we extend the notion of weak convergence to Banach space valued integrable multifunctions. We prove some properties of this mode of convergence and we show that under certain hypotheses the space of uniformly bounded, \( w \)-compact, convex valued integrable multifunctions is sequentially weakly complete. Then we prove two Dunford-Pettis type weak compactness theorems and we also show that the set valued conditional expectation is weakly continuous. Finally we present an application from control theory.

1. Introduction

In the last twenty years the subject of measurable multifunctions has been developed extensively and has found important applications in various fields, like mathematical economics, optimal control and optimization.

In this paper we study weakly convergent sequences of Banach space valued multifunctions. The notion of weak convergence of multifunctions was first introduced by Artstein [1] for \( \mathbb{R}^n \)-valued multifunctions and later extended to multifunctions with values in a separable reflexive Banach space by this author [13, section 4]. Here we improve the results of [13] and obtain new ones. First we derive various alternative characterizations of this type of set convergence. Then we present a completeness result, two Dunford-Pettis type compactness theorems and we also show that the set valued conditional expectation is weakly continuous. Finally we present an application from control theory. Some of the above results extend earlier ones by the author, as we will explain in detail in the sequel. See Theorems 4.1 and 4.3 in [13] and Theorem 4.1 in [14].
Let $(\Omega, \Sigma, \mu)$ be a complete, finite measure space and $X$ a separable Banach space. We will be using the following notations:

$$P_{f,c}(X) = \{ A \subseteq X : \text{nonempty, closed, (convex)} \}$$

and

$$P_{(w)k,c}(X) = \{ A \subseteq X : \text{nonempty, (w-)compact, (convex)} \}.$$ 

A multifunction (set valued functions) $F: \Omega \to P_{f,c}(X)$, is said to be measurable, if for all $z \in X$, $\omega \to d(z, F(\omega)) = \inf \{ ||z - x|| : x \in F(\omega) \}$ is measurable. By $S^1_F$ we will denote the set of all Bochner integrable selectors of $F(\cdot)$; i.e., $S^1_F = \{ f \in L^1(\Omega) : f(\omega) \in F(\omega) \mu\text{-a.e.} \}$. It is easy to see using Aumann’s selection theorem (see Wagner [20]), that $S^1_F$ is nonempty if and only if $\omega \to \inf \{ ||x|| : x \in F(\omega) \}$ belongs in $L^1_+$. A multifunction $F(\cdot)$ is said to be “integrably bounded,” if it is measurable and $\omega \to \{ ||x|| : x \in F(\omega) \}$ belongs in $L^1_+$. Clearly for such a multifunction $S^1_F$ is nonempty. Using $S^1_F$ we can define a set valued integral for $F(\cdot)$, by setting $\int_{\Omega} F(\omega) d\mu(\omega) = \{ \int_{\Omega} f(\omega) d\mu(\omega) : f \in S^1_F \}$.

For $A \in 2^X \setminus \{ \emptyset \}$, we define the function $\sigma_A: X^* \to \mathbb{R} = \mathbb{R} \cup \{ +\infty \}$ by

$$\sigma_A(x^*) = \sup \{ (x^*, x) : x \in A \}.$$ 

This is known as the “support function” of the set $A$. A multifunction $M: \Sigma \to P_{wk,c}(X)$ is said to be a “multimeasure” (set valued measure), if for all $x^* \in X^*$, $A \to \sigma_{M(A)}(x^*)$ is a signed measure.

Finally the set valued conditional expectation of a measurable multifunction $F: \Omega \to P_{f,c}(X)$ with respect to a sub-$\sigma$-field $\Sigma_0$ of $\Sigma$, is defined to be the measurable multifunction $E_{\Sigma_0} F: \Omega \to P_{f,c}(X)$ such that $S^1_{E_{\Sigma_0} F} = \overline{E_{\Sigma_0} S^1_F}$, the closure taken in $L^1_+$. If $F(\cdot)$ is integrably bounded, then clearly so is $E_{\Sigma_0} F(\cdot)$. For details we refer to Hiai-Umegaki [9].

2. WEAK CONVERGENCE

In [1], Artstein extended the notion of weak convergence for $L^1$-functions to $\mathbb{R}^n$-valued multifunctions. Artstein’s work was extended by this author [13] to multifunctions with values in a separable, reflexive Banach space. Here we strengthen the results of [13] and present new ones.

Recall that by the Dinculeanu-Foias theorem (see Ionescu-Tulcea [10]), we have that $L^1(X)^* = L^\infty(X_{w^*})$. If $F_n, F: \Omega \to P_{f,c}(X)$ are integrably bounded multifunctions, then we say that the $F_n$'s converge weakly to $F$, denoted by $F_n \overset{w}{\rightharpoonup} F$, if for all $x^*(\cdot) \in L^\infty(X_{w^*})$,

$$\int_{\Omega} \sigma_{F_n(\omega)}(x^*(\omega)) d\mu(\omega) \to \int_{\Omega} \sigma_{F(\omega)}(x^*(\omega)) d\mu(\omega).$$

Recall (see Hiai-Umegaki [9] or [16]) that $\int_{\Omega} \sigma_{F_n(\omega)}(x^*(\omega)) d\mu(\omega) = \sigma_{S^1_{E_F}}(x^*)$ and $\int_{\Omega} \sigma_{F(\omega)}(x^*(\omega)) d\mu(\omega) = \sigma_{S^1_{E_{\Sigma_0}}}$. Also note that because $F(\cdot)$ is convex valued, the weak limit is unique.
Theorem 2.1. If \( F_n, F : \Omega \to P_{bc}(X) \) are integrably bounded multifunctions, then \( F_n \xrightarrow{w} F \) if and only if, for all \( z^* \in X^* \), \( \sigma_{F_n,\gamma}(z^*) \xrightarrow{w} \sigma_{F,\gamma}(z^*) \) in \( L^1(\mathbb{R}) \).

Proof.

Necessity. First note that since \( F_n, F \) are measurable we can find measurable functions \( \{f_n^m\}_{m \geq 1} \) and \( \{f^m\}_{m \geq 1} \) from \( \Omega \) into \( X \) such that \( F_n(\omega) = \{f_n^m(\omega)\}_{m \geq 1} \) and \( F(\omega) = \{f^m(\omega)\}_{m \geq 1} \). See Wagner [20]. So \( \omega \to \sigma_{F_n}(\omega)(z^*) = \sup_{m \geq 1}(z^*, f_n^m(\omega)) \) and \( \omega \to \sigma_{F}(\omega)(z^*) = \sup_{m \geq 1}(z^*, f^m(\omega)) \) are measurable and also integrable since \( F_n, F \) are integrably bounded. Now let \( x^*(\cdot) = \chi_A(\cdot)z^* \) with \( A \in \Sigma \). Then we have
\[
\int_A \sigma_{F_n}(\omega)(z^*) \, d\mu(\omega) = \int \sigma_{F_n}(\omega)(x^*(\omega)) \, d\mu(\omega) \to \int \sigma_{F}(\omega)(x^*(\omega)) \, d\mu(\omega) = \int \sigma_{F}(\omega)(z^*) \, d\mu(\omega).
\]
Since \( A \in \Sigma \) was arbitrary, we conclude that \( \sigma_{F_n}(z^*) \xrightarrow{w} \sigma_{F}(z^*) \) in \( L^1 \).

Sufficiency. Let \( x^*(\cdot) \in L^\infty(X_{w^*}) \) be a simple function; i.e., \( x^*(\omega) = \sum_{k=1}^n z_k^*\chi_{A_k}(\omega) \), with \( z_k^* \in X^* \), \( A_k \in \Sigma \). Then we have
\[
\sigma_{S_{F_n}}(x^*) = \int \sigma_{F_n}(x^*(\omega)) \, d\mu(\omega)
= \sum_{k=1}^n \int_{A_k} \sigma_{F_n}(z_k^*) \, d\mu(\omega)
= \sum_{k=1}^n \int \sigma_{F}(z_k^*) \, d\mu(\omega)
= \int \sigma_{F}(x^*(\omega)) \, d\mu(\omega) = \sigma_{S_F}(x^*).
\]
Now recall that any \( x^*(\cdot) \in L^\infty(X_{w^*}) \) can be approximated in the Mackey topology \( m(L^\infty(X_{w^*}), L^1(X)) \) by simple functions. Also note that since \( S^1_{F_n}, S^1_F \in P_{w^k}(L^1(X)) \) [12, Proposition 3.1], we have that \( \sigma_{S^1_{F_n}}(\cdot), \sigma_{S^1_F}(\cdot) \) are \( m \)-continuous. So by a standard density argument we conclude that \( \sigma_{S^1_{F_n}}(x^*) \to \sigma_{S^1_F}(x^*) \) for all \( x^*(\cdot) \in L^\infty(X_{w^*}) \Rightarrow F_n \xrightarrow{w} F \). Q.E.D.

Another characterization of the weak convergence is provided by the next theorem. This theorem was first proved by the author in [13, theorem 4.1], under the additional hypotheses that \( \mu(\cdot) \) is nonatomic, \( X \) is reflexive, and \( |F_n(\omega)| = \sup\{\|x\| : x \in F_n(\omega)\}, |F(\omega)| = \sup\{\|x\| : x \in F(\omega)\} \leq h(\omega) \mu\text{-a.e.} \) with \( h(\cdot) \in L^1_+ \). Here we drop all these extra hypotheses.

Let \( x^*(\cdot) \in L^\infty(X_{w^*}) \), and set
\[
L_n(x^*)(\omega) = \{(x^*(\omega), x) : x \in F_n(\omega)\},
L(x^*)(\omega) = \{(x^*(\omega), x) : x \in F(\omega)\}.
\]
Also by \( h(\cdot, \cdot) \) we will denote the Hausdorff metric on \( P_{bc}(\mathbb{R}) \); i.e., for \( A, B \in P_{bc}(\mathbb{R}) \), \( h(A, B) = \max(\sup_{a \in A} d(a, B), \sup_{b \in B} d(b, A)) \).
Theorem 2.2. If \( F_n, F : \Omega \to P_{wk^c}(X) \) are integrably bounded multifunctions then \( F_n \rightharpoonup F \) if and only if, for all \( x^*(\cdot) \in L^\infty(X^*_w^\ast) \), \( \int\Omega L_n(x^*)(\omega)\,d\mu(\omega) \xrightarrow{\text{h}} \int\Omega L(x^*)(\omega)\,d\mu(\omega) \).

Proof.

Necessity. Note that \( L_n(x^*)(\omega), L(x^*)(\omega) \in P_{kc}(\mathbb{R}) \). Also if

\[ \{f_{n}^m(\cdot)\}_{m \geq 1}, \{f_{n}^m(\cdot)\}_{m \geq 1} \]

are measurable functions from \( \Omega \) into \( X \) such that \( F_{n}(\omega) = \{f_{n}^m(\omega)\}_{m \geq 1} \) and \( F(\omega) = \{f^m(\omega)\}_{m \geq 1} \) (see Wagner [20]), then

\[ L_n(x^*)(\omega) = \{(x^*(\omega), f_{n}^m(\omega))\}_{m \geq 1}, \]

and \( L(x^*)(\omega) = \{(x^*(\omega), f^m(\omega))\}_{m \geq 1} \), which shows that \( L_n(x^*)(\cdot), L(x^*)(\cdot) \) are measurable and moreover integrably bounded for all \( x^*(\cdot) \in L^\infty(X^*_w^\ast) \). Let \( p \in \mathbb{R} \). We have \( \int\Omega \sigma(p)L_n(x^*)(\omega)\,d\mu(\omega) = \int\Omega \sigma F_n(x^*)\,d\mu(\omega) \rightarrow \int\Omega \sigma F(\omega)\,d\mu(\omega) \). But recall (see for example Artstein [1] and Papageorgiou [15]) that \( \int\Omega \sigma(p)L_n(x^*)(\omega)\,d\mu(\omega) = \int\Omega \sigma(p)L(x^*)(\omega)\,d\mu(\omega) \).

Sufficiency. Note that \( \int\Omega \sigma F_n(x^*)\,d\mu(\omega) = \int\Omega \sigma_L(x^*)(\omega)\,d\mu(\omega) \) and \( \int\Omega \sigma F(x^*)\,d\mu(\omega) = \int\Omega \sigma_L(x^*)(\omega)\,d\mu(\omega) \), while

\[ \int\Omega \sigma(p)L_n(x^*)(\omega)\,d\mu(\omega) \rightarrow \int\Omega \sigma(p)L(x^*)(\omega)\,d\mu(\omega) \].

Take \( p = 1 \). Then the sufficiency part follows. Q.E.D.

3. Weak completeness

We will say that a sequence \( \{F_n\}_{n \geq 1} \) and \( P_{fc}(X) \)-valued integrably bounded multifunctions is “weakly Cauchy” if and only if for all \( x^*(\cdot) \in L^\infty(X^*_w^\ast) \),

\[ \left\{ \int\Omega \sigma F_n(x^*)\,d\mu(\omega) \right\}_{n \geq 1} \]

is Cauchy in \( L^1 \). The next result shows that under certain hypotheses, a weakly Cauchy sequence converges to an integrably bounded multifunction with the same kind of values.

Theorem 3.1. If both \( X \) and \( X^* \) have the Radon-Nikodym property (RNP), \( F_n : \Omega \to P_{wk^c}(X) \) are measurable multifunctions such that \( F_n(\omega) \subseteq W(\omega) \) \( \mu \)-a.e. with \( W : \Omega \to P_{wk^c}(X) \) integrably bounded and \( \{F_n\}_{n \geq 1} \) is weakly Cauchy, then there exists \( F : \Omega \to P_{wk^c}(X) \) measurable multifunction such that \( F(\omega) \subseteq W(\omega) \) \( \mu \)-a.e. and \( F_n \rightharpoonup F \).
Proof. By considering if necessary \( \overline{\text{conv}}[W(\omega) \cup (-W(\omega))] \), which by the Krein-Smulian theorem (see Diestel-Uhl [6], Theorem 11, p. 51) is still in \( P_{\text{wk}^*}(X) \), we may assume without any loss of generality that for all \( \omega \in \Omega \), \( W(\omega) \) is symmetric. Let \( A \in \Sigma \) and \( z^* \in X^* \). Then from Proposition 2.1 of [15], we have
\[
\sigma \int_A F_n(z^*) = \int_A \sigma_{F_n(\omega)}(z^*) d\mu(\omega)
\]
and this by hypothesis converges to a limit that in general depends on \( (A, z^*) \). Denote that limit by \( \phi(A, z^*) \). Clearly \( \phi(A, \cdot) \) is sublinear and since \( W(\cdot) \) is assumed to have symmetric values we have \( |\phi(A, z^*)| \leq \sigma \int_W(z^*) \). From the corollary to Proposition 3.1 in [12], we know that \( \int_A W \in P_{\text{wk}^*}(X) \). So \( \sigma \int_A \cdot \) is \( m(X^*, X) \)-continuous (where \( m(X^*, X) \) denotes the Mackey topology on \( X^* \) for the pair \((X^*, X)\)). Thus for every \( A \in \Sigma \), there exists \( M(A) \in P_{\text{wk}^*}(X) \) such that \( \phi(A, z^*) = \sigma_{M(A)}(z^*) \). From Nikodym's theorem, we know that \( A \rightarrow \phi(A, z^*) = \sigma_{M(A)}(z^*) \) is a signed measure; thus \( M(\cdot) \) is a multimeasure. Invoking Theorem 3 of Costé [3], we get that there exists \( F: \Omega \rightarrow P_{\text{wk}^*}(X) \) integrably bounded such that \( M(A) = \int_A F(\omega) d\mu(\omega) \). So, for all \( A \in \Sigma \) and \( z^* \in X^* \), \( \int_A \sigma_{F(\omega)}(z^*) d\mu(\omega) \rightarrow \int_A \sigma_{F(\omega)}(z^*) d\mu(\omega) \) and this by Theorem 2.1 tells us that \( F_n \overset{w}{\rightarrow} F \). Q.E.D.

4. Weak compactness results of the Dunford-Pettis type

In this section we present two “weak compactness” results of the Dunford-Pettis type for \( P_{\text{wk}^*}(X) \)-valued multifunctions.

From Corollary 8 of Diestel-Uhl [6, p. 198], we know that if \( X \) is separable, then \( X^* \) has the RNP if and only if it is separable.

Theorem 4.1. If both \( X \) and \( X^* \) have the RNP, \( F_n: \Omega \rightarrow P_{\text{wk}^*}(X) \) are measurable multifunctions such that \( F_n(\omega) \subseteq W(\omega) \) \( \mu \)-a.e. with \( W: \Omega \rightarrow P_{\text{wk}^*}(X) \) integrably bounded, then there exists a measurable multifunction \( F: \Omega \rightarrow P_{\text{wk}^*}(X) \) with \( F(\omega) \subseteq W(\omega) \) \( \mu \)-a.e. and a subsequence \( \{F_{n_k}\}_{k \geq 1} \) of \( \{F_n\}_{n \geq 1} \) such that \( F_{n_k} \overset{w}{\rightarrow} F \).

Proof. As before we can assume without loss of generality that \( W(\cdot) \) has symmetric values. Let \( D_0^* \) be a countable dense subset of \( X^* \) and let \( D^* \) be the countable dense subset of \( X^* \) obtained from \( D_0^* \) by taking rational linear combinations of its elements; i.e., \( D^* = \{ \sum_{k=1}^n \lambda_k z_k^*: n \geq 1, \lambda_k = \text{rational}, z_k^* \in D_0^* \} \). Enumerate the elements of \( D^* \), i.e., \( D^* = \{ z_m^*: m \geq 1 \} \). By the classical Dunford-Pettis compactness criterion, we know that \( \{\sigma_{F_n(\omega)}(z_1^*)\}_{n \geq 1} \) is relatively sequentially \( w \)-compact in \( L^1 \). So by passing to a subsequence (denoted for notational simplicity by the same index as the initial sequence), we get, for all \( A \in \Sigma \), \( \int_A \sigma_{F_n(\omega)}(z_1^*) d\mu(\omega) = \sigma \int_A F_n(z_1^*) \rightarrow \phi(A, z_1^*) \). A new application of the Dunford-Pettis theorem gives us a further subsequence (again denoted by the same index) such that \( \int_A \sigma_{F_n(\omega)}(z_2^*) d\mu(\omega) = \sigma \int_A F_n(z_2^*) \rightarrow \phi(A, z_2^*) \). We continue this way deriving sub-sub-subsequences. Then by a standard diagonal
process, we get a final subsequence of the original sequence such that, for all 
\( z^* \in D^* \), 
\[
\int_A \Phi_n(\omega)(z^*) d\mu(\omega) = \sigma \int_A F_n(z^*) \to \phi(A, z^*).
\]

Note that because of the sublinearity of the support function and since 
\( \int_A W \) is symmetric, we have for any \( z^*, z^{*'} \in D^* \): 
\[
|\sigma \int_A F_n(z^*) - \sigma \int_A F_n(z^{*'})| \leq \sigma \int_A W(z^* - z^{*'}).\]
Passing to the limit as \( n \to \infty \), we get 
\[
|\phi(A, z^*) - \phi(A, z^{*'})| \leq \sigma \int_A W \cdot \|z^* - z^{*'}\|.
\]
From this inequality we deduce that 
\( \phi(A, \cdot) \) is uniformly strongly continuous on \( D^* \), which is strongly dense in 
\( X^* \). So there exists a unique uniformly strongly continuous extension \( \hat{\phi}(A, \cdot) \)

Then by a density argument we conclude that \( \hat{\phi}(A, \cdot) \) is sublinear. Also observe that 
\( |\phi(A, z^*)| \leq \sigma \int_A W(z^*) \) for all \( z^* \in X^* \) and recall 
\( \int_A W \in P_{wk}(X) \) (see [12]). So \( \hat{\phi}(A, \cdot) \) is \( m(X^*, X) \)-continuous. Thus there exists \( M(A) \in P_{wk}(X) \) such that 
\( \phi(A, z^*) = \sigma_{M(A)}(z^*) \) for all \( z^* \in X^* \). Let \( z^* \in X^* \). Then we can find \( \{z^*_{m_k}\}_{k \geq 1} \) a subsequence of \( D^* \)
such that \( z^*_{m_k} \xrightarrow{k} z^* \). We have:
\[
\sigma \int_A F_n(z^*_{m_k}) \to \phi(A, z^*) \text{ as } n \to \infty,
\]
and \( \hat{\phi}(A, z^*) = \phi(A, z^*) \to \hat{\phi}(A, z^*) \text{ as } k \to \infty \).

By diagonalization we can find a subsequence \( k(n) \) such that 
\( \sigma \int_A F_n(z^*_{k(n)}) \to \phi(A, z^*) \) as \( n \to \infty \). Using this fact, we have for any \((A, z^*) \in \Sigma \times X^*:\)
\[
|\sigma \int_A F_n(z^*) - \sigma \int_A F_n(z^*_{k(n)})| \leq |\sigma \int_A F_n(z^*) - \sigma \int_A F_n(z^*_{k(n)})| + |\sigma \int_A F_n(z^*_{k(n)}) - \phi(A, z^*)|.
\]
Note that 
\[
|\sigma \int_A F_n(z^*) - \sigma \int_A F_n(z^*_{k(n)})| \leq \sigma \int_A W (z - z^*_{k(n)}) \to 0 \text{ as } n \to \infty.
\]
Also from the choice of the subsequence \( k(n) \), we have 
\( |\sigma \int_A F_n(z^*_{k(n)}) - \phi(A, z^*)| \to 0 \text{ as } n \to \infty \). Thus finally we have 
\( \sigma \int_A F_n(z^*) \to \hat{\phi}(A, z^*) = \sigma_{M(A)}(z^*) \) and by Nikodym’s theorem we deduce that 
\( A \to \sigma_{M(A)}(z^*) \) is a signed measure, which implies that 
\( M(\cdot) \) is a multimeasure. Apply Theorem 3 of Costé [3], to get 
\( F : \Omega \to P_{wk}(X) \) integrably bounded such that 
\( F(\omega) \subseteq W(\omega) \) \( \mu \)-a.e. and 
\( M(A) = \int_A F(\omega) d\mu(\omega) \) for all \( A \in \Sigma \). Then for every \((A, z^*) \in \Sigma \times X^* \), we have 
\[
\sigma \int_A F_n(z^*) = \int_A \sigma F_n(\omega)(z^*) d\mu(\omega) \to \sigma \int_A F(z^*) = \int_A \sigma F(\omega)(z^*) d\mu(\omega) \Rightarrow 
\sigma_{F_n(\cdot)}(z^*) \xrightarrow{w} \sigma_{F(\cdot)}(z^*) \text{ in } L^1(\mathbb{R}) \text{ and so by Theorem 2.1, we finally have } F_n \xrightarrow{w} F. \quad \text{Q.E.D.}
\]

By strengthening our boundedness hypothesis on \( \{F_n\}_{n \geq 1} \) we can drop the 
RNP-hypothesis on \( X^* \) (or equivalently the separability hypothesis on \( X^* \)).

This theorem was actually proved in [14, Theorem 4.1], without using the notion
of weak convergence as is defined here. Here we state the conclusion of the theorem using the notion of weak convergence introduced in this paper and we also present a second proof, which in fact shows that theorem 4.2 (and so theorem 4.1 of [14] too), is a special case of theorem 4.1.

Theorem 4.2. If \( F_n : \Omega \rightarrow P_{wkc}(X) \) are measurable multifunctions such that \( F_n(\omega) \subseteq W \) \( \mu \)-a.e. with \( W \in P_{wkc}(X) \), then there exists \( F : \Omega \rightarrow P_{wkc}(X) \) measurable multifunction such that \( F(\omega) \subseteq W \) \( \mu \)-a.e. and a subsequence \( \{F_{n_k}\}_{k \geq 1} \) of \( \{F_n\}_{n \geq 1} \) such that \( F_{n_k} \stackrel{w}{\rightarrow} F \) as \( k \to \infty \).

First proof. This proof was first presented in [14, Theorem 4.1] and is reproduced here for completeness. It follows the steps of the proof of theorem 4.1, with some appropriate modifications. We will only indicate those modifications.

In this case \( D^* \) is going to be \( m(X^*, X) \)-dense (see Willansky [21, p. 144]). As in the proof of Theorem 4.1, by a diagonal process, we get a subsequence of the original sequence (denoted for simplicity by the same index) such that for all \((A, z^*) \in \Sigma \times D^* \sigma \int_A F_n(z^*) \rightarrow \phi(A, z^*) \). Also for all \( z^*, z'' \in D^* \) we have 
\[
|\phi(A, z^*) - \phi(A, z'')| \leq \sigma \int_{\Sigma} (z^* - z''),
\]
which shows that \( \phi(A, \cdot) \) is continuous on \( D^* \). Now note that if \( z^* \in X^* \) and \( \{z^*_\alpha\}_{\alpha \in \Gamma} \) and \( \{z''_\beta\}_{\beta \in \Gamma} \) are nets in \( D^* \) indexed by the Mackey filterbase \( \mathcal{U}_m(z^*) \) of \( z^* \), we have 
\[
|\phi(A, z^*_\alpha) - \phi(A, z''_\beta)| \rightarrow 0 \; \text{i.e.,} \; \{\phi(A, z^*_\alpha)\}_{\alpha \in \Gamma} \; \text{and} \; \{\phi(A, z''_\beta)\}_{\beta \in \Gamma}
\]
have the same limit. Hence we can apply Theorem 5.3, [7, p. 216], to get a unique \( m \)-continuous extension \( \hat{\phi}(A, \cdot) \) of \( \phi(A, \cdot) \) on \( X^* \). As in the proof of Theorem 4.1, we can check that \( \hat{\phi}(A, \cdot) \) is sublinear and \( \hat{\phi}(A, z^*) = \sigma_{M(A)}(z^*) \) with \( M(A) \in P_{wkc}(X) \).

Let \( z^* \in X^* \) and \( z^* \in D^* \). We have:
\[
|\sigma \int_A F_n(z^*) - \sigma_{M(A)}(z^*)| \\
\leq |\sigma \int_A F_n(z^*) - \sigma \int_A F_n(z^*)| + |\sigma \int_A F_n(z^*) - \sigma_{M(A)}(z^*)| \\
+ |\sigma_{M(A)}(z^*) - \sigma_{M(A)}(z^*)| \\
\leq 2\mu(A)\sigma_W(z^* - z^*) + |\sigma \int_A F_n(z^*) - \sigma_{M(A)}(z^*)|.
\]

Choose \( z^* \in D^* \) such that \( \sigma_W(z^* - z^*) < \varepsilon/4\mu(A) \). This is possible since \( D^* \) is \( m \)-dense in \( X^* \) and \( \sigma_W(\cdot) \) is \( m \)-continuous (because \( W \in P_{wkc}(X) \)). Also let \( n_0 \geq 1 \) be such that, for \( n \geq n_0, |\sigma \int_A F_n(z^*) - \sigma_{M(A)}(z^*)| < \varepsilon/2 \). Thus finally for \( n \geq n_0 \) we have 
\[
|\sigma \int_A F_n(z^*) - \sigma_{M(A)}(z^*)| < \varepsilon \Rightarrow \sigma \int_A F_n(z^*) \rightarrow \sigma_{M(A)}(z^*)
\]
as \( n \to \infty \) for all \((A, z^*) \in \Sigma \times X^* \). Hence by Nikodym’s theorem \( \sigma_{M(\cdot)}(z^*) \) is a signed measure, thus \( M(\cdot) \) is a multimeasure. Now apply the set valued Radon-Nikodym theorem of Godet-Thobie [8], to get \( F : \Omega \rightarrow P_{wkc}(X) \) integrably bounded such that \( F(\omega) \subseteq W \) \( \mu \)-a.e. and \( M(A) = \int_A F(\omega) d\mu(\omega) \). Then for
all \((A, z^*) \in \Sigma \times X^*\), we have \(\int_A \sigma_{F_n(\omega)} (z^*) \, d\mu(\omega) = \sigma_{\int_A F_n(\omega)} (z^*) \to \sigma_{\int_A F(\omega)} (z^*) = \int_A \sigma_{F(\omega)} (z^*) \, d\mu(\omega)\), which by Theorem 2.1 implies that \(F_n \to F\).

Second proof. As we already said, we may assume that \(W\) is absolutely convex (i.e., symmetric) and weakly compact. Then from a result of Davis-Figiel-Johnson-Pelczynski [4] (see also Diestel [5, p. 163]), we know that \(W\) can be obtained as the one-to-one weakly bicontinuous image of the unit ball of a separable, reflexive Banach space \(Y \hookrightarrow X\); i.e., \(W = j(C)\), where \(C\) is the unit ball of \(Y\) and \(j(\cdot)\) is an affine homeomorphism in the weak topology. Set \(\hat{F}(\omega) = j^{-1}(F(\omega))\). Recall that \(F(\omega) = \{f_n(\omega)\}_{n \geq 1}\) where \(f_n: \Omega \to X_n \geq 1\) are measurable. Then \(\hat{F}(\omega) = \{j^{-1}(f_n(\omega))\}_{n \geq 1}\) and \(j^{-1} \circ f_n(\cdot)\) are weakly measurable, hence measurable, because \(Y\) is separable (Pettis’s measurability theorem, see Diestel-Uhl [6, p. 42]). So we may work with \(\{\hat{F}_n(\cdot)\}_{n \geq 1}\) in \(Y\). Recalling that \(Y^*\) is reflexive too, and that reflexive Banach spaces have the RNP, then Theorem 4.2 follows as a special case of Theorem 4.1. Q.E.D.

**Remark.** We could have used this approach in the proof of Theorem 4.1. But then we would have to deal with a parameterized family of separable reflexive Banach spaces and this does not simplify the proof.

5. **Set valued conditional expectation**

Our next result shows that the set valued conditional expectation is continuous with respect to the weak convergence. An analogous result was proved earlier by the author [13, Theorem 4.3], but under stronger hypotheses. Namely there \(X\) was separable, reflexive and for \(|F_n(\omega)| = \sup\{\|x\|: x \in F_n(\omega)\}\) and \(|F(\omega)| = \sup\{\|x\|: x \in F(\omega)\}\), we had \(|F_n(\omega)|, |F(\omega)| \leq h(\omega) \mu\text{-a.e. with } h(\cdot) \in L^1\). As we will see, here we weaken considerably these hypotheses. The notion of set valued conditional expectation turned out to be useful in the study of generalized information systems (see deKorvin-Kleyle [11]), in optimization and optimal control (see Bismut [2]), and in mathematical economics (see Papageorgiou [16]).

**Theorem 5.1.** If \(X^*\) is separable, \(F_n, F: \Omega \to P_{f_c}(X)\) are integrably bounded multifunctions, \(F_n \to F\) and \(\Sigma_0\) is a sub-\(\sigma\)-field of \(\Sigma\), then \(\Sigma_0 F_n \to \Sigma_0 F\) as \(n \to \infty\).

**Proof.** Note that since \(X^*\) is separable it has the RNP and so by Theorem 1, [6, p. 98], \(L^\infty(\Sigma_0, X^*) = [L^1(\Sigma_0, X)]^*\). Let \(x^*(\cdot) \in L^\infty(\Sigma_0, X^*)\). Then from Thibault [19], we know that

\[
\int_\Omega \sigma_{F_n(\omega)}(x^*(\omega)) \, d\mu(\omega) = \int_\Omega E^{\Sigma_0} \sigma_{F_n(\omega)}(x^*(\omega)) \, d\mu(\omega).
\]

Also from Lemma 2.1 of [17], we have that \(E^{\Sigma_0} \sigma_{F_n(\omega)}(x^*(\omega)) = E^{\Sigma_0} \sigma_{F_n(\omega)}(x^*(\omega)) \mu\text{-a.e. Thus we have } \int_\Omega \sigma_{F_n(\omega)}(x^*(\omega)) \, d\mu(\omega) = \int_\Omega \sigma_{E^{\Sigma_0} F_n(\omega)}(x^*(\omega)) \, d\mu(\omega)\). Sim-
ilarly \( \int_{\Omega} \sigma_{F(\omega)}(x^*(\omega)) \, d\mu(\omega) = \int_{\Omega} \sigma_{E^{x_0}F(\omega)}(x^*(\omega)) \, d\mu(\omega) \). Since \( F_n \xrightarrow{w} F \) we have

\[
\int_{\Omega} \sigma_{F_n(\omega)}(x^*(\omega)) \, d\mu(\omega) \to \int_{\Omega} \sigma_{F(\omega)}(x^*(\omega)) \, d\mu(\omega)
\]

\[
\Rightarrow \int_{\Omega} \sigma_{E^{x_0}F(\omega)}(x^*(\omega)) \, d\mu(\omega) \to \int_{\Omega} \sigma_{E^{x_0}F_n(\omega)}(x^*(\omega)) \, d\mu(\omega)
\]

\[
\Rightarrow E^{x_0} \xrightarrow{w} E^{x_0}F \text{ as } n \to \infty.
\]

Q.E.D.

6. An example

In this section we use the theory of weak convergence of multifunctions to study the dependence of the attainable (reachable) set \( R(t) \) of an infinite dimensional linear control system on the control constraint set.

Let \( T = [0, b] \), \( X \) a separable Banach space (modeling the state space) and \( Y \) another separable Banach space (modeling the control space). The control system under consideration is the following:

\[
\begin{cases}
\dot{x}(t) = A(t)x(t) + B(t)u(t) \\
x(0) = x_0, u(t) \in U(t) \text{ a.e.}
\end{cases}
\]

Here \( \{A(t)\}_{t \in T} \) is a family of generally unbounded linear operators defined on \( D(A(t)) = D \subseteq X \) and generating an evolution operator \( S: \{(t, s): 0 \leq s \leq t \leq b\} \to \mathcal{L}(X) \), which is compact for \( t - s > 0 \). Also \( B \in L^\infty(T, \mathcal{L}(Y, X)) \).

By a solution of (*)\), we understand a mild solution \( x_u(\cdot) \in C(T, X) \); i.e.,

\[
x_u(t) = S(t, 0)x_0 + \int_0^t S(t, s)B(s)u(s) \, ds \text{ for some } u(\cdot) \in S_U^1.
\]

Let \( U_n, U: T \to P_{fc}(Y) \) be measurable multifunctions such that \( |U_n(t)| = \sup\{\|u\|: u \in U_n(t)\} \) and \( |U(t)| = \sup\{\|u\|: u \in U(t)\} \) are both less or equal to \( \phi(t) \) a.e. where \( \phi(\cdot) \in L^1 \). We define \( R_n(t) = \{x_u(t): x_u(\cdot) \text{ is a mild solution of (*) with } u(\cdot) \in S_{U_n}^1\} \) and \( R(t) = \{x_u(t): x_u(\cdot) \text{ is a mild solution of (*) with } u(\cdot) \in S_U^1\} \); i.e., these are the attainable sets of (*) with admissible controls in \( S_{U_n}^1 \) and \( S_U^1 \) respectively. Let \( \mathcal{H}(\cdot, \cdot) \) denote the Hausdorff metric on \( P_{kc}(X) \).

Theorem 6.1. If the above hypotheses hold and \( U_n \xrightarrow{w} U \), then \( R_n(t) \xrightarrow{h} R(t) \) as \( n \to \infty \).

Proof. Let \( W(t) = \{u \in Y: \|u\| \leq \phi(t)\} \) and set

\[
V(t) = S(t, 0)x_0 + \int_0^t S(t, s)B(s)W(s) \, ds.
\]

Since the hypothesis \( S(t, s) \) is compact for \( t - s > 0 \), from Radström's embedding theorem (see Hiai-Umegaki [9]), we deduce that for all \( t \in T \), \( V(t) \in P_{kc}(X) \). Then by Mazur's theorem (see Diestel-Uhl [6], Theorem 12, p. 51),

\[
\hat{V}(t) = \overline{\text{conv}}(V(t) \cup (-V(t))) \in P_{kc}(X).
\]

Also note that \( \{R_n(t), R(t)\} \subseteq P_{kc}(X) \) for all \( t \in T \). So for all \( t \in T \), from the Banach-Dieudonné theorem we
have that \(\{\sigma_{R_t(t)}(\cdot), \sigma_{R_t(t)}(\cdot), \sigma_{V_t(t)}(\cdot)\}_{n \geq 1}\) are sequentially \(w^*-\)continuous. Let
\[B_1^* = \{z^* \in X^* : \|z^*\| \leq 1\}\] (the closed unit ball in \(X^*\)). This with the relative \(w^*-\)topology is a compact, metrizable space. For \(z^*, z'^* \in B_1^*\) we have
\[|\sigma_{R_t(t)}(z^*) - \sigma_{R_{t'}}(z'^*)| \leq \sigma_{V_t(t)}(z^* - z'^*)\] for all \(n \geq 1\) \(\Rightarrow \{\sigma_{R_{n(t)}}(\cdot)\}_{n \geq 1}\) is an equicontinuous subset of \(C(B_1^*, w^*)\). Also it is clearly bounded. Hence applying the Arzela-Ascoli theorem, we deduce that by passing to a subsequence if necessary, we may assume that \(\{\sigma_{R_{n(t)}}(\cdot)\}_{n \geq 1}\) converges uniformly on \(B_1^*\).

On the other hand note that for every \(z^* \in X^*\) we have:
\[
\sigma_{R_t(t)}(z^*) = (S(t, 0)x_0, z^*) + \int_0^t \sigma_{U_{s}(s)}(B^*(s)S(t, s)^*z^*)\, ds
\]
and \(\sigma_{R_t(t)}(z^*) = (S(t, 0)x_0, z^*) + \int_0^t \sigma_{U_{s}(s)}(S(t, s)^*z^*)\, ds, \ t \in T\).

Since \(U_n \weak U\), we have \(\sigma_{R_{n(t)}}(z^*) \rightarrow \sigma_{R_t(t)}(z^*) \Rightarrow \sigma_{R_{n(t)}}(\cdot) \rightarrow \sigma_{R_t(t)}(\cdot)\) uniformly on \(B_1^* \Rightarrow R_n(t) \weak R(t)\) for all \(t \in T\). Q.E.D.

Remark. If \(U_n(t) = \{u_{n}(t)\}_{n \geq 1}\) and \(U(t) = \{u(t)\}\), then the above theorem tells us that the trajectories vary continuously with weakly convergent controls; i.e., \(u_n \weak u \Rightarrow x_{u_{n}}(t) \weak x_{u}(t)\). In fact it is easy to check that the convergence is uniform in \(t \in T\); i.e., \(x_{u_{n}}(\cdot) \weak x_{u}(\cdot)\) in \(C(T, X)\).
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