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Abstract. The motivation for this work comes from a result of Minkowski. He showed that if a three-dimensional convex body has the property that all its projections have the same perimeter, then the original body has constant width. Our objective was to extend this to a stability result and not to restrict ourselves to dimension three. The result we obtained shows that if two centrally symmetric bodies have projections which all have approximately the same mean width, then the two bodies are approximately the same up to translation. This is, in effect, a continuity result for the inverse of the spherical Radon transform. It is closely related to recent three-dimensional results of Campi and to work of Bourgain and Lindenstrauss, who consider the volumes of projections rather than their mean widths. The techniques we employ are drawn from the theory of spherical harmonics and from the theory of mixed volumes.

1. Introduction

The investigation we are presenting here has its origin in the work of Minkowski [11]. We let \( K \) be a convex body in three-dimensional Euclidean space. If \( K \) is of constant width it is easily seen that the perimeter of the orthogonal projection of \( K \) onto any plane is constant (that is, independent of the plane). Using spherical harmonics, Minkowski proved the converse of this theorem: If the perimeter of these projections is constant then \( K \) is of constant width. This result has been generalized in various directions. For example, it is possible to remove the restriction that \( K \) is three-dimensional (see Schneider [15]) and the theorem can be stated within the more general framework of projection bodies (this will be explained in the next section). Another interesting variation of Minkowski’s theorem concerns the associated stability problem: How much does \( K \) deviate from a convex body of constant width if the perimeter of the projections is, in some sense, approximately constant? For three-dimensional bodies this problem has been investigated by Campi [5]. More recently Bourgain and Lindenstrauss [4] have solved the related stability problem regarding areas of projections (see also Campi [5] for the three-dimensional case).
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The aim of the present article is to prove stability theorems for convex bodies of arbitrary dimension and to do this in a simple, direct, and transparent manner. Although we will follow Campi (and indeed Minkowski) in using spherical harmonics, our approach to the problem is somewhat different.

2. The main theorem

Let $E^d$ denote Euclidean $d$-dimensional space ($d \geq 3$). The $(d-1)$-dimensional unit sphere in $E^d$ will be denoted by $S^{d-1}$, and if $u \in S^{d-1}$ we let $E(u)$ denote the $(d-1)$-dimensional linear subspace that is orthogonal to $u$. If $K$ is a compact body in $E^d$ (that is, a compact convex subset of $E^d$ with interior points), we let $K_u$ denote the orthogonal projection of $K$ onto $E(u)$. Thus, $K_u$ is a $(d-1)$-dimensional convex body. As usual, $W_k$ denotes the $k$th Quermassintegral in $E^d$ and $W'_k$ the corresponding Quermassintegral in $E^{d-1}$. In particular $W_d(K) = \kappa_d = \omega_d/d$, where $\kappa_d$ denotes the volume and $\omega_d$ the surface area of the unit ball in $E^d$. We also introduce the mean width of $K$, which can be defined by

$$M(K) = \frac{2}{\kappa_d} W_{d-1}(K) \quad \text{or by} \quad M(K) = \frac{2}{\omega_d} \int_{S^{d-1}} H_K(u) \, d\sigma(u),$$

where $H_K$ denotes the support function of $K$ and $\sigma$ the surface area measure on $S^{d-1}$.

If $K$ and $L$ are two convex sets in $E^d$ with respective support functions $H_K$ and $H_L$, we introduce as an indicator of the deviation of $K$ from $L$ (or $L$ from $K$) the $L_2$-distance

$$h^2(K, L) = \left( \int_{S^{d-1}} (H_K(u) - H_L(u))^2 \, d\sigma(u) \right)^{1/2}.$$

For the investigation of stability questions it is often more convenient to use $h^2(K, L)$ instead of the more familiar Hausdorff (or supremum norm) distance $h(K, L)$ (cf. Campi [5], Groemer [7], and Schneider [17]). The relationship between $h^2$ and $h$ has been studied by Vitale [19]. In particular, Vitale has shown that

$$\alpha_1 h^2(K, L) \leq h(K, L) \leq \alpha_2 D^{2(d-1)/(d+1)} h^2(K, L)^{2/(d+1)},$$

with

$$\alpha_1 = 1/\sqrt{\omega_d}, \quad \alpha_2 = \left( B\left(\frac{1}{2}, \frac{d-1}{2}\right) / \left( \sqrt{\omega_d} B(3, d-1) \right) \right)^{2/(d+1)},$$

where $D = \text{diam}(K \cup L)$ and $B$ is the beta-function. These inequalities would enable us to formulate all our results in terms of $h$ instead of $h^2$, but in general we will not do this.

Let us now assume that both $K$ and $L$ are centrally symmetric about the origin $o$ of $E^d$. Our problem is to estimate $h^2(K, L)$ (or $h(K, L)$) under the assumption that for every $u \in S^{d-1}$ the expression

$$|W'_{d-2}(K_u) - W'_{d-2}(L_u)|,$$
or equivalently
\[ |M(K_u) - M(L_u)|, \]
is small. Actually, it will again be more convenient (and weaken our assumptions) if we use the \( L^2 \)-norm \( \| \cdot \|_2 \) on \( C(S^{d-1}) \) rather than the supremum norm. Our principal result is the following theorem.

**Theorem 1.** Let \( K \) and \( L \) be two convex bodies in \( \mathbb{E}^d \) which are centrally symmetric with respect to the origin. If for some \( \varepsilon > 0 \)
\[ (2) \quad \| M(K_u) - M(L_u) \|_2 < \varepsilon, \]
then
\[ h_2(K, L) < \frac{e^2 \delta(K) + \delta(L)}{e^2 + f_2} \]
where
\[ \delta(\cdot) = \frac{1}{\lambda_d} W_{d-1}'(\cdot) - W_{d-2}'(\cdot) \]
and
\[ \lambda_d = 8 d(d - 1)^2 / \mu_d^{4/(d-2)} \]
with \( \mu_3 = 1/\sqrt{2} \) and
\[ \mu_d = \begin{cases} 1.3 \ldots (d - 3) & \text{if } d \text{ is even} \\ 2.4 \ldots (d - 3)/\sqrt{2} & \text{if } d \text{ is odd} \end{cases} \]

It is known that \( \delta(K) \geq 0 \) for every convex body \( K \) in \( \mathbb{E}^d \), with equality if and only if \( K \) is a ball. Further remarks regarding \( \delta \) can be found in §6.

We mention another interpretation of Theorem 1. It is known (see Bonnesen and Fenchel [3]) that \( W_{d-j-1}'(K_u) \), considered as a function of \( u \), is the support function of a centrally symmetric convex body in \( \mathbb{E}^d \). This convex body is known as the \( j \)th order projection body of \( K \) and is denoted by \( \Pi_j K \). Using this notation, condition (2) can then be written in the form
\[ h_2(\Pi_1 K, \Pi_1 L) < \frac{\varepsilon}{2} \]
and Theorem 1 may be interpreted as a stability result for the function \( \Pi_1^{-1} \). Further information regarding the stability of the \( \Pi_j \) and \( \Pi_j^{-1} \) for \( 1 \leq j \leq d - 1 \) can be found in Schneider and Weil [18] and Goodey [6].

The proof of Theorem 1 will be given in §4. First we have to establish several auxiliary results.

**3. Three lemmas**

In this section we use techniques from the theory of spherical harmonics to establish some inequalities which will form the basis of our main result. Standard references for spherical harmonics include Müller [12] and Helgason [8].
If \( f \) is a continuous function on \( S^{d-1} \), then we can associate with \( f \) the series

\[
\sum_{n=0}^{\infty} Q_n,
\]

where the terms \( Q_n \) are spherical harmonics of order \( n \) which are determined in the usual way. We recall that spherical harmonics of degree \( n \) are eigenvalues of the Laplace-Beltrami operator \( \Delta \) on \( S^{d-1} \). In fact, if \( u \) is such a function then

\[
\Delta u = -n(n+d-2)u
\]

(see for example, Berg [2], Helgason [8], or Müller [12]). We denote the relationship between \( f \) and its associated series by

\[
f \sim \sum_{n=0}^{\infty} Q_n
\]

and recall that Parseval's equation shows that

\[
\|f\|_2^2 = \sum_{n=0}^{\infty} \|Q_n\|_2^2.
\]

More generally, if \( g \) and \( h \) are continuous functions on \( S^{d-1} \) with

\[
g \sim \sum_{n=0}^{\infty} a_n Q_n \quad \text{and} \quad h \sim \sum_{n=0}^{\infty} b_n Q_n,
\]

then

\[
\int_{S^{d-1}} g(u)h(u) \, d\sigma(u) = \sum_{n=0}^{\infty} a_n b_n \|Q_n\|_2^2,
\]

where the latter series converges absolutely. These standard results will be used repeatedly without specific reference.

If \( p \in S^{d-1} \) we let \( S_p \) denote the \((d - 2)\)-dimensional sphere \( S^{d-1} \cap E(p) \). The surface area measure on \( S_p \) will be denoted by \( \sigma_p \). We let \( C_n(x) \) denote the Gegenbauer polynomials; they can be defined by

\[
(1 - 2x\xi + \xi^2)^{-\nu} = \sum_{m=0}^{\infty} C_n^{(\nu)}(x)\xi^m.
\]

In this section it is always assumed that \( K \) and \( L \) are two convex bodies in \( \mathbb{E}^d \) that are centrally symmetric with respect to \( o \). Furthermore, we set

\[
H = H_K - H_L
\]

and write

\[
H \sim \sum^* X_n,
\]

where \( \sum^* \) is an abbreviation \( \sum_{n=0}^{\infty} (n \text{ even}) \); note that \( X_n = 0 \) if \( n \) is odd.
Lemma 1. If we set

\[ M(H, p) = M(K_p) - M(L_p) = \frac{2}{\omega_{d-1}} \int_{S_p} H \, d\sigma_p, \]

then

\[ \|M(H, P)\|_2^2 = 4 \sum \gamma_n^2 \|X_n\|_2^2, \]

where

\[ \gamma_n = \frac{C_n^\nu(0)}{C_n^\nu(1)} \quad \text{with} \quad \nu = \frac{d-2}{2}. \]

Proof. Schneider [14, 15] has shown by direct calculation that

\[ \int_{S_p} X_n \, d\sigma_p = \omega_{d-1} \gamma_n X_n(p). \]

As he points out, this can also be deduced from the Funk–Hecke theorem; it is also a consequence of the intertwining property of the Laplace–Beltrami operator with the Radon transform (see Helgason [8]). If we set \( t_k = 1 - (1/k) \) \((k = 1, 2, \ldots)\) and

\[ H^k = H^k(u) = \sum t_k^\nu X_n(u), \]

then this series converges uniformly in \( u \) for every \( k \), see Müller [12]. Furthermore,

\[ \lim_{k \to \infty} H^k(u) = H(u) \]

uniformly in \( u \). It follows immediately that

\[ M(H, p) = \lim_{k \to \infty} M(H^k, p). \]

Using this and (4) we find

\[ \|M(H, p)\|_2^2 = \lim_{k \to \infty} \|M(H^k, p)\|_2^2 = \lim_{k \to \infty} 4 \sum \gamma_n^2 t_k^n \|X_n\|_2^2. \]

Since \( t_k \leq 1, t_k \to 1 \) this implies

\[ 4 \sum_{n \leq N} \gamma_n^2 \|X_n\|_2^2 = \lim_{k \to \infty} 4 \sum_{n \leq N} \gamma_n^2 t_k^n \|X_n\|_2^2 \leq \|M(H, p)\|_2^2 \leq 4 \sum \gamma_n^2 \|X_n\|_2^2 \]

and the lemma follows by letting \( N \to \infty \).

Lemma 2. If \( \gamma_n \) is defined as in Lemma 1 and \( n = 2, 4, \ldots \), then

\[ \frac{1}{\gamma_n^2} \leq \left( (d - 1)(n - 1)(n + d - 1) \right)^{(d-2)/2}/\mu_d^2, \]

with \( \mu_d \) as in Theorem 1.

Proof. The definition of \( C_n^\nu(x) \) shows that \( C_n^\nu(0) = (-\nu)^n/(n/2)! \) and \( C_n^\nu(1) = (-2)^n \). Hence (remembering that \( n \) is even), we find

\[ \frac{1}{\gamma_n} = \frac{C_n^\nu(1)}{C_n^\nu(0)} = (-1)^n/2 \frac{(d-1)(d+1) \cdots (d + n - 3)}{1 \cdot 3 \cdots (n-1)}. \]
Essentially the same calculation can be found in Schneider [13]. If \( d \) is even it follows that

\[
\frac{1}{\gamma_n} = \frac{1}{\mu_d} (n + 1)(n + 3) \cdots (d + n - 3).
\]

Consequently,

\[
\frac{1}{\gamma_n^2} \leq \frac{1}{\mu_d^2} (n + d - 3)^{(d-2)/2} (n + d - 1)^{(d-2)/2},
\]

and the lemma follows since for \( d \geq 3, n \geq 2 \) we have

\[
n + d - 3 \leq (n - 1)(d - 1).
\]

To prove our statement when \( d \) is odd, we first note that an obvious induction argument implies

\[
\frac{2.4 \ldots n}{1.3 \ldots (n-1)} \leq \sqrt{2n}.
\]

Now we have

\[
\sqrt{2} \frac{1}{\gamma_n} = \frac{1}{\mu_d} \frac{2.4 \ldots n}{1.3 \ldots (n-1)} (n + 2) \cdots (n + d - 3).
\]

Hence,

\[
\frac{1}{\gamma_n^2} \leq \frac{1}{\mu_d^2} n((n + 2) \cdots (n + d - 3))^2
\]

\[
\leq \frac{1}{\mu_d^2} (n + d - 3)^{d-2}
\]

\[
\leq \frac{1}{\mu_d^2} (n + d - 3)^{(d-2)/2} (n + d - 1)^{(d-2)/2},
\]

and the lemma follows as before.

Before continuing, we briefly recall some of the results of Berg [2] which extend the notion of spherical harmonic expansions to the setting of distributions. He explains that the convolution of a function in \( C^\infty(S^{d-1}) \) with a distribution on \( S^{d-1} \) is again a function in \( C^\infty(S^{d-1}) \). Furthermore the convolution of the Legendre polynomial of degree \( n \) with a distribution gives a spherical harmonic of degree \( n \). These convolutions (or certain multiples of them) provide the entries in the spherical harmonic expansion of the distribution. So it makes sense to write

\[
T \sim \sum_{n=0}^{\infty} S_n
\]

in the case where \( T \) is a distribution. Most importantly, Berg shows that this is consistent with the embedding of \( C(S^{d-1}) \) in the space of distributions on \( S^{d-1} \). These observations, together with (3), show that if \( G \) is a continuous function on \( S^{d-1} \) with

\[
G \sim \sum_{n=0}^{\infty} S_n,
\]
then $\Delta G$ is a distribution with spherical harmonic expansion given by

$$\Delta G \sim - \sum_{n=0}^{\infty} n(n + d - 2)S_n.$$  

**Lemma 3.** Let $G$ be the support function of a convex body $K$ in $\mathbb{R}^d$ and assume that $G \sim \sum_{m=0}^{\infty} U_m$. Then

$$\sum_{m=2}^{\infty} (m - 1)(m + d - 1)\|U_m\|_2^2 = d(d - 1)\delta(K).$$

**Proof.** It follows from (5) that

$$\int_{S^{d-1}} G \left( \frac{1}{d - 1} \Delta G + G \right) d\sigma = -\frac{1}{d - 1} \sum_{m=0}^{\infty} (m - 1)(m + d - 1)\|U_m\|_2^2.$$

Next we recall from Bonnesen and Fenchel [3] or Berg [2] that if $K$ is sufficiently smooth, then

$$W_{d-2}(K) = \frac{1}{d} \int_{S^{d-1}} G \left( \frac{1}{d - 1} \Delta G + G \right) d\sigma.$$

Of course, even if $K$ is not smooth this result holds, but $\Delta G$ is now a distribution. Combining this with the fact that

$$U_0 = \frac{\sqrt{\omega_d M(K)}}{2} = \sqrt{\frac{d}{\kappa_d}} W_{d-1}(K),$$

we obtain the required result

$$\sum_{m=2}^{\infty} (m - 1)(m + d - 1)\|U_m\|_2^2$

$$= -d(d - 1)W_{d-2}(K) + (d - 1)\frac{d}{\kappa_d} W_{d-1}^2(K)$$

$$= d(d - 1)\delta(K).$$

For a somewhat different approach to relations of this kind see Schneider [17] and Kubota [9]. The use of distributions in this proof is convenient, but not essential. It would suffice to establish our theorems only for sufficiently smooth bodies. The general case can then be obtained by standard approximation arguments.

### 4. Proof of Theorem 1

Since (2) is equivalent to $\|M(H, p)\|_2 \leq \varepsilon$, we obtain from Lemma 1

$$\sum \gamma_n^2 \|X_n\|_2^2 \leq \frac{1}{4} \varepsilon^2.$$
Hence, using Hölder’s inequality and Lemma 2 we find

\[ \sum^* \|X_n\|^2 \leq \sum^* (\gamma_n^{4/d} \|X_n\|^{4/d}) (\gamma_n^{-4/d} \|X_n\|^{2-(4/d)}) \]

\[ \leq \left( \sum^* \gamma_n^2 \|X_n\|^2 \right)^{2/d} \left( \|X_0\|_2^2 + \sum_{n \geq 2}^* \gamma_n^{-4/(d-2)} \|X_n\|^2 \right)^{(d-2)/d} \]

\[ \leq \left( \frac{\varepsilon}{2} \right)^{4/d} \left( \frac{(d-1)}{\mu_d^{4/(d-2)}} \sum_{n \geq 2}^* (n-1)(n+d-1)\|X_n\|^2 + \|X_0\|^2 \right)^{(d-2)/d}. \]

If we now assume that \( H_K \sim ^* Y_n \) and \( H_L \sim ^* Z_n \), it follows that

\[ \|X_n\|^2 = \|Y_n - Z_n\|^2 \leq (\|Y_n\|^2 + \|Z_n\|^2)^2 \leq 2(\|Y_n\|^2 + \|Z_n\|^2). \]

From this fact and Lemma 3 we deduce that

\[ \sum_{n \geq 2}^* (n-1)(n+d-1)\|X_n\|^2 \leq 2 \sum_{n \geq 2}^* (n-1)(n+d-1)\|Y_n\|^2 \]

\[ + 2 \sum_{n \geq 2}^* (n-1)(n+d-1)\|Z_n\|^2 \]

\[ \leq 2d(d-1)(\delta(K) + \delta(L)). \]

Combining (10), (11), and the fact that (9) implies \( \|X_0\|^2 \leq \varepsilon^2/4 \), we finally obtain

\[ h_2(K, L)^2 = \sum^* \|X_n\|^2 \leq \left( \frac{\varepsilon}{2} \right)^{4/d} \left( \frac{2d(d-1)^2}{\mu_d^{4/(d-2)}} (\delta(K) + \delta(L)) + \frac{\varepsilon^2}{4} \right)^{d(d-2)/d}, \]

which is the desired inequality.

5. Convex bodies of constant width

We now return to the problem of Minkowski that was discussed in the introduction. If \( K \) is any convex body in \( \mathbb{E}^d \), we let \( K^* \) denote the convex body obtained from \( K \) by central symmetrization, that is, \( K^* = \frac{1}{2}(K + (-K)) \). Furthermore, if \( u \in S^{d-1} \) we let \( w_K(u) \) denote the width of \( K \) in the direction \( u \). Hence, \( w_K(u) = H_K(u) + H_K(-u) \). Two convex bodies \( K, L \) in \( \mathbb{E}^d \) are said to be equiwide if for all \( u \in S^{d-1} \) we have \( w_K(u) = w_L(u) \). Thus, convex bodies of constant width are exactly those which are equiwide to a ball. For convenience of notation we set

\[ \phi(\varepsilon) = \varepsilon^{2/d} \frac{1}{2} (\lambda_d (\delta(K) + \delta(L)) + \varepsilon^2)^{(d-2)/2d}, \]

with \( \lambda_d \) as in Theorem 1. We can then formulate the following extension of Minkowski’s theorem.
Theorem 2. Let $K$ and $L$ be two convex bodies in $\mathbb{E}^d$ and assume that for some $\varepsilon \geq 0$
\[ \|M(K_u) - M(L_u)\|_2 \leq \varepsilon. \]
Then
\[ \|w_K(u) - w_L(u)\|_2 \leq 2\phi(\varepsilon). \]

Proof. Since $M(K_u) = M(K^*_u)$ and $M(L_u) = M(L^*_u)$, we have
\[ \|M(K^*_u) - M(L^*_u)\|_2 \leq \varepsilon, \]
and so Theorem 1 yields
\[ \|w_K(u) - w_L(u)\|_2 = \|w_K^*(u) - w_L^*(u)\|_2 = 2h_2(K, L) \leq 2\phi(\varepsilon). \]

In the special case when $L$ is a ball of diameter $c$ we obtain the following result.

Corollary 1. Let $K$ be a convex body in $\mathbb{E}^d$ and assume that for some $\varepsilon \geq 0$
\[ \|M(K_u) - c\|_2 \leq \varepsilon. \]
Then
\[ \|w_K(u) - c\|_2 \leq \psi(\varepsilon), \]
where $\psi(\varepsilon) = \varepsilon^{2/d}(\lambda_d\delta(K) + \varepsilon^{2(d-2)/2d})$, with $\lambda_d$ as in Theorem 1.

Here the problem arises of estimating the deviation of a convex body $K$ from a convex body of constant width if the width of $K$ is approximately constant. The following result is of interest in this connection.

Proposition 1. Let $K$ be a convex body in $\mathbb{E}^d$ with the property that for some $c \geq 0$ and $\eta \geq 0$
\[ |w_K(u) - c| \leq \eta \quad \text{(for all } u \in S^{d-1}). \]
Then there is a convex body $C$ of constant width $c$ such that
\[ h(K, C) \leq 3\eta. \]

Proof. Let $B_t$ denote the closed ball of diameter $t$ centered at the origin and let $C_0$ denote a completion of $K$. By this we mean a convex body that contains $K$ and is of constant width $d(K)$, the diameter of $K$; see Bonnesen and Fenchel [3] for details. Now (13) obviously implies
\[ \|d(K) - c\| \leq \eta. \]

We may assume that $o \in C_0$ and then define $C = \frac{c}{d(K)}C_0$. We also note that for any pair of convex bodies $A, B$ in $\mathbb{E}^d$ with $A \subset B$ we have
\[ h(A, B) = \sup_u (H_B(u) - H_A(u)) \leq \sup_u (H_B(u) - H_A(u) + H_B(-u) - H_A(-u)) = 2h(A^*, B^*). \]
Using this remark, (13), and (14), we find
\[ h(K, C) \leq h(K, C_0) + h(C_0, C) \]
\[ \leq 2(h(K^*, C_0^*) + h(C_0^*, C^*)) = 2(h(K^*, B_d(K)) + h(B_d(K), B_c)) \]
\[ \leq 2(h(K^*, B_c) + 2h(B_d(K), B_c)) \leq 3\eta. \]

Combining this proposition with Corollary 1 and (1), we obtain the following stability version of Minkowski's theorem (note that \( \|w_K(u) - c\|_2 = 2h_2(K^*, B_c) \) and \( \sup_u |w_K(u) - c| = 2h(K^*, B_c) \)).

**Corollary 2.** Let \( K \) be a convex body in \( \mathbb{E}^d \) and assume that for some \( c \geq 0 \) and \( \varepsilon \geq 0 \)
\[ \|M(K_u) - c\|_2 \leq \varepsilon. \]
Then, there is a convex body \( C \) of constant width \( c \) such that
\[ h(K, C) \leq 4\alpha_2(2D^2)^{(d-1)/(d+1)} \psi(\varepsilon)^{2/(d+1)}, \]
where \( D = \max\{d(K), c\} \), \( \psi \) is as in Corollary 1, and \( \alpha_2 \) is as in (1).

**6. A STABILITY PROPERTY OF A GEOMETRIC INEQUALITY**

Although it is not part of the principal aim of the present investigation, we add a short discussion concerning a geometric inequality that is obtained as a by-product of the proof of Lemma 3. It concerns the expression
\[ \delta(\cdot) = \frac{1}{\kappa_d} W_{d-1}^2(\cdot) - W_{d}(\cdot) \]
introduced in Theorem 1. It is one of the well-known inequalities of geometry that \( \delta(K) \geq 0 \) with equality occurring exactly when \( K \) is a ball; see, for example, Aleksandrov [1] or Leichtweiss [10]. We consider the stability problem of estimating the deviation of \( K \) from a ball if \( \delta(K) \leq \varepsilon \). The following result addresses this question.

**Theorem 3.** Let \( K \) be a convex body in \( \mathbb{E}^d \) and let \( B \) be the ball whose center is at the Steiner point of \( K \) and whose radius is \( \frac{1}{2} M(K) \). Then
\[ \frac{1}{\kappa_d} W_{d-1}^2(K) - W_{d}(K) \geq \frac{d + 1}{d(d - 1)} h_2(K, B)^2. \]
Equality holds if and only if \( K \) has a support function of the form \( U_0 + U_1 + U_2 \), where \( U_k \) denotes a spherical harmonic of order \( k \).

**Proof.** As in Lemma 3 we let \( G \) be the support function of \( K \) and assume \( G \sim \sum_{n=0}^{\infty} U_n \). We may also assume that the Steiner point of \( K \) is \( o \). Then we have \( U_1 = 0 \) and \( U_0 = \frac{1}{2} M(K) \), and Lemma 3 shows that
\[ d(d - 1)\delta(K) \geq \sum_{n=2}^{\infty} (n - 1)(n + d - 1)\|U_n\|_2^2 \geq \sum_{n=2}^{\infty} (d + 1)\|U_n\|_2^2 \]
\[ = (d + 1)\left\| \sum_{n=0}^{\infty} U_n - U_0 \right\|_2^2 = (d + 1) h_2(K, B)^2. \]
Since it is obvious that equality holds exactly if $U_3 = U_4 = \cdots = 0$, the theorem is proved.

We conclude with several remarks regarding Theorem 3. A convex body $K$ is called a rotor in a polytope $P$ if for any rotation $pK$ of $K$ there is a translation vector $p_p \in \mathbb{E}^d$ such that $pK + p_p \subset P$ and $pK + p_p$ touches all facets of $P$. Schneider [16] has shown that in the case $d \geq 4$, a convex body is a rotor in a regular simplex if and only if its support function is of the form $U_0 + U_1 + U_2$, where $U_n$ is a spherical harmonic of order $n$. Thus if $d \geq 4$, Theorem 3 yields a characterization of rotors in a regular simplex in terms of an extremal property. (If $d = 2$, 3 convex bodies with a support function of the form $U_0 + U_1 + U_2$ are rotors in a regular simplex, but the converse is not true.)

It is surprising that in contrast to most inequalities of this kind, our inequality involves no limitation on the size or degeneracy of $K$.

Theorem 3 can be generalized to mixed volumes of the form $v(K, L) = V(K, L, B, \ldots, B)$, where the unit ball $B$ appears $d - 2$ times. Using this notation we can obtain the following result:

If $K$ and $L$ are convex bodies in $\mathbb{E}^d$, and $\overline{K}$, $\overline{L}$ are homothetic copies of $K$ and $L$ with $M(\overline{K}) = M(\overline{L}) = 1$ and coincident Steiner points, then

$$v(K, L)^2 - v(K, K)v(L, L) \geq \frac{d + 1}{d(d - 1)} M(L)^2 v(K, K) h_2(\overline{K}, \overline{L})^2.$$

The proof of this inequality is similar to that of (15). Performing suitable homothetic transformations, we may assume $K = \overline{K}$, $L = \overline{L}$. Obviously,

$$2v(K, L) = v(K + L, K + L) - v(K, K) - v(L, L),$$

and therefore

$$v(K, L)^2 - v(K, K)v(L, L) \geq \frac{1}{d(d - 1)} W_{d-2}(K) \sum_{n=0}^{\infty} \frac{(n-1)(n+d-1)}{n!} \|X_n - Y_n\|^2.$$

If $\sum_{n=0}^{\infty} X_n$ and $\sum_{n=0}^{\infty} Y_n$ are again spherical harmonic expansions of the support functions of $K$ and $L$, then $\sum_{n=0}^{\infty} (X_n + Y_n)$ is the corresponding expansion for $K + L$. Using the fact that $v(C, C) = W_{d-2}(C)$, and the representations (6) and (7) of $W_{d-2}$ in terms of spherical harmonics, we deduce from (17) that

$$v(K, L)^2 - v(K, K)v(L, L) \geq \frac{1}{d(d - 1)} W_{d-2}(K) \sum_{n=0}^{\infty} \frac{(n-1)(n+d-1)}{n!} \|X_n - Y_n\|^2.$$

This obviously implies (16) in the case $K = \overline{K}$, $L = \overline{L}$, since in this case $X_0 = Y_0 = 1$ and $X_1 = Y_1$.

For a somewhat different approach to inequalities of this type, see Kubota [9], Schneider [17], and regarding the case $d = 2$, Groemer [7].
References


Mathematics Department, University of Oklahoma, Norman, Oklahoma 73072
Department of Mathematics, University of Arizona, Tucson, Arizona 85721

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use