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ABSTRACT. We prove, among others, the following relations between notions
of chaos for continuous maps of the interval: (i) A map $f$ is not chaotic in
the sense of Li and Yorke iff $f$ restricted to the set of its $\omega$-limit points is
stable in the sense of Liapunov. (ii) The topological entropy of $f$ is zero iff
$f$ restricted to the set of chain recurrent points is not chaotic in the sense of
Li and Yorke, and this is iff every trajectory is approximable by trajectories of
periodic intervals.

1. Introduction

Let $I$ be a compact real interval, and $C(I, I)$ the space of continuous maps
$I \rightarrow I$ with the uniform metric. For any $f \in C(I, I)$ and any nonnegative
integer $n$, $f^n$ denotes the $n$th iterate of $f$, $h(f)$ the topological entropy of
$f$, and for any $x \in I$, $\omega_f(x)$ is the $\omega$-limit set of $x$. A map $f$ is said to be
chaotic (on a set $A \subseteq I$) if for some $x$ and $y$ from $A$,

\begin{align}
\limsup_{n \to \infty} |f^n(x) - f^n(y)| > 0, \\
\liminf_{n \to \infty} |f^n(x) - f^n(y)| = 0.
\end{align}

This chaos is just the chaos in the sense of Li and Yorke [5]; other, equivalent
definitions, including the original one, can be found in [12, 4]. Recall that the
maps $f$ with $h(f) > 0$ are chaotic. However, there are also chaotic maps
with zero topological entropy [6, 12]; they are referred to as weakly chaotic
maps. In the sequel, we give relations between the above notions, and such
notions as stability in the sense of Liapunov or approximability of trajectories
by trajectories of periodic points or intervals, that can be considered as kinds
of nonchaotic behavior.

We use the following notation for standard subsets of $I$: $\text{Per}(f)$, $\text{Rec}(f) = \{x \in I \mid x \in \omega_f(x)\}$, $\omega(f) = \bigcup \{\omega_f(x); x \in I\}$, $C(f)$ and $\Omega(f)$ denote the
set of periodic points, the set of recurrent points, the set of $\omega$-limit points,
the center of $f$, and the set of nonwandering points of a map $f$, respectively. $AP(f) = \{x \in I; \text{for any neighborhood } U \text{ of } x \text{ there is a positive integer } n \text{ with } f^ni(x) \in U \text{ for } i = 0, 1, 2, \ldots\}$ is the set of almost periodic points of $f$. $APB(f) = \{x \in I; \text{for any neighborhood } U \text{ of } x \text{ there is a } k > 0 \text{ such that for any } i \text{ there is a } j \text{ with } i < j \leq i + k \text{ and } f^j(x) \in U\}$ is the set of points almost periodic in the sense of Bohr. $B(f) = \{x \in I; \text{for any } \epsilon > 0 \text{ there is a sequence } \{x_i\}_{i=0}^n \text{ with } x_0 = x_n = x \text{ and } |f(x_i) - x_{i+1}| < \epsilon \text{ for any } i < n\}$ is the set of chain recurrent points of $f$. It is well known (cf., e.g. [10]) that for any $f \in C(I, I)$,

$$\text{Per}(f) \subseteq AP(f) \subseteq APB(f) \subseteq \text{Rec}(f) \subseteq C(f) \subseteq \omega(f) \subseteq \Omega(f) \subseteq B(f).$$

An interval $J \subseteq I$ is periodic relative to a map $f$, if there is an $m > 0$ with $f^m(J) \subseteq J$ and $\text{int}(J) \cap \text{int}(f^i(J)) = \emptyset$ for $i = 1, \ldots, m - 1$. The trajectory of a point $x$ is approximable by periodic trajectories, if for every $\epsilon > 0$ there are $p \in \text{Per}(f)$ and $n > 0$ such that $|f^i(x) - f^i(p)| < \epsilon$ for every $i > n$. The trajectory of $x$ is approximable by trajectories of period intervals, if for any $\epsilon > 0$ there are periodic interval $J$ and $n > 0$ such that at least one interval in the orbit of $J$ has diameter less than $\epsilon$, and $\text{dist}(f^i(x), f^i(J)) < \epsilon$ for any $i > n$.

We say that a closed invariant set $F$ of a map $f$ splits into two subsets $F_0, F_1$, if $F_0, F_1$ are nonempty sets contained in disjoint compact intervals with $F = F_0 \cup F_1$, $f(F_0) = F_1$ and $f(F_1) = F_0$; $F$ splits $k$-times, if $F$ splits into $F_0$ and $F_1$, and each $F_i, i = 0, 1$ splits $(k - 1)$-times, under $f^2$. A compact invariant set $F$ of a map $f$ is said to be simple, if either $F$ is a periodic orbit of period $2^k$ for some $k \geq 0$, that splits $k$-times (cf. [2]), or if $F$ splits $k$-times for any $k > 0$.

The paper is organized as follows: The next section contains main new results, along with Theorem A that contains related known results and will be used as a standard reference. In §3 we give preliminary constructions; some of them (Proposition 3.2), however, are interesting in themselves. The last section contains the proofs.

2. Main results

2.1. **Theorem.** For $f \in C(I, I)$, the following conditions are equivalent:

(i) $f$ is not chaotic;

(ii) $f|\omega(f)$ is stable in the sense of Liapunov.

2.2. **Remark.** There are maps similar to a map from [14] that are stable on $C(f)$ and not on $\omega(f)$. Hence, in (ii) from Theorem 2.1, $\omega(f)$ cannot be replaced by a smaller set from (3). On the other hand, it is an open problem, whether in (ii), $\omega(f)$ can be replaced by $\Omega(f)$.

Combining Theorem 2.1 with known results, we can get the following result:

2.3. **Theorem.** For $f \in C(I, I)$, the following conditions are equivalent:

(i) $f$ is not chaotic;

(ii) $f|\omega(f)$ is stable in the sense of Liapunov.
(iii) $\omega(f) = \{x \in I; \lim_{n \to \infty} f^{2^n}(x) = x\};$
(iv) $AP(f) = \omega(f);$ 
(v) every trajectory is approximable by periodic trajectories;
(vi) any two points belonging to arbitrary infinite $\omega_f(x)$ are contained in two disjoint periodic intervals.

Proof. The equivalence of conditions (i), (v), and (vi) is proved in [12, 4], equivalence of (i) and (ii) is given in Theorem 2.1, and equivalence of (ii), (iii), and (iv) in [11] (cf. also [10]).

2.4. Theorem. Let $f \in C(I, I).$ The following conditions are equivalent:

(i) $h(f) = 0;$
(ii) $h(f|\text{Per}(f)) = 0;$
(iii) $f|APB(f)$ is not chaotic, i.e. for any minimal set $M$, $f|M$ is not chaotic;
(iv) $f|B(f)$ is not chaotic;
(v) every trajectory is approximable by trajectories of periodic intervals.

The above theorem gives alternative characterizations of the class of maps with zero topological entropy. For completeness, we present here also the known results as Theorem A, and will use them in the sequel as a standard reference.

Theorem A. Let $f \in C(I, I).$ The following conditions are equivalent:

(i) $h(f) = 0;$
(ii) periodic of every periodic orbit is a power of 2;
(iii) every periodic orbit is simple;
(iv) there are no homoclinic trajectories;
(v) $\text{Per}(f)$ is a $G_\delta$ set;
(vi) $APB(f)$ is a $F_\sigma$ set;
(vii) $f|\text{Per}(f)$ is stable in the sense of Liapunov;
(viii) $\text{Rec}(f) = APB(f), i.e.$ every closed transitive and invariant set is minimal;
(ix) $AP(f) = \{x \in I; \lim_{n \to -\infty} f^{2^n}(x) = x\};$
(x) every $\omega$-limit set is simple;
(xi) every $\omega$-limit set contains a unique minimal set;
(xii) if $\omega_f(x)$ is infinite then $\omega_f(x) \cap \text{Per}(f) = \emptyset;$
(xiii) if $J_0, J_1$ are intervals having at most one point in common, then for any $m, J_0 \cup J_1$ is not contained in $f^m(J_0) \cap f^m(J_1), i.e. f has no horseshoe;
(xiv) if $F$ is an invariant set and $m$ a positive integer, then $f^m|F$ is not topologically conjugated to the shift $\tau$ on the space of sequences of two symbols 0 and 1;
(xv) for any $\omega$-limit set $F, A(F) = \{x; \omega_f(x) = F\}$ is a set of the 2nd Baire class;
(xvi) $B(f)$ is the union of all simple sets in $I.$
The results from Theorem A can be found in [11] (cf. also [10]), including complete list of references.

3. Preliminary results

3.1. **Lemma.** A closed invariant set \( M \) of a map \( f \in C(I, I) \) splits \( n \)-times iff for every \( k \leq n \) there is a decomposition \( \{ M(i, k); i = 1, \ldots, 2^k \} \) of \( M \) such that any two sets \( M(i, k), M(j, k) \), are separated by disjoint compact intervals if \( i \neq j \), and \( f(M(i, k)) = M(i + 1, k) \) for any \( i (\text{mod} 2^k) \).

The proof is easy and we omit it. □

Any decomposition from Lemma 3.1 is called a cyclic decomposition of \( M \) of degree \( k \). It is easy to see that such a cyclic decomposition is unique.

It is known (cf., eg. [1] or [12]) that if \( h(f) = 0 \) then every infinite \( \omega_f(x) \) is contained in a set of the form \( \bigcap_{k=0}^{\infty} \bigcup \{ f^k(J_k); i = 1, 2, \ldots, 2^k \} \), where every \( J_k \) is a compact periodic interval of period \( 2^k \), satisfying \( J_k \supset J_{k+1} \) for each \( k \). In the sequel, however, we need the intervals \( J_k \) along with their images \( f^i(J_k) \) to be open. Therefore we prove the following proposition.

3.2. **Proposition.** Let \( f \in C(I, I), h(f) = 0 \) and let \( \omega_f(x) \) be infinite. Let \( \{ M(i, k); i = 1, \ldots, 2^k \} \) be a cyclic decomposition of \( \omega_f(x) \) of degree \( k \). Then there are intervals \( J(i, k), i = 1, \ldots, 2^k \), relatively open in \( I \) and such that for any \( i, j, i \neq j \),

(i) \( J(i, k) \cap J(j, k) = \emptyset \);
(ii) \( M(i, k) \subset J(i, k) \);
(iii) \( f^k(J(i, k)) \subset J(i, k) \).

Proof is based on the following two lemmas.

3.3. **Lemma.** Let \( f \in C(I, I) \) with \( h(f) = 0 \), and let \( f(y) < x < y < f(x) \), for some \( x, y \). Then there are no fixed points of \( f \) in \( [f(y), x] \cup [y, f(x)] \).

**Proof.** See [7] or note that the result follows easily from (xiii) in Theorem A. □

3.4. **Lemma.** Let \( f \in C(I, I), h(f) = 0 \) and let \( \omega_f(x) \) be infinite. Let \( U = [u, v] \) be the convex hull of \( \omega_f(x) \) and \( V = [a, b] \) the minimal compact invariant interval containing \( U \). Then

(i) \( V \setminus U \) contains no fixed point of \( f \);
(ii) there is an interval \( J \) relatively open in \( I \) such that \( U \subseteq J, J \setminus U \) contains no fixed points of \( f \), and \( f(J) \subseteq J \).

**Proof.** (i) Assume, e.g. that \( p \) is the largest fixed point of \( f \) in \( [a, u] \). By (xii) in Theorem A, \( f(u) > u \), hence for any \( y \in (p, u] \), \( f(y) > y \), and since \( V \) is minimal, there is the least \( q > u, q \in V \), with \( f(q) = p \). Now

\[ p < f^n(y) < q \quad \text{for any } y \in (p, q) \quad \text{and } n = 0, 1, 2, \ldots \]
since otherwise there would be some \( z \) with \( f(q) \leq p (= f(p)) < z < q \leq f(z) \), contrary to Lemma 3.3. But (4) and \( f(q) = p < q \) imply that

\[
\max\{f(y) ; y \in (p, q)\} = \max\{f(y) ; y \in [p, q]\} = r < q ,
\]
and clearly \( v \leq r \). By the minimality of \( q \), \( \min\{f(y) ; y \in [u, r]\} = s > p \) and since \( \omega_f(x) \) is invariant, there is \( s \leq u \). Thus \( K = [s, r] \) is an invariant interval properly contained in \( V \) and containing \( \omega_f(x) \)—a contradiction.

(ii) Let \( W = [c, d] \) be the maximal interval such that \( U \subseteq W \) and \( \text{int}(W \setminus U) \) contains no fixed point of \( f \). If the endpoints of \( W \) are not fixed, then \( W = I \), and clearly \( J = I \) is the desired interval.

So assume that, e.g. \( f(c) = c \). By (i), \( c < a < b \leq d \). Let \( r \) be the minimal point from \([b, d]\) such that, for any \( y \in [b, d] \), \( f(r) \leq \max\{c, f(y)\} \). Denote \( \alpha = \min\{a, f(r)\} \geq c \). Let \( s \in [\alpha, a] \) be such that \( f(y) \leq f(s) \) for \( y \in [\alpha, a] \). Denote \( \beta = \max\{f(s), b\} \). Consider the following two cases.

Case A. \( \alpha > c \). Assume

\[
f(\beta) < \beta \leq d .
\]
Then there is a right-hand neighborhood \( H \) of \( \beta \), relatively open in \( I \) (if \( \beta \) is not the end-point of \( I \), take \( H \neq \emptyset \)) such that \( f(H) \subseteq [\alpha, \beta] \). Since \( \alpha < f(\alpha) \leq \beta \), there is an open left-hand neighborhood \( G \) of \( \alpha \) (nonempty, if \( I \) is not the end-point of \( I \)) such that \( f(G) \subseteq [\alpha, \beta] \cup H \). For \( J = G \cup [\alpha, \beta] \cup H \) we have \( f(\overline{J}) = f(G) \cup f([\alpha, \beta]) \cup f(H) \subseteq J \).

It remains to prove (5). If \( f(d) < d \) then (5) is clearly true. So let \( f(d) = d \). It suffices to show that \( \beta < d \). Assume the contrary. Then for \( J_0 = [s, a], J_1 = [a, d] \), \( f^2(J_0) \cap f^2(J_1) \supseteq f([b, d]) \supseteq [\alpha, \beta] \cap J_0 \cup J_1 \), contrary to (xiii) in Theorem A.

Case B. \( \alpha = c \). Then \( \beta < r \), since otherwise, for \( J_0 = [c, a], J_1 = [s, a] \), we have \( f^2(J_0) \cap f^2(J_1) \supseteq J_0 \cup J_1 \)—a contradiction. Denote \( \gamma = \min\{f(y) ; y \in [a, \beta]\} \). By the minimality of \( r \), \( c < \gamma \) and clearly \( f(\gamma) > \gamma \). So there is an open neighborhood \( G \) of \( \gamma \) with \( f(G) \subseteq [\gamma, \beta] \), and an open neighborhood \( H \) of \( \beta \) with \( f(H) \subseteq G \cup [\alpha, \beta] \). But then \( J = G \cup [\alpha, \beta] \cup H \) is the desired interval.

Proof of Proposition 3.2. Let \( g = f^{\omega} \). The sets \( M(i, k) = \omega (f^k(x)) \) are closely \( \omega \)-limit sets of \( g \), separated by fixed points of \( g \). Thus we can apply (ii) in Lemma 3.4 to give sets \( J(i, k) \) satisfying all conditions. □

3.5. Lemma. Let \( M \) be a simple invariant set of a map \( f \in C(I, I) \). Then \( f|_M \) is not chaotic.

Proof. Let \( x, y \in M \), \( x \neq y \). If \( M \) is a cycle, then (2) is not there. Thus let \( M \) be an infinite simple set. By Lemma 3.1, for any \( k \) there is a cyclic decomposition \( \{M(i, k) ; i = 1, \ldots, 2^k\} \) of \( M \). If for some \( k \), \( x \) and \( y \) belong to disjoint sets \( M(i, k) \) and \( M(j, k) \), then again (2) is not satisfied.

So we can assume that for any \( k \) there is some \( i \) with \( x, y \in M(i, k) \); without loss of generality we can assume that \( x, y \in M(1, k) \) for each \( k \). Let
(1) be true. Then there are an $\epsilon > 0$ and an increasing sequence $\{n(i)\}_{i=1}^{\infty}$ of positive integers such that $|f^{n(i)}(x) - f^{n(i)}(y)| > \epsilon$ for every $i$. For any $j$, let $k = k(j)$ be such that $2^k > n(j)$. Then $\{f^{n(i)}(x), f^{n(i)}(y)\} \subset M(1 + n(i), k)$, and the sets $M(1 + n(i), k)$ are pairwise disjoint for $i = 1, \ldots, j$. Hence, $\text{diam } M \geq \sum_{i=1}^{j} \text{diam } M(1 + n(i), k) > j\epsilon$, for any $j$, and this is a contradiction. $\Box$

3.6. Lemma. Let $f \in C(I, I)$ and $A \subseteq I$, $f(A) \subseteq A$. Then $h(f|A) = h(f|A)$.

Proof. This lemma must be known but we are not able to give a reference. For simplicity put $A = A_1$ and $A = A_2$. For a given $\epsilon > 0$, $i \in \{1, 2\}$ and a positive integer $n$, let $S_i(f, \epsilon, n) \subset A_i$ be a maximal set such that for any $x, y \in S_i(f, \epsilon, n)$, $x \neq y$, there is an integer $k$ with $0 \leq k < n$ and $|f^k(x) - f^k(y)| > \epsilon$. Since $h(f|A_i) = \lim_{\epsilon \to 0} \lim_{n \to \infty} \sup \frac{1}{n} \log \text{card}(S_i(f, \epsilon, n))$ (cf. [3]), it suffices to show that for any $\epsilon > 0$,

$$\text{card}(S_1(f, \epsilon/3, n)) \geq \text{card}(S_2(f, \epsilon, n))$$

since the inequality $h(f|A_1) \leq h(f|A_2)$ is trivial. Thus let $x_1, \ldots, x_m$ be the elements of $S_2(f, \epsilon, n)$. Since $A_1 = A_2$, by the continuity of $f$ there are points $y_1, \ldots, y_m$ from $A_1$ such that for any $j \in \{1, \ldots, m\}$ and any $r \in \{0, \ldots, n\}$, $|f^r(x_j) - f^r(y_j)| < \epsilon/3$. Now if for some $k \in \{0, \ldots, n-1\}$ we have $|f^k(x_j) - f^k(y_j)| > \epsilon$, then clearly $|f^k(y_j) - f^k(x_j)| > \epsilon/3$. Thus $\{y_1, \ldots, y_m\}$ is contained in a maximal set $S_1(f, \epsilon/3, n)$ and (6) follows. $\Box$

4. PROOFS OF MAIN RESULTS

Proof of Theorem 2.1. (i) $\Rightarrow$ (ii). Let $f$ be nonchaotic. Then by [12], $h(f) = 0$, by (x) in Theorem A, every $\omega$-limit set is simple, and again by [12] (or by (vii) in Theorem 2.3), every two points of any infinite $\omega$-limit set are separable by disjoint periodic intervals.

Let $a \in \text{Per}(f)$. We prove that $f|\omega(f)$ is stable at $a$. Without loss of generality we may assume that $f(a) = a$. Let $\epsilon_0 > 0$. Choose numbers $\{\epsilon_i\}_{i=1}^{5}$ such that for every $i > 0$, $\epsilon_{i-1} > \epsilon_i > 0$ and $|u - v| < \epsilon_i$, $u, v \in I$ imply $|f(u) - f(v)| < \epsilon_{i-1}$. Let $b \in (a - \epsilon_5, a + \epsilon_5) \cap \omega(f)$. If $f^2(b) = b$ then $|f^i(b) - a| < \epsilon_0$ for every $i$. Otherwise $b$ belongs to a simple set $M$, that splits 2-times. Let $\{M(i, 2); i = 1, \ldots, 4\}$ be the corresponding decomposition of $M$. Then it is easy to see that at least one of the sets $M(i, 2)$ lies in $(a - \epsilon_3, a + \epsilon_3)$, and consequently, $M \subset (a - \epsilon_0, a + \epsilon_0)$, i.e. $|f^i(b) - a| < \epsilon_0$ for every $i$.

Now let $a \in \omega(f) \setminus \text{Per}(f)$. Denote by $M$ an $\omega$-limit set containing $a$. Let $J(i, k)$ be open intervals as in Proposition 3.2. Since every two points from
M are separated by periodic intervals, for every $\epsilon > 0$ there is a $k = k(\epsilon)$ such that $\text{diam}(J(i, k) \cap \omega(f)) < \epsilon$ for every $i = 1, \ldots, 2^k$. Now for some $j$, $J(j, k)$ is a neighborhood of $a$, and this implies the stability of $f|\omega(f)$ at $a$.

(ii) $\Rightarrow$ (i). Let $f|\omega(f)$ be stable. Then also $f|\text{Per}(f)$ is stable in the sense of Ljapunov and by Theorem A, every $\omega$-limit set is simple. Let $M$ be an infinite $\omega$-limit set, and let $u, v \in M$, $|u - v| = \epsilon > 0$. Let for each $k$, $\{M(i, k); i = 1, \ldots, 2^k\}$ be the cyclic decomposition of $M$ of degree $k$. Since $f|M$ is stable, there is a $k$ such that $\text{diam}(M(i, k)) < \epsilon$ for every $i = 1, \ldots, 2^k$. Hence $u$ and $v$ belong to different components $M(i, k)$, $M(j, k)$, and so, by Proposition 3.2, to disjoint periodic intervals $J(i, k)$, $J(j, k)$. By [12], $f$ is not chaotic.

Proof of Theorem 2.4. (i) $\Rightarrow$ (ii). By [3], $h(f) = h(f|C(f))$, and by [8], $C(f) = \text{Per}(f)$. Now apply Lemma 3.6.

(i) $\Rightarrow$ (iv). Let $h(f) = 0$. Let $x, y \in B(f)$, $x \neq y$. By (xvi) in Theorem A there are maximal simple sets $M(x)$ and $M(y)$, containing $x$ and $y$, respectively. If $M(x) = M(y)$, the result follows from Lemma 3.5. If $M(x) \neq M(y)$, then we can easily see that $M(x) \cap M(y) = \emptyset$ and since both $M(x)$, $M(y)$ are compact, (2) is not true.

(iv) $\Rightarrow$ (iii). Trivially, $f|\text{APB}(f)$ is not chaotic. The rest follows from the Birkhoff's theorem on minimal sets: every minimal set of $f$ is contained in $\text{APB}(f)$, and conversely, for any $x \in \text{APB}(f)$, $\text{Orb}(x)$ is a minimal set.

(iii) $\Rightarrow$ (i). Assume $h(f) > 0$. We show that $f|\text{APB}(f)$ is chaotic. By Theorem A there is an invariant set $F \subseteq I$, and an integer $m$ such that $f^m|F$ is topologically conjugated to the shift $\tau$ on the space $\{0, 1\}^N$ of sequences of two symbols 0 and 1. It suffices to show that $\tau|\text{APB}(\tau)$ is chaotic.

For any nonnegative integer $n$ define blocks $A_n, B_n$ of length $4^n$, consisting of symbols from $\{0, 1\}$ as follows: $A_0 = 0$, $B_0 = 1$,

\begin{equation}
A_{k+1} = A_k A_k B_k A_k \quad \text{and} \quad B_{k+1} = B_k A_k B_k B_k
\end{equation}

for $k \geq 0$. Let $\alpha, \beta \in \{0, 1\}^N$ be such that, for any $k$, the first $4^k$ digits of $\alpha$ and $\beta$ coincide with the digits of $A_k$ and $B_k$; respectively. It is easy to see that, for any $k$, $\alpha$ and $\beta$ are in $\{A_k, B_k\}^N$ and both $\alpha$ and $\beta$ contain no substrings of the form $A_k A_k A_k A_k$ or $B_k B_k B_k B_k$. Hence, for every $i$ there is an $n$ with $i \leq n < i + 4^{k+1}$ such that $\tau^n(\alpha)$ begins with $A_k$. Since $\alpha$ begins with $A_k$, too, we have $\alpha \in \text{APB}(\tau)$. Similarly, $\beta \in \text{APB}(\tau)$.

If $m = 4^n$ then both $\tau^m(\alpha)$, $\tau^m(\beta)$ begin with $A_n$ (see (7)), hence

$$\lim \inf_{k \to \infty} \rho(\tau^k(\alpha), \tau^k(\beta)) = 0,$$

where $\rho$ is a metric of pointwise convergence in $\{0, 1\}^N$. Since clearly, for infinitely many $k$, $\tau^k(\alpha)$ begins with 0 and $\tau^k(\beta)$ with 1, we have

$$\lim \sup_{k \to \infty} \rho(\tau^k(\alpha), \tau^k(\beta)) > 0.$$
(i) $\Rightarrow$ (v). Let $h(f) = 0$ and $x \in I$. If $\omega_f(x)$ is cycle, then the trajectory of $x$ is a trajectory of degenerated periodic interval $J = \{x\}$. So let $\omega_f(x)$ be infinite. For each $k$, let $\{J(i, k) ; i = 1, \ldots, 2^k\}$ be the intervals from Proposition 3.2. We may assume that $x \in J(1, k)$, for each $k$. Since $J(1, k) \supset J(1, a)$ whenever $s > k$, for every $e > 0$ there are $k$ and $i$ with $1 \leq i \leq 2^k$ such that $\text{diam}(J(i, k)) < e$. This implies (v).

(v) $\Rightarrow$ (i). Let $h(f) > 0$. We show that then the trajectory of a point $x$ is approximable by trajectory of no periodic interval. Clearly, we can take as $x$ any point such that $\omega_f(x)$ is the closure of a homoclinic trajectory. By Theorem A it suffices to show that the shift $\tau$ on $\{0, 1\}^N$ has this property. It is easy to verify that we can take $x = A_1A_2A_3\ldots$, where $A_i = 100\ldots0$ (a single “1” followed by $i$ zeros). □
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